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Editorial on the Research Topic
 The Emergence and Development of Scientific Thinking During the Early Years: Basic Processes and Supportive Contexts



Scientific ways of knowing and the ability to think and act to enhance our understanding of the natural and social world are among the greatest human intellectual achievements. In modern knowledge-rich societies, scientific thinking is of crucial importance since it allows participation in increasingly complex public discourse and informed decision-making about socio-scientific issues (Sadler, 2004), such as climate change or health crises. Accordingly, many regard scientific thinking to be a critical 21st century skill which should be fostered from early in development (Trilling and Fadel, 2009).

Early developmental and educational researchers have been skeptical about young children's science competencies—including both early science understanding (i.e., the knowledge about scientific explanations of phenomena across various domains) and early scientific reasoning (i.e., the reasoning process involved in the construction of science knowledge), which together make up scientific thinking (Kuhn, 2002). In particular, research on science understanding has shown how difficult it is for children to develop scientific explanations of the world when they are in conflict with children's intuitive understandings (Vosniadou and Brewer, 1992); research on scientific reasoning has shown that young children tend to be unsystematic in the experimentation strategies they use (Tschirgi, 1980), forget to keep track of inquiry goals, experiments, and outcomes (Kuhn et al., 2008), and try to produce rather than to investigate causal effects (Lehrer and Schauble, 2007). Although difficulties persist throughout elementary school (e.g., Kuhn et al., 1995) and even among adults (Wason, 1968), recent research has shown that a broad range of scientific thinking skills are present earlier than previously expected (Sodian et al., 1991; Ruffman et al., 1993; van der Graaf et al., 2015; Köksal-Tuncer and Sodian, 2018; Koerber and Osterhaus, 2019).

The present Research Topic adds to these findings by bringing together cutting-edge research on both the basic abilities in early childhood that form the foundation of mature scientific thinking as well as the contexts, strategies, and processes that support its development. Specifically, articles in this Research Topic explore (1) the family interactions at home and in museum contexts that encourage the development of early science concepts, (2) the domain-specific and domain-general cognitive processes involved in the acquisition of scientific thinking, (3) the development and facilitation of scientific reasoning, and (4) how and under which conditions scientific thinking can promote the acquisition and revision of science knowledge.


FAMILY INTERACTIONS AT HOME AND IN MUSEUM CONTEXTS AROUND SCIENCE CONCEPTS

Informal everyday interactions between parents and children are the earliest contexts that help children develop their science knowledge, taking advantage of their curiosity about the physical world, which Jirout considers critical for promoting science knowledge in young children. In recent years, there has been increased interest in these informal everyday contexts, which is also reflected in the articles in this Research Topic.

Luce and Callanan analyzed parents' everyday conversations about heat and temperature with 2–6-year-olds drawn from the CHILDES language database and from a parent-child book-reading study. This study highlights the need for detailed investigations of everyday verbal input that children receive to shed further light on how children build intuitive concepts about science phenomena.

The rest of the articles in this section focus on how to best structure parental interactions to encourage the development of science understanding, especially at informal museum science exhibits. Leech et al. provide evidence that having parents read children's books that include mechanistic explanations about science concepts to their 4- and 5-year-olds prompted these dyads to use more mechanistic language and to more successfully solve a related science problem. Similarly, Franse et al. found that when parents had pre-knowledge of a task presented in a museum exhibit by being shown the solution, they were better able to scaffold their 8–12-year-olds than parents who did not have pre-knowledge: the parents with pre-knowledge interacted longer with their children, asked more open-ended questions, led their children to inquire on their own, and were less likely to interpret the results for them than parents with no pre-knowledge. Finally, Chandler-Campbell et al. demonstrated that parents who participated in an inquiry-based rather than a statement-sharing intervention were able to better leverage children's curiosity: these parents asked more questions, including causal ones, and children provided more scientific content in response. Taken together, these studies indicate that even in informal museum contexts the best results in promoting science knowledge require parental guidance and inquiry-based scaffolding from knowledgeable parents.



THE ROLE OF DOMAIN-SPECIFIC AND DOMAIN-GENERAL COGNITIVE PROCESSES

While in the earliest contexts, parents play an important role in promoting children's science learning, with age children become increasingly able to independently engage in scientific reasoning. Scientific reasoning is defined as intentional knowledge seeking (Kuhn, 2002). As such, developing basic scientific reasoning skills requires, first and foremost, that children recognize that knowledge is not simply a copy of the external world, but rather that knowledge claims are judgments evaluated in light of evidence (Kuhn et al., 2008). Once children attain this foundational insight, they develop a more complex understanding of how the human mind works and, in turn, are ready to acquire a more advanced understanding of the nature of science (Osterhaus et al., 2017), including the realization that scientists feel certain about their beliefs when their beliefs are supported by their interpretations of evidence.

Children's understanding of the constructive nature of knowledge has been studied extensively by researchers interested in (advanced) theory of mind and is also examined in relation to scientific reasoning in this Research Topic. In a 2-year longitudinal study involving 7–8-year-old children, Weinstock et al. found a link between children's early understanding of the interpretative nature of the mind and their epistemological understanding. That is, children who better understood that representations of the external world result from our mind's active interpretation, were more likely to apply that knowledge in a scientific context (epistemological understanding). Kyriakopoulou and Vosniadou showed that higher-order false belief reasoning (i.e., recognizing that someone may hold a false belief about a belief) in 10–12-year-olds was associated with more mature epistemological beliefs and more advanced knowledge about observational astronomy.

In addition to theory of mind, ample metacognition and better information-processing skills are also necessary to develop advanced scientific thinking. Consistent with this emphasis on domain-general cognitive processes, Betz and Coley demonstrated that conceptual flexibility (i.e., the ability to switch between different ways of organizing knowledge) increased with both age and experience, with implications for children's biological knowledge. Young and Shtulman reported that 5–12-year-olds' cognitive reflection (defined as the tendency to reflect on one's own thinking) was related to children's understanding of counterintuitive science ideas. And Fridman et al. demonstrated the impact of metacognition and self-regulation on 5–6-year-olds' scientific exploration. Taken together, these studies highlight the ways in which cognitive abilities outside the realm of science (e.g., metacognition, self-regulation, conceptual flexibility, theory of mind) are associated with children's ability to reason scientifically.



DEVELOPMENT AND FACILITATION OF DIVERSE FORMS OF SCIENTIFIC REASONING

Children's exploration of science phenomena has primarily been investigated by asking how proficient they are in experimentation using the control-of-variables strategy (CVS). CVS holds that informative experiments must only vary a single variable at a time while keeping all others constant, and as such, allows for systematic exploration of cause-effect relations. A consistent finding in the literature is that CVS is difficult for elementary school children (e.g., Kuhn et al., 1995; Bullock and Ziegler, 1999; Croker and Buchanan, 2011). However, experimentation is not the only mode of scientific reasoning (Kind and Osborne, 2017), and studies in this Research Topic highlight several other important forms of scientific reasoning, including some that develop much earlier than the ability to control variables.

Klemm et al. found that 4–6-year-olds have competencies in observation that go beyond merely making observations and include diverse epistemic activities, such as asking questions about, testing, or making sense of observations. Weisberg et al. demonstrated that 4–10-year-olds are capable of diagnostic reasoning (i.e., the ability to infer causes from systematic observations of patterns of data about cause-effect relations) across multiple contexts. Datsogianni et al. reported abilities in conditional reasoning (i.e., reasoning about if-then statements) in both familiar and mathematical contexts in children aged 7–12 years. And Peteranderl and Edelsbrunner demonstrated important precursors to the development of CVS in 9–11-year-olds, including an understanding of indeterminacy (whether available evidence is sufficient to warrant a conclusion) and confounding (whether confounding variables are appropriately controlled). In sum, although observation, data interpretation, conditional or diagnostic reasoning, and experimentation may vary in complexity and age of acquisition, the studies in this section highlight how each of these processes can be considered genuine forms of scientific reasoning.

Importantly, Schlatter et al. showed that these abilities are also responsive to intervention. In particular, a 5-week training program resulted in significant competence gains across diverse scientific reasoning abilities (i.e., hypothesis formation, experimentation, and data interpretation). Whether or not these effects are long-lasting, and whether individual differences in children's performance on different scientific reasoning measures are stable over time, remain open questions.



SCIENTIFIC THINKING IN THE SERVICE OF PROMOTING CHANGES IN SCIENCE KNOWLEDGE

The scientific reasoning processes described above can be applied in the service of the acquisition of science knowledge. A large body of research has shown that children have intuitive knowledge in various science domains, including physics, biology, and astronomy (Shtulman and Walker, 2020), and that they bring this intuitive knowledge to the task of science learning (Vosniadou, 2019). Thus, the development of accurate science knowledge often involves a gradual process of assimilating new knowledge and revising or replacing prior scientifically-incorrect beliefs (Vosniadou, 2002). Several papers in this Research Topic examine these processes, shedding light on the conditions under which the revision of science knowledge takes place and how it can be promoted and assessed.

Van Schaik et al. found that providing systematic evidence highlighting key variables (vs. non-systematic evidence) promoted 4–9-year-olds' predictions and explanations about buoyancy events. Hardy et al. showed that conditions designed to facilitate comparison also enhanced 4–7-year-olds' predictions about buoyancy. Larsen et al. and Weber et al. explored how the nature of the evidence children receive impacts revisions to their science knowledge. Larsen et al. found that 5-year-olds' learning about balance was facilitated following anomalous evidence experienced directly (through a hand-on task) and indirectly (through illustrations in a picture book) compared to a control condition. Moreover, Weber et al. found that children who received a combination of both verbal and material forms of scaffolding in a play-based intervention were most likely to adjust their theories about balance in the face of counterevidence. Van der Graaf further demonstrated how an inquiry-based lesson involving generating hypotheses and gathering and evaluating evidence promoted conceptual change as revealed by changes in 8–13-year-olds' strategy use on a balance beam task. Finally, Gaudreau et al. found that the gestures third-graders use when describing the day/night cycle can provide insight into their developing science knowledge by reflecting children's current understandings and potentially foreshadowing future conceptual change.

Findings from across these studies reveal advances and revisions in children's science knowledge that are driven by salient and often hands-on learning experiences. Children can engage in belief revision when they are confronted with systematic evidence (including evidence that conflicts with their prior beliefs) and when they are encouraged to reflect on or explain that evidence. Consistent with the above findings about parent-child interactions and the broader literature on inquiry-based learning (e.g., Lazonder and Harmsen, 2016), the studies in this section also suggest that learning and belief revision are more successful when the task includes greater structure and specific guidance. Finally, these studies highlight the various ways in which children's initial knowledge can facilitate or constrain their ability to learn from interventions.



CONCLUDING REMARKS AND FUTURE DIRECTIONS

The wide range of studies in this Research Topic from both developmental psychology and education suggest that young children show more advanced scientific thinking than previously thought; however, further development is needed to give rise to mature science knowledge and scientific reasoning. This complex process of development involves interactions between domain-general and domain-specific cognitive processes and abilities (such as epistemological understandings, theory of mind, metacognition, self-regulation) and environmental inputs (such as informal interactions at home and museums, and formal education and instruction), which are just beginning to be understood. The articles included in this Research Topic provide a sample of the range of current research that investigates these complex interactions and provide a road map to the development of scientific thinking that is helpful and illuminating for both theory and practice.

An important task for future research will be to determine how the basic abilities discussed in the articles included in this Research Topic come together with domain-general and domain-specific cognitive processes to influence mature scientific thinking. Although there is evidence to suggest a certain degree of stability in scientific reasoning from middle childhood to adulthood (Bullock et al., 2009), more work is needed to connect mature scientific thinking with the basic science abilities present in younger children. Studies of this sort will be challenging given their longitudinal nature and the need for designing more appropriate measures of broad scientific reasoning abilities [see Koerber and Osterhaus (2019), van de Sande et al. (2019), and Osterhaus et al. (2020); for recent examples]. However, this work is important both from a theoretical perspective and in order to speak to the long-term value of efforts to foster scientific thinking in early education (Klahr et al., 2011).

In addition to documenting that young children can, in principle, explore science concepts systematically, the current Research Topic also speaks to various ways in which children's scientific thinking can be scaffolded. In particular, several studies show that young children need guidance in their systematic exploration of evidence, which is true across diverse contexts ranging from the classroom, to the science museum, to children's homes. Accordingly, designers of learning environments for young children need to consider both the type and amount of support that is needed by children of different ages and cognitive abilities. Offering too little support may result in children's failure to learn; in contrast, offering inappropriate or too much structure may diminish children's curiosity. Moving forward, it will be important to bring together researchers in developmental psychology and education–as is done in this Research Topic–to create effective opportunities to foster the critical 21st century skill of scientific thinking in the youngest members of society.
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Scientific reasoning involves a person’s ability to think and act in ways that help advance their understanding of the natural world. Young children are naturally inclined to engage in scientific reasoning and display an emerging competence in the component skills of, for example, hypothesizing, experimenting and evaluating evidence. Developmental psychology research has shown that same-age children often differ considerably in their proficiency to perform these skills. Part of this variation comes from individual differences in cognition; another part is due to the fact that the component skills of scientific reasoning emerge at a different age and mature at a different pace. Significantly less attention has been paid to children’s capacity to improve in scientific reasoning through instruction and deliberate practice. Although elementary science lessons are generally effective to raise the skill level of a group of learners, not all children benefit equally from the instructional treatment they receive. Knowing what causes this differential effectiveness is important as it can inform the design of adaptive instruction and support. The present study therefore aimed to identify and explain how fifth-graders (N = 138) improve their scientific reasoning skills over the course of a 5-week inquiry-based physics unit. In line with our expectations, significant progress was observed in children’s achievements on a written scientific reasoning test, which was administered prior to and after the lessons, as well as in their responses to the questions and assignments that appeared on the worksheets they filled out during each lesson. Children’s reading comprehension and mathematical skillfulness explained a portion of the variance in children’s pretest-posttest gain. As these overall results did not apply equally to all component skills of scientific reasoning, we recommend science teachers to adapt their lessons based on children’s past performance in reading and math and their actual performance of each scientific reasoning skill. The orchestration and relative effectiveness of both adaptive science teaching approaches is an interesting topic for future research.

Keywords: scientific reasoning, inquiry-based learning, elementary education, individual differences, instructional guidance


INTRODUCTION

Elementary science education acquaints children with fundamental science concepts such as buoyancy, motion and electricity, and introduces them to the basics of doing scientific research. School science lessons make ample use of inquiry-based teaching methods, which enable children to learn to think and act in ways that help advance their understanding of the natural world (Kind and Osborne, 2017). This ability is commonly referred to as scientific reasoning and involves the skills of hypothesizing, experimenting and evaluating evidence (Klahr and Dunbar, 1988; Zimmerman, 2007; Kind, 2013). The main purpose of this study was to investigate how these skills develop during an inquiry-based science unit, and which cognitive characteristics predict children’s level of skillfulness at the end of the unit.

The teaching and learning of scientific reasoning is a challenging task for both teachers and children. One complicating factor is that considerable individual variation exists among children in the same classroom (Koerber et al., 2015; Lazonder et al., submitted). To complicate matters further, the component skills of scientific reasoning are known to emerge at different ages and develop at a different pace (Piekny and Maehler, 2013). Kindergartners already show some initial proficiency in basic experimentation and evidence evaluation skills whereas the more difficult skill of hypothesizing usually starts developing around the age of 12. These accumulating differences point to a clear need for adaptive instruction, but until now few evidence-based guidelines for designing and delivering adaptive and age-appropriate science lessons seem to exist.

In working toward establishing such guidelines, the present study sought to unveil whether and to what extent the progress monitoring data available in schools can help predict differences in children’s ability to learn scientific reasoning. Many schools have access to rich data records that portray children’s developmental trajectories in the foundation skills of language and math. As these skills are related to children’s scientific reasoning performance (e.g., Tajudin and Chinnappan, 2015; Van de Sande et al., 2019), it seems worthwhile to investigate their predictive powers for the development of scientific reasoning in an instructional setting. Additionally, process data collected during the lessons was analyzed in order to identify key learning moments. The insights that result from these investigations can help teachers to respond adequately to individual differences during their science lessons.



THEORETICAL FRAMEWORK


Development of Scientific Reasoning

Scientific reasoning is a multidimensional process that consists of several component skills. Although scholars diverge on the definition and labeling of these skills (for an overview, see Pedaste et al., 2015), consensus seems to exist on the core skills of hypothesizing, experimenting and evaluating evidence (Zimmerman, 2007; Kind, 2013). Even though these are difficult skills even for adults (Zimmerman, 2007), children at the pre-school age already show some emerging proficiency in an skills (Sodian et al., 1991; Piekny et al., 2014; Van der Graaf et al., 2015; Köksal-Tuncer and Sodian, 2018; Van der Graaf et al., 2015) that develops steadily but slowly during the elementary school years (Kuhn, 2002; Piekny and Maehler, 2013; Koerber et al., 2015).

Although developmental growth occurs in all component skills, their emergence and pace of development varies. Experimenting is relatively easy to learn and even young children can be rather proficient in the basics of experimentation (Cook et al., 2011; Van der Graaf et al., 2018; Schalk et al., 2019; Van der Graaf et al., 2018). Hypothesizing is more difficult for children to learn (Piekny and Maehler, 2013; Schlatter et al., 2019) and this skill generally emerges late and develops slowly. Results regarding evidence evaluation are mixed. First-graders can already draw correct conclusions from perfectly covarying data (Koerber et al., 2005; Piekny and Maehler, 2013; Van der Graaf et al., 2018), but the evaluation of non-perfect covarying evidence in light of hypotheses remains difficult throughout elementary school (Piekny and Maehler, 2013).

In addition to this variation across component skills, same-age children are not equally well versed in scientific reasoning either. In a large-scale cross-sectional study using written tests in grades 2 to 4, Koerber et al. (2015) distinguished between naïve, intermediate, and advanced conceptions of scientific reasoning. Although older children generally had a more sophisticated view, all three proficiency levels were present in all participating grade levels. The cross-sectional results of Piekny and Maehler (2013) further suggest that these inter-individual differences increase with age in all component skills. For example, both the means and standard deviations of hypothesizing were low in Kindergarten, but increased from grade 1 onward. These findings indicate that, although children’s hypothesizing skills undergo a steady growth, the variation among peers grows accordingly. Thus, children improve in scientific reasoning with age, but not all children improve at the same pace. Acknowledging these individual differences alongside the dissimilar difficulty levels of the component skills is vital for good science education.



Predictors of Scientific Reasoning

Several studies have examined what accounts for observed differences in children’s scientific reasoning (Siler et al., 2010; Mayer et al., 2014; Wagensveld et al., 2014; Koerber et al., 2015; Wagensveld et al., 2014). Reading comprehension was a significant predictor in all these studies, whereas cognitive characteristics such as spatial reasoning, problem solving skill, and general intelligence had a less prominent and less consistent impact. Although mathematical skillfulness has been shown to correlate with scientific reasoning (Bullock and Ziegler, 1999; Koerber and Osterhaus, 2019), to the best of our knowledge, no studies have examined whether mathematical skillfulness predicts scientific reasoning. This seems remarkable because scientific reasoning tasks often require children to handle numerical data (Kanari and Millar, 2004), which, in turn, could be the reason why national curriculum agencies consider mathematical skillfulness as a prerequisite for scientific reasoning instruction (e.g., van Graft et al., 2018; Wong, 2019).

Research into the predictors of scientific reasoning either treated scientific reasoning as a unitary construct or focused on one of its components, with experimenting being the most widely studied skill. Studies that assess and report children’s performance on multiple component skills are clearly underrepresented in the literature and, as a consequence, little is known about how well reading comprehension and mathematical skillfulness predict children’s proficiency in separate scientific reasoning skills. Initial evidence suggests that both predictors may have differential effects. Schlatter et al. (2019) established that reading comprehension predicts performance on all subskills except hypothesizing, whereas Van de Sande et al. (2019), who administered a written test, found a strong explanatory effect of reading comprehension on this skill and lower impacts on experimenting and drawing conclusions. Osterhaus et al. (2017) found no effect of language abilities on experimenting–although it did influence children’s understanding of the nature of science. These findings, although apparently contradictory, emphasize the importance of analyses at the subskill level. However, as these studies examined children’s scientific reasoning performance, research still has to determine whether and to what extent reading comprehension and mathematical skillfulness affect and predict children’s learning of the component skills of scientific reasoning in regular science classrooms.



In-School Learning of Scientific Reasoning

Studies examining the development of scientific reasoning in an instructional setting predominantly target children’s ability to design and conduct controlled experiments. The natural development of this skill can be boosted in a short period of time through various instructional methods that often yield long-term effects. Implicit methods such as giving hints to focus the investigation on a single variable (Kuhn and Dean, 2005), dividing the research question in single-variable subquestions (Lazonder and Wiskerke-Drost, 2015), providing scaffolds (van Riesen et al., 2018) or opportunities for sustained practice (Schalk et al., 2019) all improve children’s experimentation skills. Explicit instructional methods that explain and/or demonstrate the design of controlled experiments have similar benefits (Chen and Klahr, 1999; Lorch et al., 2017). A recent meta-analysis substantiated that implicit and explicit methods are equally effective for promoting experimenting skills (Schwichow et al., 2016).

The skills of hypothesizing and evaluating evidence have less often been trained in isolation, but are included in integrated studies of scientific reasoning, often using microgenetic designs. In a 3-year longitudinal study, Kuhn and Pease (2008) found that repeated practice alone promotes children’s evidence evaluation skills throughout grades 4 to 6. Hypothesizing skills improved only when children were in sixth grade–despite frequent opportunities for practice in the preceding years–and individual change patterns in both skills varied considerably, with relapses to old, less-effective routines. More explicit instructional support can accelerate children’s natural pace of development. Greven and Letschert (2006) showed that sixth-graders who merely investigated a multivariable system did improve their ability to evaluate evidence over the course of a 5-week inquiry-based lesson series. However, significantly higher learning gains were observed in children who received additional prediction practice exercises (that focused their attention on integrating the impact of multiple variables) or explicit instruction on the concept of multivariable causality.

To conclude, the cited studies exemplify that even short instructional interventions can promote children’s scientific reasoning. Prolonged opportunities for practice have similar beneficial effects but seem more difficult to realize in regular science classrooms. Striking the right balance between independent practice and instructional guidance thus seems a major challenge elementary science teachers have to meet. This orchestration of instructional support is complicated further by the substantial variation across the component skills and among same-aged children. As a large share of this variance remains unexplained, the present study aimed to describe and explain children’s development of scientific reasoning skills in inquiry-based classrooms.



Research Questions and Hypotheses

Previous research has shown that the component skills of scientific reasoning are not equally well developed and learned in upper-elementary science classes. Although these individual differences are explained in part by children’s cognitive characteristics, with reading comprehension being the most robust predictor, questions remain as to how the core scientific reasoning skills of hypothesizing, experimenting and evaluating evidence develop in an instructional setting, and how developmental differences can be adequately accommodated by elementary science teachers. The present study therefore aimed to find out:


(1)To what extent fifth-graders improve their scientific reasoning skills during a 5-week inquiry-based unit;

(2)Whether observed differences in learning gains are contingent on children’s reading comprehension and mathematical skillfulness; and

(3)Whether there are any key moments during this lesson series where children make marked progress in their application of the component scientific reasoning skills.



These research questions were examined in a sample of Dutch fifth-graders, who engaged in 5 weekly science lessons. Each lesson revolved around a hands-on investigation that enabled children to practice the component skills of hypothesizing, experimenting and evaluating evidence. Children’ investigations were guided by worksheets and a whole-class introduction to the steps of the inquiry cycle. Learning gains were assessed by a written scientific reasoning pre-test and post-test. Learning process data were collected from the children’s worksheets, whereas children’s scores on standardized progress monitoring tests of reading comprehension and mathematics were obtained from the schools’ administration.

Hypotheses regarding the first research question predicted that children would make progress in all scientific reasoning skills–but not to the same degree. As previous research has shown that hypothesizing and evaluating evidence is largely beyond fifth-graders’ reach, these skills were expected to improve marginally and comparably in just five lessons. Experimenting on the other hand is known to be relatively easy so children might already be rather adept in this skill and, hence, have less opportunity for improvement compared to the other skills. However, in absence of a national science curriculum and instigated by recent policy measures, many Dutch elementary schools are just beginning to systematically incorporate science in their curriculum (Inspectie van het Onderwijs, 2017), a rival hypothesis therefore predicted that children’s experimentation skills are initially lower than expected based on international benchmarking studies, but will improve more rapidly over the course of the five lessons than the other component skills – a result more often observed in intervention studies (Lorch et al., 2014; Peteranderl, 2019).

The second set of hypotheses related to the prediction of learning progress. Even when no overall learning gain is found, part of the sample could have made significant progress. To explain such possibly differential progress, two predictor variables were used: reading comprehension and mathematical skillfulness. Previous studies have shown that the former consistently predicts individual differences in scientific reasoning performance. We therefore felt it safe to assume that reading comprehension would explain learning gains in all three component skills. Evidence regarding the impact of children’s mathematical skillfulness is limited, but existing studies suggest that ‘being good with numbers’ serves as an advantage when interpreting the numerical outcomes of science experiments (Bullock and Ziegler, 1999; Koerber and Osterhaus, 2019). Children’s mathematical skillfulness was therefore expected to predict learning gains in evidence evaluation.

Thirdly, children’s worksheets were scrutinized for evidence of possible growth spurts in children’s learning of the three component scientific reasoning skills. In absence of any theoretical and empirical underpinnings, no explicit hypothesis was made regarding the outcome of this analysis.



MATERIALS AND METHODS

This study was carried out in accordance with the recommendations of the ethics code for research with human participants in the social and behavioral sciences, as agreed upon by the Deans of Social Sciences in the Netherlands. The protocol was approved by the Ethics Committee of the Faculty of Social Sciences at Radboud University, under number 2018-074R1. Descriptive data (gender and year of birth) were collected anonymously while other data (pre- and post-test, worksheets and standardized test scores) were pseudonymized.


Participants

In the Fall of 2018, eight fifth-grade classes (in Dutch: ‘groep 7’) from six schools in the central and northern part of the Netherlands participated in this study. All children in these classrooms received five 1-hr lessons as part of their regular science curriculum. Passive parental consent was sought with the exception of one school, whose principal preferred active parental permission for participation. Children with parental consent (N = 154) also took a scientific reasoning pre- and post-test; the worksheets they filled out during the lessons were collected for analysis, and their progress monitoring scores on standardized tests of reading comprehension and mathematics were obtained from the school. Sixteen children were excluded from the analyses, either because they missed more than one lesson, had not taken the pre- or post-test, or because their reading and math progress monitoring records could somehow not be obtained. The final sample thus consisted of 138 participants (55% boys) who were between 8 and 12 years of age; the majority of the sample was 10 years old.



Materials


Lesson Materials

Children engaged in five science lessons that addressed elementary-school physics topics (see Figure 1) through an inquiry-based teaching approach, taught by the first author. All lessons were structured similarly and contained two types of activities: whole-class discussion and small-group work. Each lesson started with a plenary introduction (lesson 1) or refresher (lessons 2–5) of the inquiry cycle, and introduced children to the topic of inquiry. Children then started their first inquiry, which they completed in 20 min. In order to mimic authentic classroom practice, children conducted their investigation in dyads, which they formed themselves on an ad-hoc basis. As children chose their learning partners based on friendship rather than academic achievement and partnerships rotated during the lesson series, the chances of any systematic bias due to group formation were assumed to be negligible. The first inquiry was wrapped up during a short whole-class discussion that addressed questions such as ‘who found an answer to the research question?’ and ‘who found a different result than hypothesized?’ After the second 20-min inquiry cycle, children reconvened for a final whole-class discussion of the outcomes of the inquiry and the underlying physics principles.


[image: image]

FIGURE 1. Outline of the lesson series.


The lessons were designed to practice four scientific reasoning skills: hypothesizing, experimenting, interpreting data, and drawing conclusions. Each lesson centered around a different subject-specific topic (see Figure 1) that children could learn about through experimentation. All experiments had three dichotomous input variables and one continuous output variable. For example, the pendulum swing experiment enabled children to manipulate the length of the rope (long or short), the weight of the pendulum (heavy or light), and the amplitude (far or close). Children used a stopwatch to measure the time it took to make five swings. In a typical lesson, the experimental equipment would be used during two inquiry sessions that were structured according to the inquiry cycle and enabled children to investigate two distinct research questions.

All inquiry sessions were supported by worksheets (see Supplementary Appendix 1) that assisted children in performing the four scientific reasoning skills of the inquiry cycle. This guidance consisted of a pre-specified research question and several scaffolds, that structured children’s inquiry without explicitly instructing them what to do and why. Specifically, children could complete sentence starters to make their hypotheses and conclusions, and complete pre-structured tables to set up an experiment and interpret the results. The worksheets contained text and pictures that served to remind children of the research question and the variables under investigation (for an overview of inquiry topics and variables, see Figure 1).

This amount of support, defined by Bell et al. (2005) as guided inquiry, purposefully constrained the number of strategies children could apply, and has been shown to facilitate the learning of scientific reasoning skills (e.g., van Riesen et al., 2018). For example, providing a research question minimized the risk of children conceiving a research question that could not be investigated, while still providing them with a fair degree of autonomy in their inquiry. The worksheets thus had a dual purpose: in addition to being a supportive device, they served as a measure of children’s progress in scientific reasoning. Even though children conducted their investigations in dyads, they wrote down what they themselves thought to be the best hypothesis, experiment, interpretation of the data they gathered, and conclusion. As such, this process data could be used to identify where additional support was needed, and thus inform future research on adaptive science instruction.

Supplementary to the worksheets, more elaborate support was given during whole-class discussions and to individual children who indicated they were struggling with the assignments. Children who struggled were first prompted to write down what they thought was best. If they were still hesitant to work on the worksheet, guidance was slowly increased following the protocol in Supplementary Appendix 2. In practice, children rarely asked for help and no child asked help repeatedly for the same component skill. During the whole-class discussions, children were invited to share what they remembered about the inquiry cycle, what they found out during their investigations and what they thought were the underlying scientific principles. If answers were limited (e.g., ‘we found that it made a difference’), children were encouraged to provide more detail (e.g., ‘can you explain more precisely what you found?’).



Scientific Reasoning Inventory

Children’s scientific reasoning skills were assessed at pre- and post-test using the Scientific Reasoning Inventory (SRI; Van de Sande et al., 2019), a pencil-and-paper test consisting of 24 multiple-choice items with three to four answer options each. Items were thematically embedded in five cover stories that were meaningful and appealing to children, such as the living conditions of wildlife and sports activities.

During the original validation of the SRI, three scales emerged: hypothesis validation (which included data interpretation), experimentation and drawing conclusions (Van de Sande et al., 2019). Confirmatory factor analysis was performed and results, including the comparative fit index (CFI), root mean square error of approximation (RMSEA) and standardized root mean square residual (SRMR) are reported below. In our pre-test data, a single-factor solution had a rather poor fit, χ2(252) = 437.04, p < 0.001, CFI = 0.608, RMSEA = 0.067, SRMR = 0.081. The original three-factor model had a better fit, χ2(249) = 354.99, p < 0.001, CFI = 0.776, RMSEA = 0.051, SRMR = 0.075, and the four-factor model, with data interpretation as a separate factor, yielded comparable fit statistics, χ2(246) = 352.15, p < 0.001, CFI = 0.775, RMSEA = 0.051, SRMR = 0.074. While the improvement from the single-factor model to the three-factor model was significant, χ2diff(3) = 82.046, p < 0.001, the improvement from the three-factor model to the four-factor model was not, χ2diff(3) = 2.841, p = 0.417. We therefore decided to use the original three scales in the analyses. As a consequence, there was no one-on-one match between the SRI-scales and the skills addressed by the worksheets. Specifically, hypothesizing and interpreting outcomes were separate skills on the worksheets but combined in one SRI-scale, which we labeled ‘hypothesis-evidence coordination.’

This hypothesis-evidence coordination scale (9 items, αpretest = 0.66, αposttest = 0.74), consisted of two types of items. Five items presented children with four research questions, and asked them to select the question that best matched the research purpose described in the cover story. The nature of these items closely resembled the way in which the skill of hypothesizing was addressed during the lessons. Four additional items measured children’s ability to interpret a table with research data. These questions related to the skill of interpreting data as was addressed during the lessons. Although these nine items loaded on the same scale in the SRI, they were practiced separately during the intervention because they took place in a different stage of the inquiry cycle.

The second scale, experimenting (7 items, αpretest = 0.47, αposttest = 0.81), required children to select the best experiment based on the cover story. Each item presented children with three experimental designs with either two variables (2 items) or three variables (5 items). For each experiment only one experimental setup allowed for valid causal conclusions. The other experiments were either confounded, did not change any variables, or were controlled but did not manipulate the target variable.

Items on the third scale, drawing conclusions (8 items, αpretest = 0.64, αposttest = 0.77), contained two premises and a question about those premises children could answer with ‘yes,’ ‘no,’ or ‘maybe.’ These syllogisms were embedded in the overarching cover story. For example, one of the syllogisms in the sports storyline was: ‘All children who will go rowing, are wearing shorts. Anna will go rowing. Is she wearing shorts?’



Reading Comprehension and Mathematical Ability

Most schools in the Netherlands participate in the student monitoring program of the National Institute for Educational Testing and Assessment [Stichting Cito Instituut voor Toetsontwikkeling]. This program includes standardized assessments of children’s cognitive abilities, which are administered twice a year. The tests of reading comprehension and mathematical skillfulness were used in the present study.

The reading comprehension test provided children with different types of texts, such as short stories, newspaper articles, advertisements and instructional manuals (Weekers et al., 2011). The test consisted of 55 multiple-choice items that, for example, required children to fill in the blanks, explain what a particular line in the text meant or choose an appropriate continuation of a story. The mathematics test had children solve 96 multiple-choice and open-ended problems that were presented either with or without context (Hop et al., 2017). Contextualized problems consisted of a short text in which the problem was outlined and a supporting picture. In problems without context, children would only be presented with the numerical operations. Sample items of both tests can be found in Supplementary Appendix 3.

The monitoring program provides raw scores as well as a proficiency score (I-V, with I being the highest level and V the lowest). The latter can be used to meaningfully compare scores across different versions of the monitoring program. Because all participating schools used the same student monitoring program, but not all schools used the same version, these proficiency scores were used as predictor variables. As such, the association between children’s scientific reasoning and their proficiency in reading comprehension and mathematics could be assessed without burdening children with more tests. In order to improve interpretability, proficiency scores were recoded so that 1 represented the lowest proficiency and 5 the highest proficiency.



Worksheet Scoring

The worksheets served a dual purpose in this study. In addition to being a supportive device, they were used as a process measure of children’s learning. To this end, the worksheets of all five lessons were made as comparable as possible, differing only with regard to subject content (i.e., names of variables and images directly related to the subject-specific content). The questions and scaffolds were identical throughout the lesson series.

Worksheets were coded for each component skill (i.e., hypothesizing, experimenting, interpreting data, drawing conclusions). For each skill a maximum of 3 points was awarded, resulting in a maximum of 12 points per worksheet (see Table 1 for the coding scheme). Hypotheses were classified according to their level of specificity using the criteria proposed by Lazonder et al. (2010). Given the young age group in the current study, the definition of a fully-specified hypothesis was slightly altered: it included the variables involved and a prediction of the direction of effect. Experimenting was assessed from children’s use of the control-of-variables strategy (CVS; Chen and Klahr, 1999). It is important to note that this was not an all-or-nothing evaluation: even if the CVS was not applied, some points could still be awarded depending on the severity of the misconceptions (Peteranderl, 2019). At the very least, children had to understand the need for contrast, so a confounded experiment still received one point, whereas an experiment in which no variables were changed received zero points. The worksheet assignment for interpreting data consisted of two parts. The first part was a yes/no question that asked children whether they had observed a difference in outcomes between the two values of the focal variable. If the inference matched their data, one point was awarded. This inference should ideally be made based on multiple iterations of the same experiment. However, data gathered by children can be complex and messy (Kanari and Millar, 2004) and if this was the case, the single comparison was evaluated as a check. In the second part, children were asked to justify their inference. Two more points were awarded if children stated that they used the data to make this inference (a verbal statement of (non)covariation; Moritz in Ben-Zvi and Garfield, 2004) and/or explained what caused the result they found. Conclusions were, like hypotheses, evaluated in terms of their specificity (Lazonder et al., 2010). In addition to the criteria described above, the effect children mentioned in their conclusion had to match the data they gathered.


TABLE 1. Coding scheme.

[image: Table 1]A set of 86 randomly selected worksheets was coded by a second independent rater; the intraclass correlation (ICC) was calculated as a measure of interrater reliability. The ICC was high for all component skills: hypothesizing (0.91, p < 0.001), experimenting (0.82, p < 0.001), interpreting data (0.94, p < 0.001), and drawing conclusions (0.89, p < 0.001). Differences in interrater agreement were resolved through discussion. If children were present during all lessons, nine worksheets would be available. In practice, some children missed one lesson and some worksheets got lost in the classroom. As a result, between six and nine worksheets were available per child.



Procedure

The study was carried out over a period of 6 weeks according to the setup outlined in Figure 1. During the 1st week, all children made the pre-test in a whole-class test setting. In weeks 2–6, children participated in five 1-hr lessons taught by the first author. Due to time constraints, the final lesson included the post-test and, hence, contained only one small-group inquiry. As the study did not aim to compare different instructional treatments, all children received the exact same lessons.



RESULTS

Standardized progress monitoring data of reading comprehension and mathematics were obtained from 138 children (see Table 2); their pre- and post-test scores on the SRI are shown in Figure 2 and Table 3. These data show that, overall, children improved in scientific reasoning, but improvement rates differed among component skills. In order to explore these differences in scores and establish their relations with reading comprehension and mathematical skillfulness, a repeated measures multivariate analysis of covariance (MANCOVA) was carried out with time and component skill as within-subject variables, and reading comprehension level and mathematics level as between-subject covariates.
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FIGURE 2. Pre- and post-test scores per component scientific reasoning skill.



TABLE 2. Descriptive statistics on reading comprehension and mathematics.
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TABLE 3. Pre- and post-test scores on the Scientific Reasoning Inventory.
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Development and Prediction

Multivariate test results showed a main effect of time, Wilk’s λ = 0.801, F(1, 134) = 33.393, p < 0.001 and skill, Wilk’s λ = 0.883, F(1, 134) = 8.840, p < 0.001. In addition to these main effects, an interaction was found between time and skill, Wilk’s λ = 0.796, F(2, 133) = 17.014, p < 0.001, indicating asynchronous development of the component skills over time. Lastly, three-way interactions were found between time, skill and reading comprehension, Wilk’s λ = 0.943, F(2, 133) = 4.040, p = 0.020, and time, skill and mathematical skillfulness, Wilk’s λ = 0.907, F(2, 133) = 6.842, p = 0.001, indicating that both reading comprehension and mathematical skillfulness explain variation in development of the component skills throughout the lesson series.

Both the data in Table 3 and the significant time × skill interaction suggest that there may be subgroups of children who learned more than others. To examine this possibility, children’s change in scores from pre- to post-test were visualized in density plots for each component skill (Figure 3). In these plots, the diagonal line stands for ‘no development’; the area above the diagonal represents a decline in score, and the area below the diagonal indicates progress. For hypothesis-evidence coordination and drawing conclusions, most dots accumulate around the diagonal, meaning that children generally made little progress in these skills. A similar pattern was found for experimenting, except that there was an additional group of dots in the lower right corner. Thus, although the majority of children hardly progressed in experimenting, a small group did. It is noteworthy that the two areas are horizontally aligned. This means that some children who scored very low on the pre-test still learned to experiment very well.
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FIGURE 3. Density plots for hypothesis-evidence coordination (A), experimenting (B), and drawing conclusions (C). For all component skills, most scores cluster around the diagonal, indicating limited growth. For experimenting, a second cluster can be seen in the lower right corner, indicating a large improvement for a small group of children.


In order to further explore the three-way interactions, parameter estimates were requested for pre- and post-test scores as well as for the gain scores (Table 4). These showed that for hypothesis-evidence coordination, both reading comprehension and mathematical skillfulness related to pre- and post-test scores. The predictors did not relate to gain scores on this skill, likely because there was very little progress. For experimenting, pre-test scores were not related to reading comprehension or mathematics, while post-test and gain scores were. Drawing conclusions was not related to children’s reading comprehension or mathematical skillfulness at all.


TABLE 4. Parameter estimates for interaction effects.
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Key Learning Moments

The third research question addressed children’s learning process by identifying possible key learning moments during the lesson series. The worksheets children filled out during the lessons provided insight in this. A partial correlation between overall post-test scores (controlled for pre-test scores) and average worksheet scores was found, Spearman’s ρ = 0.408, p < 0.001, warranting further inspection of the process data summarized in Table 5. The partial correlation coefficients in this table show that the association between post-test and worksheet was consistent for some, but not all component skills. Specifically, hypothesizing and drawing conclusions (worksheets) were not related with any of the component skills measured by the Scientific Reasoning Inventory (SRI). Experimenting (worksheets) on the other hand did correlate with experimenting (SRI) as well as with hypothesis-evidence coordination (SRI). Interpreting data (worksheets) was associated with drawing conclusions (SRI).


TABLE 5. Average worksheet scores and partial Spearman’s rank correlations with post-test scores.

[image: Table 5]In addition to correlations between children’s in-class performance and their achievements on the SRI, children’s progress throughout the lessons was examined. First, visual inspection of the line graphs in Figure 4 helped determine whether progress was actually made, and if so, at which moment(s) during the lesson series this growth was most pronounced. For hypothesizing, the slope appears more or less level, indicating no or very moderate improvement. Progress in the other three component skills appears to be made between the first and third lesson, after which it levels off. The first, third and fifth lesson were therefore used as anchor points in children’s developmental trajectories. Repeated measures ANOVAs were performed to compare the scores on each component skill at these three timepoints. As expected based on the line graph, no main effect was found for hypothesizing, Wilk’s λ = 0.984, F(2, 115) = 0.932, p = 0.400, while significant within-subject differences were found for experimenting, Wilk’s λ = 0.565, F(2, 115) = 44.287, p < 0.001, interpreting data, Wilk’s λ = 0.659, F(2, 115) = 29.706, p < 0.001, and drawing conclusions, Wilk’s λ = 0.770, F(2, 115) = 17.145, p < 0.001. Pairwise comparisons across the three timepoints were made to pinpoint when learning took place. The results in Table 6 show that for experimenting, interpreting data and drawing conclusions, significant progress was made between lessons 1 and 3, but not between lessons 3 and 5.
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FIGURE 4. Worksheet scores per component scientific reasoning skill in each lesson.



TABLE 6. Key learning moments in children’ scientific reasoning skills inferred from their worksheet scores.

[image: Table 6]To assess whether improvement of the worksheet scores could be explained by children’s reading comprehension and mathematical skillfulness, a 3 (lessons) × 4 (skills) MANCOVA was performed, with reading comprehension and mathematical skillfulness as covariates. Multivariate test results showed no significant three-way interaction between lesson, skill and reading comprehension, Wilk’s λ = 0.908, F(6, 109) = 1.833, p = 0.099. Between lesson, skill and mathematical skillfulness a three-way interaction was found, Wilk’s λ = 0.881, F(6, 109) = 2.461, p = 0.029. However, further analysis of each component skill did not yield significant interactions between time and mathematical skillfulness. Thus, although mathematical skillfulness appears to predict progress in some component skills of scientific reasoning, this effect is not large enough to detect with more specific analyses.



DISCUSSION

The main purpose of this study was to investigate how children’s scientific reasoning develops during an inquiry-based science unit, and which cognitive characteristics predict progress of its component skills. Process data gathered during the lessons was analyzed to identify key moments during the lesson series when this progress was most pronounced. The findings, in short, point to a differential instructional effectiveness which should be taken into account in designing future adaptive learning arrangements.

Considerable diversity was observed in children’s proficiency in and learning of scientific reasoning. Although there were significant overall gains on the SRI, this improvement did not apply equally to all component skills. Specifically, children advanced their experimenting skills, but not their ability to coordinate hypotheses with evidence and draw conclusions. Overall gains were explained by children’s reading comprehension and mathematical skillfulness, as was their progress on experimenting skills and post-test performance on the hypothesis-evidence coordination items. However, both predictors explained neither progress nor proficiency in drawing conclusions. Finally, children’s worksheets evidenced progress over the lessons on experimenting, interpreting data and drawing conclusions, but not on hypothesizing. Most progress was made during the first half of the lesson series. These main outcomes of the study are discussed further below.


Predicting Progress in Scientific Reasoning

The first two research questions focused on children’s progress on the component skills of scientific reasoning, with reading comprehension and mathematical skillfulness as predictors. Very little to no progress was expected to occur for hypothesis-evidence coordination and drawing conclusions, which indeed turned out to be the case. Although these component skills are often deemed more difficult than experimenting, pre-test scores were rather high in the current study. Still, the complete absence of progress is somewhat remarkable and suggests that both skills are not only hard to perform but also difficult to improve. No interactions were found between the predictor variables and progress on either hypothesis-evidence coordination or drawing conclusions, but children’s proficiency in hypothesis-evidence coordination interacted with reading comprehension and mathematical skillfulness on both pre- and post-test. This result seems understandable because the scale combined items that tap into the ability to identify appropriate research questions and interpret data, which are component skills that were expected to interact with both predictor variables.

Our hypotheses regarding experimenting were twofold: we either expected to find high pre-test scores and little progress, or low pre-test scores and substantial growth. Evidence was found for the latter hypothesis, although post-test scores for experimenting were lower than those for hypothesis-evidence coordination and drawing conclusions. This is noteworthy because experimenting is often regarded as one of the least difficult scientific reasoning skills to learn. The large standard deviations on the post-test imply that some children had improved more than others, which was confirmed by the interactions of both the post-test scores and progress with reading comprehension and mathematical skillfulness. In combination with the density plots shown in Figure 3, it therefore seems plausible that some, but not all children developed adequate experimentation strategies through structured, repeated practice. Informal observations during the lessons further indicated that some children realized that the research question could not be answered based on a confounded experiment. As the worksheets did not explicitly link experimental design to drawing conclusions, conceptualizing this connection required unsupported inferencing. The significant impact of children’s language and math skills suggests that only children with relatively high intellectual abilities were able to make this inference.



Progress on Scientific Reasoning During the Lessons

Children’s entries on the worksheets were analyzed to unveil key moments in the learning process where marked progress in scientific reasoning was made. Notable improvements in experimenting, interpreting data and drawing conclusions occurred between lesson 1 and lesson 3, whereas no progress in hypothesizing was made over the five lessons. The latter result may be due to the fact that, unlike the other component skills, children’s hypotheses were rarely addressed during the whole-class discussions. Another possibility is that hypothesizing is easier if one has a theoretical basis on the topic of inquiry (Koslowski et al., 2008), which the children in our study had not or to an insufficient degree. The lack of growth in hypothesizing skills might be attributable to a combination of these factors.

Progress on the other component skills occurred between lesson 1 and lesson 3. Interestingly, children’s performance stabilized after the third lesson, despite the absence of a ceiling effect. This raises the question as to why progress leveled off before mastery was reached. A possible answer lies in the design principles underlying the lesson series. Both the lessons and the worksheets were highly structured (guided inquiry, Bell et al., 2005) but contained few explicit directions and explanations. The available implicit guidance enabled children to improve their scientific reasoning to some extent, meaning that additional growth may require additional guidance, extended practice, or both.

Using a combination of instructional support measures might help sustain children’s progress beyond the third lesson. Previous research comparing open and guided inquiry to direct instruction (e.g., Alfieri et al., 2011; Wagensveld et al., 2014; Vorholzer et al., 2018; Wagensveld et al., 2014) indicated that open inquiry was often ineffective, whereas guided inquiry or direct instruction yielded higher learning outcomes. Using data from the 2015 Trends in International Mathematics and Science Study (TIMSS), Teig et al. (2018) also concluded that inquiry can be an effective approach, but only when combined with other, more explicit forms of guidance. Along these lines, more specific directions by the teacher or through the worksheets could have caused the children in our study to make significant progress on hypothesizing and to fully master the skills of experimenting, interpreting data and drawing conclusions. What these instructions should entail and how they are best combined with the scaffolding offered by the worksheets are interesting questions for future research.



Toward Adaptive Science Instruction

The present findings suggest that some children need little support to improve their scientific reasoning skills, whereas others seem to require more or more specific guidance. The worksheet data show that children improved in all scientific reasoning skills except hypothesizing; this progress was often modest and occurred in the first half of the lesson series. In order to help children further improve their scientific reasoning, we have three suggestions. First, guidance could be increased on component skills that are particularly difficult to learn, such as hypothesizing. Second, considering the relations found between scientific reasoning and children’s reading comprehension and mathematical skillfulness, progress monitoring data of these school subjects can help teachers to adapt their science lessons in advance, for instance by planning to offer more or more explicit guidance to children with lower levels of reading comprehension. Third, monitoring in-class performance can inform teachers when children need additional support. Using this information to make instant adjustments above and beyond the pre-planned adaptations could be a crucial next step in the improvement of elementary science education.



Strengths and Limitations

On the positive side, this study examined multiple component skills of scientific reasoning under rather uniform conditions. As argued by Koerber and Osterhaus (2019), cross-study comparisons of proficiency and developmental growth in distinct scientific reasoning skills are likely confounded by differences in learner characteristics and task settings. Their plea for more comprehensive investigations of scientific reasoning was met here, and allows for more valid conclusions on the relative ease or difficulty with which individual scientific reasoning skills are acquired during elementary science lessons.

Another asset of this study is the use of two complementary data sources: the SRI and the worksheets. The origin of an instrument (existing or made for the study) can affect the outcomes (Schwichow et al., 2016). So in order to shed more light on children’s science learning in regular classrooms, but without compromising experimental validity, we combined scores on the experimentally valid SRI, administered in a test setting, with more ecologically valid data from the worksheets children filled out during the lessons.

Although this approach yielded valuable insights in the development of some scientific reasoning skills, an unforeseen discrepancy between these two data sources arose. Although the SRI and the worksheets both targeted the same component skills (hypothesizing, experimenting, interpreting data and drawing conclusions), factor analysis of the SRI-items in both the validation study and the current study required us to combine two of these skills in a single scale. This complicated the comparison of children’s scores on the worksheets and the SRI.

This measurement inconsistency is inconvenient because different proficiency patterns emerged for the two test modalities, which are now difficult to explain. While the worksheets outcomes followed the hypothesized proficiency pattern, with highest scores for experimenting and lowest for hypothesizing, the SRI scores for hypothesis-evidence coordination and drawing conclusions were high and scores on experimenting were low. Strong claims about what accounted for these discrepancies cannot be made, but there are several possible explanations.

First, differences in test item format may have played a role. Previous studies showed that the type of data greatly influences the ease of interpretation (Kanari and Millar, 2004; Masnick and Morris, 2008). The hypothesis-evidence coordination items on the SRI featured unambiguous, dichotomous outcomes that were relatively easy to interpret, whereas the data children gathered during the lessons were continuous and more messy. Although both called upon children’s ability to interpret data, requirements on the SRI were relatively limited. The high scores on hypothesis-evidence coordination and drawing conclusions suggest that the SRI taps children’s basic proficiency in these component skills, whereas the worksheet provides a more authentic assessment. Secondly, surface characteristics may have limited comparability too (Stiller et al., 2016). For example, longer questions and data tables (as used on the SRI scale hypothesis-evidence coordination) can decrease difficulty, whereas the longer response options (which were used on the worksheets for hypothesizing and drawing conclusions) may increase difficulty.

Finally, reliability of the experimenting scale of the SRI pre-test was low. This was probably caused by the fact that children did not have much experience with experimenting, and because the item format was relatively difficult for them. As a result, the range of scores on the pre-test was small and this limited variability may have affected Cronbach’s α.



Implications and Directions for Further Research

Although the present study provides initial directions for adaptive science education, future research is needed to assess the effectiveness of these adaptions. This and other studies show that scientific reasoning can be taught to children of all cognitive levels (Zohar and Dori, 2003), yet less is known about how the needs of individual children in a class are best met. So although our findings indicate that teachers can base instructional adaptations on children’s proficiency in reading and math, research should investigate additional ways to adapt instruction in scientific reasoning.

Although the relationship between reading comprehension and scientific reasoning is well-established and caused some to conclude that scientific reasoning is linguistic in nature (Van de Sande et al., 2019), the relation between mathematical skillfulness and scientific reasoning has only recently been shown (Koerber and Osterhaus, 2019). The current study confirms that such a relationship exists. Acknowledging the impact of mathematical skillfulness is important for the effective teaching of scientific reasoning, which can be more thoughtfully designed bearing this information in mind.



CONCLUSION

Fifth-graders generally improved in scientific reasoning during a 5-week inquiry-based lesson series. They made progress in all constituent skills except hypothesizing, mainly during the first half of the lesson series, and consolidated their increased experimentation skills on the post-test. Reading comprehension and mathematical skillfulness accounted for part of the variance in children’s progress and proficiency scores, and offer fertile grounds for adaptivity. However, more research is needed to fully grasp the individual variation in children’s science learning and explore ways to accommodate these differences. The outcomes of these studies contribute to the design of effective elementary science education for all.
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Research on the development of scientific reasoning has put the main focus on children’s experimentation skills, in particular on the control-of-variables strategy. However, there are more scientific methods than just experimentation. Observation is defined as an independent scientific method that includes not only the description of what is observed, but also all phases of the scientific inquiry, such as questioning, hypothesizing, testing, and interpreting. Previous research has shown that the quality of observations depends on specific knowledge in the domain. We argue that observation competency shares the domain-general ability to differentiate hypotheses from evidence with other scientific methods. The present study investigates the relations of both domain-general scientific thinking and domain-specific knowledge in biology with observation competency in grade K children. We tested relations between observation competency, domain-general scientific reasoning, domain-specific knowledge, and language abilities of 75 children (age 4;9 to 6;7). Both scientific reasoning and domain-specific knowledge proved to be significant predictors of observation competency, explaining 35% of the variance. In a mediation analysis, we found a significant indirect effect of language via these two predictors. Thus, the present results indicate that observation skills require not only domain-specific knowledge but also domain-general scientific reasoning abilities.
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INTRODUCTION

Scientific thinking in children, which is understood as “the application of the methods or principles of scientific inquiry to reasoning or problem-solving situations” (Zimmerman, 2007), has been primarily studied with respect to experimentation skills. Young children’s ability to design experiments and to draw valid conclusions from data has traditionally been described as severely deficient, lacking the fundamental conceptual differentiation of hypotheses from evidence (Kuhn, 1989). However, a growing body of recent research indicates that elementary school students and even kindergarteners may, in fact, be able to distinguish hypotheses from evidence and reason about the relation between the two in simple, knowledge-lean tasks. Sodian et al. (1991) showed that first- and second-graders were able to distinguish hypothesis testing from effect production and preferred a conclusive test for a simple hypothesis over an inconclusive one. Subsequent research by Piekny et al. (2013b) showed that even 44% of 5-year-olds were able to pass this task. More generally, kindergarteners seem to be able to choose adequate experiments (Leuchter et al., 2014; van der Graaf et al., 2015) and to interpret simple data sets (Koerber et al., 2005; Piekny et al., 2013a), unless when biased by prior beliefs (Koerber et al., 2005; Croker and Buchanan, 2011).

Once young children understand the inferential relation between hypotheses and evidence, they should be able to explore phenomena in the real world guided by their ideas (hypotheses) and to interpret data (observations) with respect to these hypotheses. To date, young children’s exploration skills have been mostly studied in causal learning paradigms, in which arbitrary relations between causal factors and an effect (e.g., a lightbox) had to be discovered (e.g., Gopnik and Wellman, 2012). In the present paper, we focus on kindergarteners’ exploration skills in a knowledge-rich real-world domain, the observation of animals in biology.

Observation is a key research method and an important element of science curricula (Johnston, 2009). It is relevant for social sciences (qualitative and quantitative observation of behavior) and for natural sciences, such as physics (in the field of astronomy) and biology, as it was the underlying method for Darwin’s development of the theory of evolution (Kohlhauf et al., 2011). It is important to distinguish clearly between the different meanings that are ascribed to observation in the literature. It is, on one hand, regarded as a basic process in scientific research: It is needed in all stages of an inquiry and is therefore relevant for other scientific methods; e.g., when experimenting, we need to be able to make observations in the different conditions of the design. On the other hand, it is defined as an independent and complex research method that includes not only the description of what is observed, but also all phases of the scientific inquiry, such as questioning, hypothesizing, testing, and interpreting (Kohlhauf et al., 2011; see also Oguz and Yurumezoglu, 2007; Eberbach and Crowley, 2009).

From infancy, observation is a powerful learning mechanism for children (Rogoff et al., 2003). However, little is known about the early development of scientific observation competencies, that is, the ability to systematically use observation as a tool for intentional knowledge seeking. Norris (1984) defines observation competency as the ability to make accurate observations, to report them well and to correctly assess reports of observations. Based on this conceptualization of observation competency as a specific research method, Kohlhauf et al. (2011) developed a competency model, identifying the following dimensions as important for the quality of observation: describing details, questioning, hypothesizing, testing, and interpreting. The authors describe behavior in these dimensions on three ascending levels of incidental observation, unsystematic observation, and systematic observation. In order to validate the model, they analyzed the observation behavior of 110 study participants aged between 4 and 29 years. Kindergarteners were generally on the first level (incidental observation), but even adults did not always reach the third level (systematic observation). The results confirmed a three-dimensional model: describing details, scientific reasoning (questioning, hypothesizing, and testing), and interpreting.

The observation competency model by Kohlhauf et al. (2011) differentiates several important facets in observation: describing, questioning, hypothesizing, testing, and interpreting. As can be seen in Figure 1, questioning, hypothesizing, testing, and interpreting are general epistemic activities that are relevant for scientific reasoning processes across domains (Fischer et al., 2014). The cognitive and metacognitive skills needed for these processes are assumed to be domain-general (Piekny et al., 2013b). Only the description of details is specific to observation. Research on observation in the domain of biology has shown that the correct perception and description of relevant details are crucial for making good observations (Eberbach and Crowley, 2009). In this paper, we will treat describing and epistemic activities as two subscales of observation competency.
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FIGURE 1. Facets of observation competency and their relation to epistemic activities.


We ask whether and to what extent kindergarteners’ observation of animals, when prompted by an adult, can be described as a scientific reasoning process, characterized by questions/ideas/hypotheses, and the evaluation of observations with respect to these questions or ideas. Further, we ask whether children’s domain-independent scientific reasoning competency, as assessed in a knowledge-lean experimentation task, predicts their observation competency in biology, when domain-specific knowledge and other relevant abilities (such as language) are taken into account. Thus, the present study reflects the idea that there is not just one scientific method but several methods with their own structure and difficulties (Lederman et al., 2002). While experimentation and observation are distinct research methods, for both the relevance of both domain-general epistemological understanding and domain-specific knowledge have been shown repeatedly (Chen and Klahr, 1999; Zimmerman, 2007; Eberbach and Crowley, 2009; Kohlhauf et al., 2011).

In general, the quality of an observation has been shown to be strongly influenced by the observer’s knowledge in the domain: Observers are influenced by their prior conceptualizations in what they observe or what they think they see (Brewer and Lambert, 2001). Chinn and Malhotra (2002) showed that 75% of students did actually observe incorrectly when the correct observation was not in line with their prior conceptualization. The failure to make correct observations hindered their conceptual change. Yet, there are reasons to assume that observation competency can be a helpful tool in knowledge acquisition and conceptual change (Eberbach and Crowley, 2009). Studies comparing laypersons’ and experts’ observations show that the two groups use different strategies, with laypersons making several mistakes throughout the whole inquiry process (Eberbach and Crowley, 2009). The experts ask more specific questions and go on questioning and noticing details. Meanwhile, laypersons often ask wrong questions, miss important details, and do not document their observations adequately. Again, this can be seen during the whole inquiry process: domain knowledge is needed to ask the right questions, plan an adequate observation situation, document meaningful details and draw the right conclusions from the data (Alberdi et al., 2000). Kohlhauf et al. (2011) also found that prior knowledge of the object of investigation had a positive impact on the observation competency of their participants, who ranged from kindergarteners to university students. Since domain-specific knowledge has proved to be crucial for children’s observation competency (Eberbach and Crowley, 2009; Kohlhauf et al., 2011), we expect children’s prior knowledge about the observed objects to have an impact on the performance in the observation situation.

Since the model of observation competency proposed in the present paper places a strong emphasis on epistemic activities involved in the observation process, we further expect domain-general scientific reasoning skills to play a role in the development of observation competency. There is evidence for a development of a domain-general scientific reasoning skill (Osterhaus et al., 2015; Piekny et al., 2013a, b). Thus, we expect to find a correlation between children’s grasp of foundational epistemological distinctions and their inquiry skills in an observation situation. While many researchers in science education postulate that domain-specific knowledge is the main motor for the development of scientific skills (Sinatra and Chinn, 2012), we expect both domain-specific knowledge and domain-general understanding of hypotheses and evidence to have an impact on children’s performance in a scientific inquiry situation.

Observation competency consists of several facets (compare Figure 1). While questioning, hypothesizing, testing, and interpreting are all general epistemic activities and therefore part of all scientific reasoning processes (Fischer et al., 2014), we expect these to show a specific relation with children’s domain-general scientific reasoning. The perception and description of relevant details are expected to depend more on prior knowledge in the domain (Eberbach and Crowley, 2009).

There is little investigation of the influence of general cognitive skills on observation competency. However, it has been shown that social interaction is important for developing children’s observation skills: in the study by Johnston (2009), children observed and sorted several objects and were interviewed about their procedure. When interacting with peers or adults throughout the task, they showed and reported the use of more sophisticated strategies. Language is important for social interactions and as “intermental (social) activity will promote intramental (individual) intellectual development” (Vygotsky, 1978, p. 86), it can be expected that children with better language skills have experienced more learning situations to improve their reasoning and inquiry skills. Language has not only proved to be an important instrument in the development of false belief understanding (Lohmann and Tomasello, 2003), but also specifically for learning about science (Mercer et al., 2004). Research with children with language impairment suggests that the understanding of causal connectives is crucial for scientific reasoning (Matson and Cline, 2012). A longitudinal study showed that verbal intelligence was positively related to scientific reasoning (Bullock et al., 2009). Children’s language abilities have also been found to have an impact on both observation competency (Kohlhauf et al., 2011) and scientific reasoning (Mayer et al., 2014). Therefore, we expect an influence of language on children’s reasoning abilities, domain-specific knowledge, and observation competency. As children’s executive functions have shown to be related to their scientific reasoning skills (van der Graaf et al., 2016; Osterhaus et al., 2017), we will also measure them in order to be able to control for a potential influence on children’s performance in the tasks.



MATERIALS AND METHODS


Sample and Procedure

Eight kindergartens were asked if they wanted to participate in the study, and five actually agreed to do so. Two of these were in an urban environment, three in a rural area. Three of the kindergartens were run by municipal authorities, one by church and one by parent initiative. All kindergartens had basic groups for the children but also group-overarching activities.

We tested 83 children who were in their kindergarten year before starting school. Eight children were excluded from the analyses because their language abilities were so low that the testing could not be run with them as it was with the other children. The cut-off for excluding them from the sample was their performance in the language test. If their results fell into the area of “special educational needs,” their performance was not analyzed any further. The age of the final sample of 75 children ranged from 4;9 to 6;7 (years;months); the mean age was 5;6 (65.56 months, SD = 4.67). A total of 38 (51%) of the children were female and 37 (49%) were male.

The testing took place in the kindergartens in a separate room. We tested the children individually in three test blocks, one testing with the observation test, one with the language test and the executive functions test, and one with the scientific reasoning tasks. Each child was usually tested on three different days; only some children were tested twice a day. In these cases, we made sure that they had at least 2 h leisure time in between. The testing either took place at a computer (language test) or was recorded on videotape. If the child did not want to be tested alone, one of the teachers would come along to the testing.

This study was carried out in accordance with the recommendations of the ethics committee of the faculty for psychology and education at the LMU Munich. As the study was conducted with minors as subjects, all parents or legal guardians gave written informed consent. They had the possibility to withdraw their consent at any time and ask for the deletion of already recorded data. The children themselves also had the possibility to cancel the testing at any time. Parents had the opportunity to ask for their own children’s test results.



Instruments


Observation Competency

As mentioned in the introduction, we characterize observation competency as consisting of the two subscales describing and general epistemic activities. The latter subscale in turn consists of the facets questioning, hypothesizing, testing, and interpreting (see Figure 1).

For testing children’s observation competency, we used the procedure established by Kohlhauf et al. (2011). Here the participants observed a living fish, snail, and mouse. The instructor started the test by introducing a hand puppet and presenting the tools the children could, later on, use for their observations (magnifying glass, ruler, stopwatch, scales, and thermometer). At this point, the animal’s cages were still hidden under blankets. After that, the children were shown the first animal, which was always the fish. The puppet closed its eyes and the children were asked to describe the animal to the hand puppet. When the child had finished the description, the puppet opened its eyes again and the experimenter asked the child for a research question (“what do you want to find out about the fish?”). When they had formulated a research question (e.g., “Does the fish have to surface in order to breathe?”), the children had to generate a hypothesis (e.g., “I think the fish must come to get some air”). The children should then observe the animals and try to find answers to their own questions using various aids (e.g., the stopwatch and observe whether or not the fish had to breathe within the selected time). The last step in the observation was to sum up the observation and decide whether to accept or reject the hypothesis that has been set up (e.g., the fish has not surfaced within the set time: does it have to breathe or not?). After observing the fish, the same procedure followed with the snail and lastly the mouse. The whole interaction was videotaped.

The test was designed to find out if the participants are able to describe what they observe, come up with a research question, formulate a hypothesis, do the testing and interpret their observation. Therefore, as little prompting as possible was given by the instructor. If the child got stuck, did not do one of the steps themselves or asked for help, help or prompts were given either by the instructor or the puppet. The need for prompting resulted in scoring less points in the overall score, which will be explained in detail further below.

Table 1 displays two examples of children’s actions in the situation. While Child A needed lots of help and prompting, Child B did many steps spontaneously or only needed prompting. As these examples show, Child A did not provide a research question and needed help in order to develop the hypothesis for the given research question. Meanwhile, Child B came up with a usable research question and could form a hypothesis when prompted. In the testing phase, Child A stayed passive and the instructor both gave the idea how to test the question as well as lead the process throughout the observation. Child B, in contrast, came up with the testing idea himself/herself (looking with a magnifying glass) and executed the observation autonomously. Child A did not make a real observation before being prompted to look properly by the instructor. In the beginning of the interpretation, both children could summarize the results when prompted. While Child B also put the results into relation with the hypothesis, Child A failed to do so on his/her own. Neither of the children was able to actively separate between their observation and their interpretation. Examples for this would be any consideration of the limitations of the observation; e.g., stating that the observation would have to be repeated or that the results might be limited to the individual animal instead of being applicable to the whole species, or that the measurement might be imprecise (e.g., when trying to measure the length of the mouse through the glass of the cage).


TABLE 1. Examples of children’s behavior in the observation situation and coding.

[image: Table 1]We first analyzed children’s observations according to the procedure of Kohlhauf et al. (2011). In their analysis there were five items (one each for details, questioning, hypothesizing, testing, and interpreting) for each of the three animals, summing up to 15 items in total. This had worked well for their sample that had an age range from kindergarteners to students but proved to be too imprecise for our sample. The children showed floor effects and we were unable to reach satisfactory interrater reliability. We therefore developed a new coding scheme with more items and more gradations within each item. Our final coding scheme for each animal consisted of five facets (describing details, questioning, hypothesizing, testing, and interpreting) with a total of 13 items, which contained up to four gradations. The more autonomous and spontaneous the behavior of the child, the higher the score they were able to achieve. The list of items can be found in Table 2, including the scores the examples Child A and Child B from Table 1 got for their observation of the fish.


TABLE 2. List of items measuring observation competency.

[image: Table 2]The first facet consisted of three items that focused on children’s perception of details both during their first description of the animal as well as during the testing phase. One of these three items regarded the number of dimensions (e.g., body parts and overall color) mentioned by the children. The other two items regarded the number of details (e.g., form or color of a specific body part or a description of behavior) that were mentioned by the children. With these two items, we differentiated between “specific” and “unspecific” details to distinguish whether the mentioned details were related to the research question or not. In the examples in Table 1, Child A mentioned two dimensions (tail and eyes) and two details for each (tail: silvery with spots, eyes: small and black). Child A did not relate to specific details during the testing phase (only mentioned body parts). Child B described five dimensions (tail fin, green-transparent, eyes, fin on the back, and side fins) and three details related to the tail fin (orange with black dots). As the descriptions of “white and curved” related to the research question on the fishbone, those were counted as two specific details.

The next three facets (questioning, hypothesizing, and testing) consisted of two items each. The items measured both the quality of the performance as well as whether the children performed the steps spontaneously or if they needed prompting. For this, each item contained 2–4 gradations in order to take the extent of the prompting into account.

Finally, the last facet (interpretation) included four items in which children’s summary of the results, their ability to relate them to the hypothesis and the differentiation between observation and inferences were scored. Here again, each item consisted of 2–3 gradations in order to represent the extent to which the children needed prompting. As mentioned above, neither Child A or B differentiated between their observation and their interpretation.

Since the amount of gradations differed between the items, all items were transformed to a value between 0 and 1. In the case of the first facet, in which there were no gradations, the maximal score was transformed to the value of 1 and all other scores were calculated as a percentage. In the other facets the value of 1 represented the highest gradation, e.g., the most autonomous and spontaneous behavior. Therefore, if an item consisted of three gradations, these would be ascribed with the values of 0, 0.5, and 1, respectively.

The 13 items were the same for all three animals, meaning children could reach an overall score between 0 and 39. Child A from our examples (Table 1) had an overall score of 11.3, Child B had an overall score of 20.9.

A second rater coded 10% of the data and the Spearman correlations were all above 0.6; for the facets questioning, hypothesizing, testing, and interpreting they were all above 0.9.

As mentioned earlier, we differentiate between the two subscales describing and general epistemic activities (questioning, hypothesizing, testing, and interpreting) (see Figure 1). In the analyses, we had a look at the overall scale, the two subscales describing and epistemic activities, and the facets of observation individually (describing, questioning, hypothesizing, testing, and interpreting). The overall scale of observation was reliable (α = 0.74). The subscales for details (α = 0.72) and the epistemic activities (α = 0.76) also showed satisfactory reliability. The values of the facets were only sufficient for questioning (α = 0.77) but not for the other facets (hypothesizing: α = 0.48, testing: α = 0.63, interpreting: α = 0.40). We therefore did not conduct any further inference statistics with the facets but will still report the descriptive results.



Scientific Reasoning

We used two tasks to measure children’s scientific reasoning abilities: the mouse task by Sodian et al. (1991) and the cake task, which was developed in parallel to the mouse task. Both tasks were administered to the children in form of a story, supported with pictures. Children could point at the pictures to answer but also had to verbally justify their answers. If the justification showed a wrong concept or no justification was given, the answer was coded as wrong. For the mouse task, there were control questions on children’s understanding of the task. If the children answered these wrong, their data were coded as missing.

The mouse task: in this task, the children were told the story of two boys who had a mouse in their cellar. The boys had never seen the mouse and therefore did not know if it was big or small. In the first step, they wanted to feed the mouse and had to choose one of two houses (one with a small entrance and one with a big entrance) to put cheese for the mouse in. Hereby the boys wanted to make sure that the mouse could find the food, regardless of its size. In the second step, they wanted to find out if the mouse is big or small and again had to choose one of the two houses to put cheese in. We added a third step, in which we showed the big house, saying the cheese is missing and asked the children if they now knew whether it was a big or a small mouse. With these steps, we assessed our participant’s understanding of producing an effect (first step) and of testing a hypothesis using a conclusive test (second and third steps).

The cake task: in this task, a mother baked a cake with two new ingredients and her three children liked the cake a lot. In the first step, the mother wanted to bake the cake again for a birthday party and the children made suggestions what she should do. Hereby the idea was to make sure that the cake tasted the same as the first time (effect production). Child A suggested to put only one of the ingredients into the new cake, child B suggested to put both ingredients into the cake (right answer), and child C suggested to bake a cake in a square form instead of a round one. In the second step, the mother wanted to find out which of the ingredients is the one to make the cake so tasty because the ingredients were rather expensive and she only wanted to have to buy one. Child A suggested to bake one cake with both ingredients and one cake without both ingredients, Child B suggested to bake one cake with the first and one cake with the second ingredient (right answer), and Child C suggested to bake one round and one square formed cake. In the third step, the family had decided to try out Child A’s suggestion and we asked the children if they now found out which ingredient makes the cake tasty. Here again, the second and third steps assessed children’s ability to test a hypothesis using a conclusive test.

As we only wanted to analyze children’s understanding of testing and not that of producing an effect, we only considered children’s answers on the second and third steps of each task, but not their answers on the first steps. Therefore, we had answers to two questions per task, one on the selection of the right answer and one on our additional post hoc question. Thus, children could score 0, 1, or 2 points on both scientific reasoning tasks. The frequencies of children’s scores are displayed in Table 3.


TABLE 3. Frequencies of scores in the Scientific Reasoning Tasks.

[image: Table 3]Children’s performance on the two tasks was significantly correlated (τ = 0.38, p < 0.01), even after language and age had been partialed out (r = 0.31, p < 0.05). Because of these correlations, we decided to aggregate the two scores to a single scientific reasoning score.



Prior Knowledge Test

We conducted the same test on children’s prior knowledge that Kohlhauf et al. (2011) used in their study. The questionnaire consisted of 18 questions about the three animals that were part of the observation situation. The children answered these questions verbally and their answers were written down by the experimenter. Due to floor effects, items that were solved correctly by less than two children had to be deleted. The final scale had 10 items and reached a satisfactory reliability (α = 0.58).



Language Abilities

We used the CITO language test (Konak et al., 2005) to measure children’s German language abilities. This is a computer-based test to evaluate children’s language abilities between age 4;3 and 6;11. The testing took about 25 min. There are four subscales in the test.

In passive vocabulary, the children were supposed to click on a picture that displays a word that they were asked to click on. This could either be a noun (e.g., “click on stairs”) or a verb (e.g., “click on swimming”). In cognitive terms, they also had to click on the right picture, but the content was more complicated. The target could be a color (e.g., “click on white”), the size of an object (e.g., “click on the tallest child”), the number (e.g., “click on the basket with the most apples”), or position of an object (e.g., “click on the house between the trees”). In phonological awareness, children heard either two words that sounded very similar or twice the same word. They then had to decide whether it was the same word or two different words. In text comprehension, the children heard a short story (4–5 sentences) and afterward were asked multiple-choice questions that tested if they had understood the story correctly and could remember the content. The reliabilities for the subscales were all sufficient to good, being as good as or even better than the ones reported by the authors (see Table 4).


TABLE 4. Reliabilities of the language test CITO.

[image: Table 4]


Executive Functions

To measure executive functions as an additional control variable, we used the Hearts & Flowers (H&F) task, a computerized test, developed by Diamond (2013). The test was constructed to assess inhibition, set-shifting, and working memory (Davidson et al., 2006; Diamond et al., 2007). The test items were displayed on a computer screen, on which items could be seen on either the left and the right side, and a keyboard with an active key on the left and an active key on the right side. There were three conditions: congruent, incongruent, and mixed. In the congruent condition, children were asked to click the key on the same side as the heart appears. In the incongruent condition, children were asked to click on the opposite side of the flower that appears on the screen. In the mixed condition, either a heart or a flower could appear. If it was a heart, children had to click on the same side; if it was a flower, they had to click on the opposite side. The congruent and incongruent condition each contained 20 trials, the mixed condition contained 33 items.

In the mixed condition, children had to keep both rules in mind (working memory), shift between the rules and inhibit the tendency to press the key on the same side in incongruent items. This condition was therefore the best measure for executive functions and demanding enough to not produce ceiling effects (Zaitchik et al., 2014). Consequently, we used only this scale for our analyses. It reached good reliability (α = 0.85).



Statistical Analysis

For the data analysis, we conducted descriptive statistics and calculated correlations and multiple regression analysis using the software IBM SPSS Statistics for Windows, version 24.0. Furthermore, we conducted a mediation analysis using the software PROCESS by Hayes (2012). This program does not only offer to run the Sobel test to determine if the mediation is significant but also gives out bootstrap confidence intervals.



RESULTS


Descriptive Results

The first aim of the analyses was to assess the level of children’s observation competency. Additionally to the analysis of the overall observation competency scale, we also had a look at the subscales and facets. For this, we considered describing and the epistemic activities as subscales, as well as all the other facets (questioning, hypothesizing, testing, and interpreting) individually. Table 5 displays descriptive for all subscales/facets.


TABLE 5. Descriptive for overall observation competency, subscales, and facets.

[image: Table 5]In the original study by Kohlhauf (2013), the participants had been sorted into three levels of observation competency. With this categorization, children of that study showed floor effects, as kindergarteners were mostly on the lowest level. Given that, this study could not use the same coding scheme and therefore, the categorization could not be applied in the same way. However, children’s performance in the test could still be differentiated in their solving rates of the tasks. For this, we chose to divide the participants in three levels: On level 0, participants scored less than 20% of the points given in the subscale. On level 1, they solved between 20 and 80% of the task. On the highest level (level 2), they solved over 80% of the task correctly. This way, we could better recognize the variability in our sample while examining whether our coding scheme would still elicit floor effects. Table 6 shows the distribution of the children across the three levels. For the subscales describing and hypothesizing, almost all children were on the medium level. For questioning and testing, the children showed a broader distribution, with testing being the facet with most children in the highest level. Interpreting showed half the children on the lowest and half the children on the medium level.


TABLE 6. Descriptive for observation competency levels.

[image: Table 6]


Intercorrelations With Cognitive Measures

Table 7 shows the means, standard deviations, and intercorrelations for the overall observation competency measure and the cognitive measures. The expected correlations of observation competency with scientific reasoning, prior knowledge, and language were significant and moderate to strong. Executive functions did not correlate with observation competency. Age did also not have a significant influence on any of the variables except for prior knowledge. Analyses showed that there is no influence by children’s gender on the results in any of our measurements.


TABLE 7. Means, standard deviations, and intercorrelations for observation competency and all predictor variables.

[image: Table 7]The intercorrelations of the facets and their correlations with the cognitive measures are displayed in Table 8. Both the overall observation competency as well as the two subscales show a moderate positive correlation with language abilities, scientific reasoning, and prior knowledge. There is no significant correlation with executive functions.


TABLE 8. Intercorrelations among subscales and correlations with cognitive measures.

[image: Table 8]


Predicting Observation Competency

To further investigate the relations between observation competency and potential influencing factors, we used the significantly correlated variables – scientific reasoning, prior knowledge, and language – as predictors in a multiple regression analysis. All predictors together explained 35% of the variance (R2 = 0.35, p < 0.001). The results in Table 9 show that prior knowledge was the largest influencing factor, followed by domain-general scientific reasoning. Language abilities were not a significant predictor.


TABLE 9. Regression analysis summary for scientific reasoning, prior knowledge, and language predicting observation competency.

[image: Table 9]Language abilities were also correlated with scientific reasoning and prior knowledge (see Table 7), so one assumption is that scientific reasoning and biology understanding mediate the influence of language abilities on observation competency. In order to check for this, we conducted a mediation analysis, using the software PROCESS by Hayes (2012).

We used observation competency as the criterion, language as the independent variable and scientific reasoning and prior knowledge as mediators. There was a significant indirect effect of language on observation competency through both predictors [b = 0.244, BCa CI (0.235, 0.365)], as well as a significant indirect effect through only scientific reasoning [b = 0.153, BCa CI (0.046, 0.268)], and through only prior knowledge [b = 0.093, BCa CI (0.019, 0.180)]. The Sobel test was significant for scientific reasoning (p = 0.017), but not for prior knowledge (p = 0.064). The results are displayed in Figure 2.
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FIGURE 2. Mediation analysis of the indirect effect of language on observation competency through scientific reasoning and prior knowledge.




Predicting Subscales of Observation Competency

Expecting a specific relation between the general epistemic activities (questioning, hypothesizing, testing, and interpreting) and domain-general scientific reasoning on the one hand and between describing details and prior knowledge, two further regressions were conducted to check these relations. Children’s language abilities were kept as a control variable.

Domain-general scientific reasoning, prior knowledge, and language abilities explained 25% of the variance in children’s describing (R2 = 0.25, p < 0.001) and 28% of the variance in children’s performance throughout the epistemic activities (R2 = 0.28, p < 0.001). For both scales, language abilities were not a significant predictor (see Tables 10, 11). While prior knowledge was the only significant predictor for describing, scientific reasoning was the only significant predictor for epistemic activities.


TABLE 10. Regression analysis summary for scientific reasoning, prior knowledge, and language predicting general epistemic activities in observation competency.

[image: Table 10]
TABLE 11. Regression analysis summary for scientific reasoning, prior knowledge, and language predicting describing in observation competency.

[image: Table 11]


DISCUSSION

The present study is the first systematic investigation of scientific observation competency in young children. Observation competency was defined as comprising the ability to describe features of target animals, as well as to generate questions and hypotheses with regard to the target animals, to test these hypotheses, and to interpret the findings with respect to the question or hypothesis (epistemic activities). Our first aim was to describe the scope and limits of observation competency in kindergarteners, while the second aim was to relate individual differences in children’s observation competencies to general cognitive abilities (e.g., language and executive functions), domain-general scientific reasoning skills and domain-specific knowledge.

The descriptive data indicated that there were no floor effects in kindergarteners for most facets of observation competency. One exception was the ability to generate interpretations for their observations: on this facet, about half of the sample did not respond even when prompted. Most children showed evidence – at least when prompted – for some epistemic activities. It is possible (and remains to be explored further) that the differentiation of data and interpretation is harder to grasp for young children than the basic idea of testing hypotheses through specific observations.

Given that there was both a sufficient level of performance and individual variability with respect to observation competency in the present sample, it was possible to investigate the predictors of observation competency in kindergarteners.

Our hypothesis was that both children’s domain knowledge and their domain-general scientific reasoning ability would have an effect on their observation competency even if more general cognitive abilities were controlled for. These hypotheses were corroborated by the data: scientific reasoning proved to be a significant predictor for children’s observation competency alongside with children’s prior knowledge about animals. The results thus indicated that not only domain-specific competencies are important for scientific observation, but also domain-general reasoning abilities.

With respect to the effects of domain knowledge, the present findings once again demonstrate that “if it is true that thinking and reasoning are processes, so too it is true that content knowledge is the fodder for these processes” (Sinatra and Chinn, 2012, p. 258). Content knowledge was assessed as simple factual knowledge about animals in the present study. Therefore, a linear positive relation between the amount of content knowledge and the ability to describe concrete observations in animals was expected. Our findings are not inconsistent with more complex models of the interaction between children’s content knowledge and reasoning or observation skills which emphasize that prior domain-specific beliefs can be an impediment to the coordination of theory and evidence (Koerber et al., 2005; Croker and Buchanan, 2011). Research has also shown that evidence contradicting children’s prior beliefs can also lead to further and deeper inquiry (Legare et al., 2010). Further research is necessary to determine the effects of children’s conceptual understanding in the domain of biology (e.g., childhood animism and concept of living things) on young children’s observation competencies. Children’s naïve concepts of living things (Gelman, 2009) and their tendency to focus on goal-direction (Evans, 2008) would be factors that could hamper children’s observation competency, while more sophisticated knowledge about the domain may lead to better, unbiased reasoning (Geary, 2008).

The finding that the ability to distinguish between a conclusive and an inconclusive test for a simple hypothesis in an everyday domain predicted children’s observation competency in biology was predicted on the grounds that the differentiation of hypotheses from evidence is assumed to be fundamental for scientific reasoning in general, not just for experimentation skills. It should be noted that the observation competency assessment did not include the notion of a conclusive test and was not similar in terms of task demands to the scientific reasoning task. Thus, it appears that hypothesis – evidence differentiation is a metaconceptual distinction that underlies a wide range of scientific reasoning abilities, and that is domain-independent. The finding that the score attained for the general epistemic activities, not for the description of specific details, was related to children’s domain-general scientific reasoning also supports this interpretation. The perception and description of relevant details, on the other hand, was more closely related to children’s domain-specific knowledge. Eberbach and Crowley (2009) argue that laypersons with scarce domain-specific knowledge often miss the meaningful details or concentrate on irrelevant properties of the observed object.

Furthermore, we found a correlation between scientific reasoning and executive functions. This result is consistent with a growing body of findings indicating an association of scientific reasoning and executive function measures in different age groups (Mayer et al., 2014; Osterhaus et al., 2017). However, executive functions showed no relation to observation competency or any of its subscales, at least with the executive functions task used in the study. This could suggest that it is elicited reasoning, rather than spontaneous response tasks that show higher executive demands, as children’s spontaneous reactions were recorded before prompts were given. Observation competency was linked to scientific reasoning independently of executive functions, thus again supporting the idea that the metaconceptual understanding of the hypothesis evidence relation is foundational for a wide range of scientific activities. Still, other executive functions tasks with a higher emphasis on working memory or planning abilities might show a direct relation to observation. Further research is needed to better understand this relation.

We also assumed that children’s language abilities have an influence on all of the other measures. While we did find correlations between language and reasoning abilities, domain knowledge and observation competency, language ability was not a significant predictor for observation competency when we did a regression analysis with all three predictors. Our mediation analysis showed that the influence of language on children’s performance in the observation task was mediated by both domain-general and domain-specific science skills. This finding appears to be consistent with the interpretation that children’s language abilities influence both general reasoning abilities and knowledge, which both contribute to children’s abilities in a concrete observation situation. This also means that the impact scientific reasoning and prior knowledge have on the observation competency is more than just the shared influence of language: they both had a specific, independent effect on children’s performance in the observation task. Sociocultural theories postulate that intellectual competencies are a cultural product and are therefore derived through social interaction (Vygotsky, 1978; Tomasello, 2013). Our results could fortify these theories – language was an influencing factor on all our measurements. However, language seems to have a more direct influence on knowledge and reasoning, while these then shape the behavior in the scientific inquiry situation. Of course, it is also possible that the effect of language we found was a testing effect – as all our instruments were, of course, language-based, we cannot refute this alternative explanation. In this case, however, the influence of both knowledge and reasoning is more than an effect of the verbal testing method because their relation to observation competency stays significant when controlling for language.

In sum, the present study has shown that both domain-specific knowledge and domain-general scientific reasoning abilities contribute to children’s observation competency in the domain of biology. This is notable since metaconceptual foundations of scientific reasoning only begin to develop in this age group. Further research is needed to determine the interrelations of these core components of scientific activities over a wider age range. The study focused on scientific observation. Many aspects of observation competency as defined in this study are general epistemic activities, such as hypothesizing and interpreting observations. Further research is needed to determine the generalizability of the present findings to other scientific methods.
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Understanding the day/night cycle requires integrating observations of the sky (an Earth-based perspective) with scientific models of the solar system (a space-based perspective). Yet children often fail to make the right connections and resort to non-scientific intuitions – for example, the Sun moving up and down – to explain what they observe. The present research explored whether children’s gestures indicate their conceptual integration of Earth- and space-based perspectives. We coded the spontaneous gestures of 85 third-grade children in U.S. public schools (Mage = 8.87 years) as they verbally explained the overall cause of the day/night cycle, the cause of sunrise, and the cause of sunset after receiving science instruction as part of a prior study. We focused on two kinds of gestures: those reflecting the Sun’s motion across the sky and those reflecting the Earth’s axial rotation. We found that participants were more likely to produce Earth rotation gestures for a topic they explained more accurately (the overall cause of the day/night cycle), whereas Sun motion gestures were more common for topics they explained less accurately (the causes of sunrise and sunset). Further, participants who produced rotation gestures tended to provide more accurate verbal explanations of the overall cause. We discuss how gestures could be used to measure – and possibly improve – children’s conceptual understanding and why sunrise and sunset may be particularly difficult topics to learn.

Keywords: gesture, astronomy, mental models, day/night cycle, embodiment


INTRODUCTION

Promoting student participation and performance in STEM (science, technology, engineering, and mathematics) is an educational priority in the United States. To help more students succeed, we must better understand how students think and learn in these disciplines. In this paper, we explore how children spontaneously gesture when expressing ideas about an intensely spatial science topic, the day/night cycle. These non-verbal behaviors may reflect children’s thinking about spatial systems and, if better understood, provide a means for influencing conceptual understanding.

There is mounting evidence that spatial thinking – including mental rotation, mental transformation, and perspective taking – contributes to STEM learning outcomes (Wai et al., 2009; Lee and Bednarz, 2012; Uttal and Cohen, 2012; Heywood et al., 2013; Newcombe and Shipley, 2015; Stieff et al., 2016; Carr et al., 2017). Consider space science. To grasp fundamental ideas such as the day/night cycle, a student must connect observations from the Earth’s surface (e.g., the Sun appearing to rise in the sky) with large-scale events in our solar system (e.g., a location on the Earth becoming exposed to sunlight due to the Earth’s rotation). Mentally integrating Earth- and space-based perspectives of the solar system represents a difficult spatial thinking challenge (Heywood et al., 2013; Plummer, 2014, 2016). Besides the difficulty of mapping Earth- and space-based perspectives of the solar system, children’s own intuitions about the world (e.g., witnessing the Sun’s apparent motion) can impede their understanding (Shtulman, 2017). As children attempt to map the relations between Earth- and space-based perspectives, they may rely on inherently spatial modes of expression, such as gesture. Gestures often add information that is missing from verbal explanations (Goldin-Meadow, 2005, 2015; Alibali and Kita, 2010; Alibali et al., 2011, 2013; Özçalışkan et al., 2014; Waters and Beck, 2015). Highly visuospatial concepts in STEM may be more easily expressed through gesture than speech (Iverson and Goldin-Meadow, 2005; Atit et al., 2015; Stieff et al., 2016). Gestures can reduce demands on memory systems (Iverson and Goldin-Meadow, 2005) and can increase focus on a topic (Goldin-Meadow, 2015). In fact, certain concepts may depend on encoding through bodily motion and corresponding sensorimotor brain regions (Matthews-Saugstad et al., 2016; Alibali and Nathan, 2018). During learning about the day/night cycle, children can use gestures to model real or apparent motion from different frames of reference (Plummer et al., 2016).

The purpose of the present study was to explore gestures that children spontaneously produced while explaining key events in the day/night cycle. Our sample included dozens of third-grade children in U.S. public schools who were interviewed before and after completing a series of lessons about the day/night cycle as part of an earlier study (Jee and Anggoro, 2019). While the study involved three different instructional conditions, all conditions covered the same concepts and involved instruction with a 3D model of the Earth–Sun system (see Jee and Anggoro, 2019, for further detail).

The current analyses focused on participants’ responses to questions about the cause of (1) the overall change from day to night, (2) sunrise, and (3) sunset. If a participant grasped the scientific explanations from the lessons, then they should provide the same causal explanation for all three topics – namely, the Earth’s eastward rotation as seen from a space-based perspective. However, if a participant is focused on the Sun’s apparent motion from an Earth-based perspective, or confused about whether the Sun moves, they may provide inadequate or incomplete verbal explanations. Such confusions and omissions may be more frequent for sunrise and sunset, which invoke an Earth-based frame of reference and are labeled in terms of the Sun motion, than for the overall day/night cycle.

We coded participants’ non-verbal behavior as they responded to relevant interview questions, looking specifically for the occurrence of two kinds of gestures: (1) Earth rotation gestures that represent the rotating motion of the Earth from a large-scale, space-based perspective and (2) Sun motion gestures that indicate movement of the Sun across the sky. We considered two main ways in which gestures could relate to verbal understanding:


1.Gesture as a mirror that reflects existing, verbalized knowledge (e.g., Alibali, 2005; Plummer et al., 2016).

2.Gesture as a window into ideas that are not yet (or cannot be) expressed in speech. In this sense, gestures indicate burgeoning conceptual change, predicting future breakthroughs in verbalized knowledge (e.g., Church and Goldin-Meadow, 1986; Goldin-Meadow, 2003).



If gesture acts like a mirror, then Earth rotation gestures should be especially frequent when participants verbalize high levels of causal understanding, and Sun motion gestures should be more frequent when verbalized understanding is low. A finer-grained prediction is that children who make Earth rotation gestures should explain the day/night cycle more accurately than should children who do not, both at pretest and at posttest. If, however, gestures are a window into emerging knowledge, then Earth rotation gestures at pretest should predict verbalized understanding following instruction, at the posttest.



MATERIALS AND METHODS


Participants

Participants included 85 third-grade U.S. public school students (Mage = 8.87, SD = 0.50, 57% female) who completed a series of lessons about the day/night cycle as part of a larger study (Jee and Anggoro, 2019) between October 2015 and December 2016. The demographic distribution of this sample reflected that of the school district from which the sample was acquired, 14.9% were African American, 7.5% Asian, 40.8% Hispanic, 0.2% Native American, 32.5% White, and 4.1% multiracial, non-Hispanic.



Interviews and Coding Procedure

All participants completed pretest and posttest interviews about the day/night cycle. Each interview lasted about 15–20 min per child and was videotaped by a trained research assistant. Interview questions were administered verbally by the research assistant. The questions asked participants to explain the cause of (1) the overall change from daytime to nighttime, (2) sunrise, and (3) sunset (see Jee and Anggoro, 2019, for further details). Table 1 provides the relevant interview questions along with the two knowledge components that were used to score participants’ verbal responses for each topic. Children scored 1 point for each knowledge component they correctly verbalized. Intercoder reliability for verbal knowledge scoring was established through independent coding trials, followed by reliability analyses, discussion, and refinement of the coding criteria. All coders obtained reliability of 0.80 or higher (Krippendorff’s α) with the other coders on two consecutive rounds of four to six interviews. Reliability ranged from 0.82 to 0.96 across all knowledge components (Jee and Anggoro, 2019).


TABLE 1. Interview questions and knowledge components for scoring responses.

[image: Table 1]
Children’s gestures during the interviews were also coded. Rules for coding gestures were made stringent: (a) a complete gesture necessitated a clear break from any fidgeting of the hand or fingers before or after the gesture, and (b) any gestures made toward technology or items in the classroom were not included, on the basis that not all children had the same resources available during the interviews. Gestures were categorized as one of two types (see Figure 1), based largely on work by Goldin-Meadow (2005) and Plummer (2014). Earth rotation gestures involved children using the finger, hand, or arm to represent the rotating motion of the Earth. For the purpose of this study, only instances where children explicitly mentioned “the Earth” in their verbal responses were considered when coding rotation gestures, to avoid ambiguity concerning what children’s gestures were intended to represent. In Sun movement gestures, children used the finger, hand, or arm to indicate leftward, rightward, upward, or downward movement of celestial objects. In nearly all instances observed, these gestures referenced the Sun motion (i.e., children mentioned “the Sun” in their verbal response). Coders made notes during coding, so only movement gestures that included an explicit verbal reference to the Sun were analyzed for the current study. The coders established interrater reliability (Krippendorff’s α = 0.83) using 10% of the 170 pretest and posttest interviews.
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FIGURE 1. Examples of (A) Earth rotation and (B) Sun motion gestures. Arrow indicate movement of finger or hand.





RESULTS


Verbal Explanations

Participants’ knowledge of the three topics was scored in terms of the number of components they included in their verbal explanations (see Table 2). We conducted a 2 (Session: pre, post) × 3 (Topic: overall cause, sunrise, and sunset) repeated-measures ANOVA to compare children’s knowledge of the overall cause of the day/night cycle, sunrise, and sunset at pretest and posttest. Assumptions for Mauchly’s W were not met, so results from the Huynh–Feldt model are reported, as suggested by Howell (2002) and Field (2013). Results revealed main effects of Session, F(1, 84) = 25.48, p < 0.001 (participants had higher knowledge at posttest than pretest), and Topic, F(1.45, 121.48) = 177.71, p < 0.001 [participants had higher knowledge for the overall cause than for sunrise (p < 0.001) and sunset (p < 0.001) but did not differ in their knowledge of sunrise and sunset (p = 0.697)]. There was also a significant interaction between Session and Topic, F(1.58, 132.73) = 5.24, p = 0.011 – although knowledge of each topic increased significantly, Fs > 13.0, ps < 0.001, the increase was greater for the overall cause of the day/night cycle than for sunrise or sunset.


TABLE 2. Descriptive statistics for children’s knowledge and gestures by topic.
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Relations Between Verbal Explanations and Gestures

Gestures were coded categorically; children received a 1 if they made a given type of gesture when verbally explaining a specific topic and a 0 if they did not make the gesture. Table 2 shows the number of children who made a given type of gesture for each topic at pretest and posttest. Earth rotation gestures appear to be more common during explanations of the overall cause than for sunrise and sunset. Sun motion gestures, however, were more likely during explanations of sunrise and sunset. This pattern for Sun motion gestures appears to persist from pretest to posttest despite an overall decrease in the frequency of Sun motion gestures.

We planned to test how gestures related to verbally expressed knowledge by comparing the average knowledge of participants who did vs. did not produce a given type of gesture for each topic. However, gesture frequency was less than 25% in some cases (e.g., only 17.6% of participants made a rotation gesture for the sunrise topic at pretest). To avoid comparing wildly uneven group sizes and the consequent loss of statistical power (e.g., Rusticus and Lovato, 2014), we divided participants into Earth rotation gesturers and non-gesturers on the basis of their gestures for the overall cause topic – the topic for which rotation gestures were most frequent1. We then tested whether participants who made an Earth rotation gesture for the overall cause topic differed in their verbally expressed knowledge for each of the three topics. We applied a similar rationale to divide participants into Sun motion gesturers and non-gesturers. Specifically, we tested whether participants who made a Sun movement gesture while describing sunrise or sunset – topics for which Sun motion gestures were most frequent – differed in their verbally expressed knowledge for each of the three topics. Table 3 shows the mean verbal knowledge scores on each topic for the Earth rotation and Sun motion gesture groupings.


TABLE 3. Mean verbal knowledge of each topic for gesture and non-gesture groups at pretest and posttest.
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Earth Rotation Gestures

At pretest, participants who made an Earth rotation gesture for the overall cause topic tended to have higher knowledge of the overall cause than did participants who did not make the rotation gesture, t(83) = 2.10, p = 0.039. However, these rotation gesturers had about the same level of knowledge of sunrise as participants who did not make the rotation gesture, t(83) = −1.28, p = 0.205. Verbal knowledge of sunset was very low overall at pretest. Rotation gesturers expressed no knowledge of sunset, whereas non-rotation gesturers had slightly higher verbal knowledge, t(52) = 1.60, p = 0.044 (adjusting degrees of freedom in light of unequal variances in Levene’s test, F = 12.10, p = 0.001).

At posttest, participants who made an Earth rotation gesture for the overall cause topic tended to have higher knowledge of the overall cause than did those who did not make the rotation gesture, t(82.52) = −2.04, p = 0.044 (adjusting degrees of freedom in light of unequal variances in Levene’s test, F = 8.04, p = 0.006). These rotation gesturers had about the same level of knowledge of sunrise as participants who did not make the rotation gesture, t(83) = −0.91, p = 0.528, and likewise for sunset, t(83) = 0.513, p = 0.610.



Sun Motion Gestures

At pretest, participants who made the Sun motion gesture when explaining sunrise had about the same knowledge level of the overall cause topic as participants who did not make the Sun motion gesture, t(83) = −0.98, p = 0.328. These Sun motion gesturers also expressed about the same level of knowledge of sunrise as the non-gesturers, t(83) = −0.614, p = 0.541, and likewise for sunset, t(83) = 0.759, p = 0.450.

At posttest, participants who made a Sun motion gesture for the sunrise topic had about the same knowledge level of the overall cause as participants who did not make the Sun motion gesture, t(83) = 0.726, p = 0.470. These Sun motion gesturers also expressed about the same level of knowledge of sunrise as the non-gesturers, t(83) = −0.021, p = 0.983, and likewise for sunset, t(83) = 0.095, p = 0.924.

We obtained the same pattern of results when we sorted participants into Sun motion gesture and non-gesture groups on the basis of whether they made the Sun motion gesture when explaining sunset (ps > 0.114, see Table 3 for mean knowledge components for gesturers and non-gesturers).



Do Pretest Rotation Gestures Predict Posttest Understanding?

To test whether gestures serve as a window into children’s understanding, we tested whether pretest gestures predicted verbal knowledge at posttest. We focused on Earth rotation gestures, which signify the underlying cause of the day/night cycle. We conducted an ANCOVA with children’s Earth rotation gestures predicting their posttest knowledge of the overall cause concept, controlling for children’s knowledge of the overall cause concept at pretest. The analysis revealed that Earth rotation gestures at pretest did not predict verbal knowledge at posttest, F(1, 84) = 0.365, p = 0.547.




DISCUSSION

The current study examined whether and how children’s spontaneous use of gesture relates to their explanations of the day/night cycle. Overall, participants used more Earth rotation gestures when explaining the overall cause of the day/night cycle – a topic for which both initial and eventual knowledge was relatively high. In fact, participants who made Earth rotation gestures tended to express greater knowledge than those who did not. Participants made more Sun motion gestures when explaining sunrise (though not for sunset, discussed further below) – topics for which initial and eventual knowledge was relatively low. Yet participants who made Sun motion gestures did not differ in verbally expressed knowledge from those who did not. As a whole, we did not observe a mismatch between participants’ speech and gesture. Thus, in the present case, gestures generally mirrored the knowledge that children expressed verbally, rather than serving as a window into future knowledge gains.

By the posttest, the participants had been taught repeatedly about one essential fact: the Earth’s rotation causes the change from daytime to nighttime. Nevertheless, participants were more likely to correctly explain the overall cause of the day/night cycle if they simultaneously expressed the Earth rotation gesture than if they did not. This finding supports the idea that children may require some physical bodily motion to fully encode abstract concepts – enactment theory (Matthews-Saugstad et al., 2016). The Earth’s rotation, which can only be witnessed from outer space, may be better conceptualized with the enactment of a corresponding gesture. Gesture is distinct from other bodily movements in its unique ability to combine both physical and abstract elements (Goldin-Meadow, 2003, 2006). Whereas some scientific processes can be physically experienced with the body, other science concepts have abstract elements that cannot be experienced this way. For example, while a child may be able to experience gravity by jumping off the top of a box, it is impossible to physically experience the Earth’s rotation. Gesture allows children to use their bodies to simulate such events (Goldin-Meadow, 2003, 2006; Novack and Goldin-Meadow, 2015) and could help them verbalize their understanding of spatial elements and relationships.

The participants also received repeated instruction about how the Earth’s rotation causes sunrise and sunset. However, the posttest knowledge results show that participants tended to have less knowledge of these topics than for the overall cause of the day/night cycle. We suspect that participants struggled to connect their everyday experiences of witnessing an apparent Sun motion (i.e., the Sun going “up” in the morning) with the space-based perspective that the Sun is actually stationary, in part because of the misleading terms sunrise and sunset.

Interestingly, there was no relationship between participants’ Sun motion gestures and their verbal-explanatory accuracy for either sunrise or sunset. Thus, whereas Earth rotation gestures signified understanding of the day/night cycle, Sun motion gestures did not clearly signify confusion about the cause of sunrise or sunset. This asymmetry may be due to the fact that the Sun motion gesture could reflect that a child is merely considering the Sun’s apparent motion from an Earth-based perspective or that they actually believe that the Sun moves up and down – an intuitive but causally incorrect idea. In either case, the expression of the Sun motion gesture suggests that the child is focused on an Earth-based perspective of the day/night cycle, perhaps at the cost of forming a robust space-based representation that relates the Earth rotation to sunrise and sunset.

The current study has some important limitations. Firstly, children were never instructed to gesture in any way during the interviews. Because there was no manipulation of children’s gestures, we cannot draw conclusions about causal links between gesture and understanding. An intriguing possibility is that encouraging Earth rotation gestures could enhance a student’s understanding and their subsequent verbal explanations of the day/night cycle (see also Plummer, 2014). Indeed, people who are instructed to gesture when solving a spatially intense science problem, such as building a geologic block diagram, performed better on a subsequent spatial reasoning task than people who were prohibited from gesturing (Atit et al., 2015). Further research is needed to test this possibility in young children’s astronomy learning.

Another limitation of the study is that there were small, but potentially important differences in the phrasing of certain interview questions. For the sunrise concept, children were asked, “Why does sunrise happen?” but for sunset, “What makes sunset happen?” The “why” phrasing for the sunrise question could have invited Earth-based and teleological responses such as “Sunrise happens so we wake up and go to school” or “Sunrise happens so a new day can start.” The question about sunset may have invited more causal-mechanistic thinking, as the Earth’s rotation is what makes sunset happen. So a small difference in wording could have affected how participants thought about the events in question. Future research should consider this issue when designing tests to explore the effect of children’s gestures on their knowledge of science concepts.

Finally, while the current results suggest gesture was a mirror, participants’ actions during other parts of the interview could have revealed a window into knowledge. For example, children’s modeling of the Earth and Sun motion using 3D balls could have served as a window into conceptual understanding. Future research could explore other components of the interview to capture a more complete picture.

Using gestures does not require expensive technology or extensive teacher training. Simply promoting the use of gesture in classrooms could be effective in improving children’s understanding of highly spatial, abstract scientific concepts. Teachers can remind children to “use their hands” or demonstrate the kinds of gestures that students should use while learning concepts in class (e.g., Stieff et al., 2016). For example, when teaching about the day/night cycle, teachers might ask children to make an Earth rotation gesture with their hands while explaining to a peer how the Earth moves. Although we cannot say whether gesture causes deeper space science knowledge, the positive association between gesture and verbal knowledge suggests that gestures could be a contributing factor.

Beyond space science, gesture can support children’s learning in other STEM domains. The geosciences (e.g., Atit et al., 2015) and organic chemistry (Stieff et al., 2016) offer a number of rich opportunities for incorporating gesture during instruction. Children also benefit from gestures during math lessons. Cook et al. (2008) found that children learned a mathematical concept better when they gestured during instruction rather than only speaking. Gesture may also be applied to other highly spatial, abstract domains, such as geometry, engineering, and architecture. Further research into direct applications of gesture for different scientific concepts will help inform recommendations for educators.

Gesture may serve an important role in the encoding of scientific information. In the current study, third graders who made Earth rotation gestures were more likely to verbally explain the day/night cycle than were those who did not produce this gesture. Gesturing to express highly spatial topics, such as the day/night cycle, may support children’s knowledge acquisition. With additional research, gesture could be harnessed as a tool for instruction – a way to help people encode and express STEM concepts at a deeper level.
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FOOTNOTES

1This sorting method does not distinguish participants who made no gesture and participants who made Sun motion gestures – both are assigned to the non-rotation-gesture group. We chose this method to preserve statistical power. Few participants made Sun motion gestures, and these few had similar verbal knowledge scores to the non-gesturers.
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Effective interaction and inquiry are an essential source for children’s learning about science in an informal context. This study investigated the effect of parental pre-knowledge on parent–child interactions (manipulations, parent talk, and child talk) during an inquiry activity in NEMO Science Museum in Amsterdam. The sample included 105 parent–child dyads (mean children’s age = 10.0 years). Half of the couples were randomly assigned to the experimental group in which, without the child’s knowledge, the parent was shown the task’s solution prior to the inquiry activity. Results show that parental pre-knowledge affected the way parents interacted and inquired with their child. Compared to parents without pre-knowledge, parents with pre-knowledge inquired longer, posed more open-ended wh-questions and closed questions, and less often interpreted results. Children of parents with pre-knowledge more often described evidence and interpreted results, more often manipulated alone, and solved the task more accurately. These results indicate that parental pre-knowledge brings about parents’ scaffolding behavior. In addition, it was studied how individual differences of parents and children relate to parent–child interaction. Results show that children’s self-reported inquiry attitude was related to their conversation during inquiry, such that they asked fewer closed questions and more open-ended questions. Children’s gender affected the cooperation between parent and child, parents more often manipulated together with boys than with girls, and girls more often manipulated alone. Fathers with pre-knowledge, but not mothers, let their child manipulate more by oneself than fathers without pre-knowledge. This study shows that more knowledge about an exhibit improves a parent’s scaffolding behavior in a science museum. Results are discussed in the context of museum practice.
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INTRODUCTION

Science museums offer families opportunities to learn from and about everyday science mostly by inquiry-provoking activities, which are an important means to learn about these phenomena (National Research Council, 2009). Typical for inquiry is the gathering of evidence by manipulating materials and observing effects, and the interpreting of evidence by discussing the observed effects, linking observations to pre-knowledge, and weighing the quality of gathered evidence (Schauble, 1990, 1996; Legare et al., 2017). Inquiry activities can provide parents and children with opportunities to gain insight into specific phenomena (Fender and Crowley, 2007), to develop and practice inquiry skills (Gutwill and Allen, 2010), and to experience interest in science (Crowley and Jacobs, 2002).

How parents and children inquire and what they can learn through inquiry in the museum context is of interest for developmental and educational researchers (Sobel and Jipson, 2015), as well as for museum practitioners (Allen, 2002, 2004). Parent–child interaction during inquiry activities in the museum has been studied by focusing at different aspects of behavior (Haden, 2010; Legare et al., 2017): verbal behavior (e.g., Callanan and Jipson, 2001; Gauvain, 2001; Callanan and Valle, 2008; Benjamin et al., 2010; Kisiel et al., 2012; Luce et al., 2013; Tenenbaum and Hohenstein, 2016) and non-verbal behavior (e.g., Crowley et al., 2001a; Van Schijndel et al., 2010; Willard et al., 2019) of parent, child, or parent–child dyads. Parent–child interaction during inquiry activities has been studied in different content areas, including physics (e.g., Crowley et al., 2001a), engineering (e.g., Benjamin et al., 2010), and biology (e.g., Eberbach and Crowley, 2017).

Inquiry activities offer many opportunities for learning, but does not automatically result in new knowledge or skills. Research into open-ended inquiry in the school context has demonstrated that inquiry is not always effective for concept learning and that teacher guidance (e.g., scaffolding) substantially contributes to the learning outcomes (Alfieri et al., 2011). By scaffolding, teachers temporarily bridge the gap between a learning task and children’s current abilities (Wood et al., 1976). Types of scaffolding that are used in inquiry learning are modeling, questioning, giving hints, instructing, or explaining (Van de Pol et al., 2010). Teachers can, for example, think out loud, or model how to ask questions (Rosenshine, 2009) and, by doing so, reduce the difficulty of an ill-structured task. This type of teacher support has a positive effect on children’s knowledge and skill acquisition if it is in line with the child’s pre-knowledge (Van de Pol et al., 2010; Alfieri et al., 2011). In the museum context, parents could guide their children during inquiry activities by giving individual attention and support (Crowley and Callanan, 1998; Ash, 2004; Pattison and Dierking, 2013). Research has shown that children inquire longer and on a deeper level (e.g., hypothesis-driven) if accompanied by their parents compared to inquiring alone or with peers (Gleason and Schauble, 1999; Crowley et al., 2001a). However, in general, parents are not professional teachers (Schauble et al., 2002), and it has also been demonstrated that parents can miss out on opportunities to support their children’s learning potential (Gleason and Schauble, 1999; Palmquist and Crowley, 2007; Eberbach and Crowley, 2017). For example, parents sometimes lack specific content knowledge that could enrich the verbal interaction between parent and child (Knutson and Crowley, 2010), or assume that the child’s understanding is similar to their own when interpreting evidence (Gleason and Schauble, 1999).

Parent–child interaction during inquiry activities is considered to be a collaborative and dynamic process of exploring and explaining (Legare et al., 2017). The process is described as collaborative, because both parent and child add to the learning situation by their behavior and talk, while interacting with each other (Callanan and Oakes, 1992; Gleason and Schauble, 1999). The process of parent–child interaction is described as dynamic, because the processes of gathering evidence through inquiry and interpreting evidence by drawing on prior experiences and knowledge (Siegel et al., 2007) mutually influence each other.

Within this collaborative and dynamic learning process, parent and child differences in knowledge, reasoning skills, and interest will result in opportunities for parents to scaffold their children’s learning (Wood et al., 1976; Alfieri et al., 2011). However, also for parents, content presented in the museum is sometimes new or complex. Science museums often present exhibits covering a multitude of phenomena from different content areas. Hence, it is not possible for parents to have a good understanding of all of these. This means that parents during joint inquiry often take on not only the role of facilitator of the child’s learning process but also the role of learner (Siegel et al., 2007; Falk, 2009). The present study is aimed at improving our understanding of how parents’ conceptual pre-knowledge affects parent–child interaction during inquiry activities in the museum.


Pre-knowledge and Parent–Child Interaction During Inquiry Activities

Previous research in both formal and informal learning contexts has shown that pre-knowledge affects the way people inquire (Klahr and Dunbar, 1988; Trumbull et al., 2005) and interact (Palmquist and Crowley, 2007; Eberbach and Crowley, 2017). In a formal learning context, a lack of pre-knowledge has been shown to impede the way people experiment and make observations (Klahr and Dunbar, 1988; Trumbull et al., 2005).

In an informal learning context, two correlational studies (Palmquist and Crowley, 2007; Eberbach and Crowley, 2017), and only one experimental study (Benjamin et al., 2010) investigated the relation of parents’, children’s, and dyads’ pre-knowledge with parent–child interaction. Eberbach and Crowley (2017) demonstrated in the context of a botanical garden, with 6- to 10-year-old children, that parental pre-knowledge is related to parent–child verbal interaction and parental guidance style. Compared to parents who knew less, parents who knew more about pollination more often talked about pollination, and more often asked their children content-related open-ended wh-questions during the garden visit. Open-ended wh-questions start with, for example, What, Why, or How, and aim at stimulating dialogue (Haden, 2010) and focusing the attention on relevant aspects for remembering and learning (Falk and Dierking, 2000; Leinhardt and Knutson, 2004; Benjamin et al., 2010). Palmquist and Crowley (2007) studied the relation of children’s pre-knowledge and parent–child interaction in the context of a Dinosaur exhibition, with 5- and 7-year-old children. It was demonstrated that children’s pre-knowledge about dinosaurs and paleontology was related to parent talk: higher amounts of talk was observed with parents of novice children compared to parents of expert children. Moreover, based on exploratory observations, children’s pre-knowledge appeared to be associated with parents’ guidance. Parents of expert children seemed “testers” of the child’s knowledge; they, for example, asked questions that encouraged children to present their knowledge about dinosaurs. Parents of novice children, on the other hand, seemed “teachers,” who supported the child’s learning process and inquired along with their child, by, for example, interpreting the information that was presented in the exhibition. These two studies showed positive relations between parents’ or children’s domain-specific pre-knowledge and parents’ domain-general guidance. However, as the studies were correlational in nature, observed differences in parental scaffolding behaviors could possibly be explained by other person characteristics than pre-knowledge. For example, parents’ attitude toward learning has shown to be related to both parental knowledge acquisition and parental guidance (Sigel, 1998; Sigel and McGillicuddy-De Lisi, 2002; Ricco and Rodriguez, 2006). Benjamin et al. (2010) investigated, in a study with an experimental design, the effect of parents’ and children’s knowledge on parent–child interaction in the context of a Building exhibition, with 4- to 8-year-old children. It was found that by receiving domain-specific knowledge prior to visiting the exhibition, parents’ and children’s content-related talk and building behavior improved: dyads’ conversations (wh-questions and associations) were more often domain-specific and their buildings were sturdier. Pre-knowledge, however, did not affect parental scaffolding: the total amount of wh-questions and associations did not increase. Possibly, the lack of effect on parental scaffolding is explained by the fact that, in this study, parent and child received the same content-related information. In the current study, we will therefore investigate the effect of parental pre-knowledge on parental scaffolding during inquiry activities in an experimental design in a museum context. We focus on 8- to 12-year-old children. Evidently, apart from parental pre-knowledge, more person characteristics of both the parent and the child are possibly relevant for parent–child interaction during inquiry, such as age (e.g., Kuhn et al., 1988; Klahr et al., 1993; Schauble, 1996), educational level (Callanan and Jipson, 2001), epistemic beliefs about learning (Ricco and Rodriguez, 2006), executive and cognitive functioning (Kirschner et al., 2006; Brigham et al., 2011; Watt et al., 2014; Zweers et al., 2019), and motivation and interest (Tomlinson et al., 2003; Vansteenkiste et al., 2004). Therefore, we will include person characteristics of parent and child in the current study. Below, we will briefly introduce research related to the impact of person characteristics on parent–child interaction in the museum context.



Person Characteristics and Parent–Child Interaction During Inquiry Activities

Person characteristics, such as children’s and parents’ age, gender, and educational level, are reported in most museum research to give insight into the population that is studied. Some research, however, also studied how parent (e.g., Siegel et al., 2007; Tare et al., 2011; Nadelson, 2013) or child characteristics (e.g., Geerdts et al., 2015) are related to parent–child interaction. This research shows that individual differences are large, and their impact on learning and behavior in the museum might be substantial.


Gender

With regard to gender, it has been found that parents interact differently with boys and girls in the museum context (Crowley et al., 2001b; Siegel et al., 2007; Luce et al., 2013). Parents gave more causal explanations of science content to boys (Crowley et al., 2001b), made more absolutist statements such as claims and facts to boys (Luce et al., 2013), and behaved more collaboratively with boys (Siegel et al., 2007). Additionally, fathers and mothers have been shown to interact differently with their children in museums (Benjamin et al., 2010; Nadelson, 2013; Van Schijndel and Raijmakers, 2016). For example, father–child dyads played longer in a construction exhibition (Benjamin et al., 2010), and mothers gave more causal explanations (Van Schijndel and Raijmakers, 2016).



Interest, Motivation, and Attitude

Science interest is seen as a multi-component construct, where behavior, enjoyment, knowledge components, values, and motivational aspects mutually influence each other (Ainley, 2017; Sachisthal et al., 2018). Parents’ interest in science has been shown to be related to parent–child interaction at exhibits: parent and child engaged with more exhibits if parents had a positive science attitude (Szechter and Carey, 2009), and parent and child spent more time at exhibits if the science topic of an exhibit was of interest to parents (Tare et al., 2011). Besides science interest, other motivational aspects such as parents’ agenda to visit a museum have also been shown to be related to parent–child interaction. For example, if parents’ motivation to visit the museum was educational, parents were more involved in the child’s learning at an exhibit (Tare et al., 2011).



Age

One would expect children’s inquiry behaviors to be age-related (Kuhn et al., 1988; Klahr et al., 1993; Schauble, 1996). However, museum research did not show age-related differences in children’s content-related talk (Geerdts et al., 2015, 3- to 8-year-olds; Marcus et al., 2018, 4- to 8-year-olds) or manipulations (Fender and Crowley, 2007, 5- to 7-year-olds) during inquiry. In comparable age ranges, age-related differences were found in children’s conceptual understanding of the exhibit (Fender and Crowley, 2007). In addition, parents’ behavior was found to be related to children’s age (Geerdts et al., 2015; Marcus et al., 2018): compared to school-aged children, parents more often talked with preschoolers about non-observable characteristics (Geerdts et al., 2015), and science processes, technology, and engineering (Marcus et al., 2018). Other studies on parent–child conversations (Jipson and Callanan, 2003, 3- to 5-year-olds; Tenenbaum and Leaper, 2003, 11- to 13-year-olds) or manipulations (Fender and Crowley, 2007, 5- to 7-year-olds) did not find differences in parents’ behavior in relation to children’s age.



Educational Level

Parents’ schooling has shown to be related to how parents interact with their children in the museum context (Siegel et al., 2007; Szechter and Carey, 2009). Parents’ educational level and science museum experience was positively associated with time spent inquiring at an exhibit, and with the frequency that dyads linked the inquiry to prior experiences (Szechter and Carey, 2009). In addition, it was found that in a science museum context, higher educated parents were more directive than lower educated parents (Siegel et al., 2007).



Working Memory

Cognitive and executive functioning is important for learning (Kirschner et al., 2006), especially in a museum environment with a lot of distraction and open discovery tasks (Allen, 2004). An overloaded working memory can affect children’s learning experiences (Rosenshine, 2009).



Beliefs About Learning

Additionally, parents’ epistemological beliefs about learning might be relevant for parent–child interaction in the museum. Parents’ beliefs about learning have shown to be related to parental guidance (Sigel, 1998; Sigel and McGillicuddy-De Lisi, 2002; Ricco and Rodriguez, 2006).



Current Study

The current study aims at a better understanding of parent–child interaction during inquiry activities, a type of activity that is at the core of the science museum experience. Parental pre-knowledge appears to play a role in parent–child interaction during inquiry, but most previous insights have stemmed from correlational research. We present a study with an experimental design, in which we manipulated parental pre-knowledge, addressing two research questions:


•How does parental pre-knowledge affect parent–child interaction during an inquiry activity in the museum? (RQ-1).

•How do person characteristics (i.e., parents’ gender, educational level, science interest and beliefs about learning, and children’s age, gender, working memory, enjoyment in science lessons, and inquiry attitude) affect parent–child interaction during an inquiry activity, and the possible relation of parental pre-knowledge and parent–child interaction? (RQ-2).



Our hypotheses are based on the idea that parents with domain-specific pre-knowledge about the phenomenon of inquiry do not have an urge for information, and therefore have the opportunity to scaffold their child’s learning process.


Operationalization and Hypotheses

To study the possible causal effect of parental pre-knowledge on parent–child interaction (RQ-1), a randomized controlled trial was designed, with two conditions: A control condition without pre-knowledge and an experimental condition, in which parents received conceptual knowledge about the phenomenon to inquire in the inquiry activity.

To be able to control parental pre-knowledge, a so-called black-box was used as the object of inquiry, an object that does not allow one to see from the outside what is going on inside (Miller, 2014). An important characteristic of a black-box is that no physical laws are applicable (e.g., shadow size, buoyancy, magnetism), and therefore participants cannot have pre-knowledge about the problem to be solved. This way, one can experimentally control parental pre-knowledge. The black-box used in the current study consisted of a wooden box with four holes from which four rope ends protruded. How the ropes were entangled inside the box could not be observed from the outside; however, it could be discovered by manipulating the ropes. Parents in the pre-knowledge condition were shown the entangled ropes in the inside of the box prior to the inquiry activity, without their child being aware of this disclosure. The black-box was offered in a separate room, the Research and Development lab, at the museum floor of NEMO Science Museum.

To study how person characteristics affect parent–child interaction (RQ-2), children performed a task (cognitive abilities) prior to the black-box inquiry, and parents and children filled out questionnaires afterward. Children aged between 8 and 12 participated in the study. In this age range, children can already contribute to conversations about inquiry-related topics (Chinn and Malhotra, 2002).

Parent–child interaction was measured by observing behavior and talk during inquiring at the black-box. Behavior during inquiry consisted of pulling one or more ropes, and observing what the causal effect of this manipulation was. This could be the parent’s, the child’s (solitary), or cooperative behavior. We expect that parents without pre-knowledge have an urge for information and are primarily focused on finding out for themselves how the problem can be solved. We therefore expect them to perform more manipulations of the ropes by themselves, compared to parents with pre-knowledge. We expect that parents with pre-knowledge shift from a role of learning along with their child toward taking the role of facilitating the child’s learning (Siegel et al., 2007; Falk, 2009). We therefore expect that they less often manipulate the ropes by themselves.

We quantified parents’ and children’s talk in terms of elements of scientific reasoning, such as formulating hypotheses and interpreting results, and type of explanatory talk, such as asking open-ended wh-questions, asking closed questions, describing evidence, and giving directions (Crowley et al., 2001a; Fender and Crowley, 2007; Gutwill and Allen, 2010; Van Schijndel and Raijmakers, 2016). We expect that pre-knowledge will affect the parental talk, such that parents with pre-knowledge will better facilitate children’s learning process. That is, we expect that parents with pre-knowledge talk more and ask more open-ended wh-questions to encourage children to formulate hypotheses and interpret results (Crowley and Jacobs, 2002).



MATERIALS AND METHODS


Participants

One hundred sixteen parent–child dyads visiting NEMO Science Museum in Amsterdam participated in the study. Eleven dyads were excluded from analyses, 1 for retracting permission and 10 for technical problems. The final sample included 105 dyads consisting of an adult (P; Mage = 43.18, SD = 4.92; 50 male, 55 female), and a child (C; Mage = 9.96, SD = 1.38; 51 boys, 54 girls). To sketch a profile of the participating dyads: in all cases, the adult was the caretaker of the child. Parents were relatively highly educated (19% Graduate, 45% Bachelor, and 36% Up to Bachelor’s), and moderately interested in science. For example, half of the parents reported reading the science supplement of an (internet) newspaper weekly to monthly. Almost all parents had visited half-yearly to annual a science or natural history museum, and over half of the parents had watched or listened weekly to monthly to a science program on the radio or television. Mostly, parents believed that children learn by experimenting, reasoning, and drawing conclusions, trial and error, gaining success experiences, and receiving positive feedback from their parents (see Section “Measures for Person Characteristics”). Children were highly engaged in science, which is to be expected in a science museum.



Procedure and Study Design

The study was conducted in the museum during spring break 2016. Families with children (8- to 12-year-olds) were approached and asked if they wanted to participate in a scientific study. If families agreed, they were welcomed in a research room where research assistants explained the procedure. The parent completed written consent forms for him- or herself and the child. Parent–child dyads were randomly assigned to a with pre-knowledge experimental condition (E, N = 54) or a without pre-knowledge control condition (C, N = 51). For both conditions, the experimental session took about 20 min and included an inquiry task that dyads could play with as long as they wanted, with a maximum of 5 min. Prior to the inquiry task and without the child being aware of it, parents in the with pre-knowledge experimental condition were shown the inside of the box. While inquiring, parent–child interaction was video recorded. When finished, parent and child were asked to make a drawing, each separately, as a measure for learning through inquiry. Furthermore, the experimental session consisted of measures to characterize the population. After the inquiry activity, parents filled out a questionnaire consisting of Background questions (age, gender, and educational level), Science interest statements, and Beliefs about learning processes statements. Children, prior to the inquiry task, performed a visual spatial Working memory task and, after inquiring, filled out a questionnaire consisting of questions about Enjoyment in science lessons, Attitude to inquiry, and Enjoyment in science.



Materials


Inquiry Task

To study the effect of parental pre-knowledge on parent–child interaction, an inquiry task was selected that, on the one hand, encouraged hypothesis-driven inquiry and, on the other hand, provided a challenge for which participants have no specific pre-knowledge, but for which pre-knowledge could be given in a quick and unambiguous way. Black-box tasks met those criteria (Lederman and Abd-El-Khalick, 1998). The black-box used in the study consisted of a wooden box (25 × 15 × 10 cm) with four holes, two ropes, one fabric ring, and a padlock (see also Figure 1). Inside the box, both ropes run through the fabric ring. Each rope end had a unique color (blue and red for rope 1, green and yellow for rope 2), and protruded through one of four box holes. When the box was closed, only the rope ends were visible, and how the ropes were entangled inside could not be observed. The way the ropes were entangled caused a complex movement pattern. This movement pattern was partly caused by the fabric ring that is not at a fixed position in the box but can also move. When someone pulled a rope, another rope end was pulled in (or multiple rope ends were pulled in). For example:


•If a participant pulls one rope (e.g., red), then the other three ropes (yellow, green, and blue) will be pulled in. How much these three ropes are pulled in depends on how tightly the participant pulls and the current position of the fabric ring in the black-box.

•If a participant pulls two ropes on the short side of the box (e.g., blue and red), then the other two ropes (green and yellow) are pulled in until the participant can’t pull the rope ends any further.

•If a participant pulls two ropes on the long side of the box (e.g., blue and green), then the other two ropes (red and yellow) are pulled in without restriction, which is that the red and yellow rope ends could disappear into the box (this, however, never happened).
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FIGURE 1. Black-box inquiry task. (A) Closed black-box, as presented to parent–child dyads during inquiry. Four rope ends, with unique colors (red, blue, green, and yellow) stick out. The box is sealed by a padlock. (B) Opened black-box, as presented to parents in the pre-knowledge experimental condition, prior to the inquiry task. Parents could observe two ropes, one with a red and blue rope end and another with a green and yellow rope end interconnected through a fabric ring.


Parent–child dyads were presented with the closed box and were asked to “inquire how the ropes are running on the inside.” Families were free to follow their own approach (e.g., pulling one rope at a time, or pulling two ropes simultaneously) and to inquire as long as they wanted, with a maximum of 5 min.



Task-Related Information (Pre-knowledge)

Parents in the experimental condition, but not in the control condition, were invited to peek into the black-box to observe how the ropes were entangled, just before the inquiry task started and without the child being aware of it.



Coding Approach

Parent and child’s inquiry process was recorded on video. The final scoring was based on transcripts of these recordings (in CLAN: MacWhinney and Snow, 1990). A transcript was first broken down into speech segments. A segment ended if the parent or child were taking turns or ended after a natural silence. That is, silences were included in the preceding speech segment. Parents’ and children’s manipulations during inquiry were scored by classifying each speech segment using a five-subscale coding instrument. The highest score was used for manipulations during a speech segment. In case a manipulation was continuing over multiple speech segments, it was only scored once. These subscales were: No manipulation (M0), Child manipulates alone (MC), Parent manipulates alone (MP), Parent and Child manipulate in parallel (MC/P), and Parent and Child manipulate together (MC&P). The inter-observer reliability for manipulations (two observers, 20% of the data) was found to be “substantial” (Landis and Koch, 1977): the percentage agreement was 85% and kappa was 0.77 (p < 0.001), 95% CI (0.73, 0.80). Frequencies of the five manipulation types were used as outcome variables in further analyses. Parents’ (P) and children’s (C) individual contribution to the conversations was scored by classifying each speech segment using a seven-subscale coding instrument distinguishing six different types of inquiry and guidance (Crowley et al., 2001a; Zimmerman, 2005; Fender and Crowley, 2007; Gutwill and Allen, 2010; Van Schijndel and Raijmakers, 2016). These types were as follows: Asking open-ended wh-questions (C1-C and C1-P for children and parents respectively; example: “Why does that rope move?”), Asking closed questions (C2-C and C2-P; example: “Is this rope attached to that rope?”), Describing evidence (C3-C and C3-P; example: “If I pull the red one then the blue one moves, but not the green one.”), Interpreting results (C4-C and C4-P; example: “The blue rope only pulls the red rope, therefore, they belong together.”), Giving direction (C5-C and C5-P; example: “Go ahead, just pull a rope.”), and Formulating hypotheses (C6-C and C6-P; example: “I expect that these four ends are actually two separate ropes.”). The seventh subscale (C7-C and C7-P) contained all unclassifiable comments such as expressing emotions (e.g., “This is really fun to do”). The inter-observer reliability for conversations (two observers, 20% of the data) was found to be “almost perfect” (Landis and Koch, 1977): the percentage agreement was 94% and kappa was 0.93 (p < 0.001), 95% CI (0.91, 0.95). The remaining comments category (C7-C and C7-P) was not included in the analyses. As a learning outcome variable, parents’ and children’s drawings were classified in four categories: Incorrect ropes and incorrect connection (K1), Correct ropes but incorrect fixed connection (K2), Correct ropes but incorrect loose connection (K3), and Correct ropes and correct loose connection (K4). Holding time, the number of minutes played, was used as a first explorative outcome variable to describe parent–child interaction.

To sum up, parent–child interaction is in the current study described by 17 dependent variables. That is, five manipulations variables, six parent talk variables and six child talk variables. Learning (knowledge gain) is described by four dependent variables.



Measures for Person Characteristics


Working memory (child)

Children’s visual spatial working memory was tested using the Chessboard Task (Dovis et al., 2012). This task assesses children’s ability to both maintain and manipulate visual–spatial information, and is based on the Corsi Block Tapping Task (Corsi, 1972), and the subtest Letter–Number Sequencing from the Wechsler Adult Intelligence Scale (WAIS, Wechsler, 1958). Children played for a maximum of 7 min, and on average performed 20 trials. As a measure of the child’s working memory, the longest sequence achieved during 7 min of play was reported and used in further analyses. The working memory scores are relative scores and are solely used to compare differences between parent–child dyads within the current study.



Enjoyment in science lessons (child) and Attitude to inquiry (child)

Subscales Enjoyment in science lessons (α = 0.91, 10 items) and Attitude to inquiry (α = 0.81, 10 items) of the Test of Science-related attitudes (TOSRA), a measure to distinguish science-related attitudes among secondary school students (Fraser, 1981), were translated to Dutch and adjusted to primary school wording. Children rated their agreement with statements on a 5-point-Likert scale (1 = strongly disagree to 5 = strongly agree). Example questions are as follows: “Science is one of the most interesting school subjects” (Enjoyment in science lessons sub-scale), and “I would rather solve a problem by doing an experiment than be told the answer” (Attitude to inquiry sub-scale). A forced two-factor analysis under Varimax rotation of the Dutch questionnaire (i.e., the translated and adjusted subscales), resulted in two process factors that contained the same items and comparable reliabilities as reported by Fraser (1981): Enjoyment in science lessons with α = 0.91 (cf. Fraser, α = 0.91) and Attitude to inquiry with α = 0.74 (cf. Fraser, α = 0.81), explaining 30 and 15% of variance, respectively. Sum scores of Enjoyment in science lessons and sum scores of Attitude to inquiry are reported and used in further analyses.



Additional measures for person characteristics, not used in analyses

Parents’ Beliefs about learning processes (i.e., learning as active or passive process) were evaluated using a 16-statement survey (How Children Learn Inventory; Ricco and Rodriguez, 2006). However, the reliabilities of the two sets of statements, α = 0.38 for learning as an active process and α = 0.45 for learning as a passive process, were insufficient to use variables based on these sets in further analyses. Explorative factor analysis resulted in one scale with 10 statements and α = 0.62, explaining 16% of the variance. In addition to children’s Enjoyment in science lessons, also children’s not school-related Science enjoyment was evaluated using a subscale of the Dutch science and technology attitude instrument for primary school pupils (Walma van der Molen et al., 2007). Children’s responses on the VTB and TOSRA subscales were found to be significantly related, r = 0.51, p < 0.001; therefore, only the results of the subscale with the highest reliability were included in the analyses (i.e., TOSRA Enjoyment in science lessons).

To sum up, in the analyses, seven independent variables will be used to describe parents’ and children’s person characteristics, that is, five child characteristics—age, gender, working memory, enjoyment in science lessons, and inquiry attitude—and two parent characteristics—gender and educational level.



Analysis Approach

To study the effect of parental pre-knowledge, person characteristics, and possible interactions between parental pre-knowledge and person characteristics on parent–child interaction, three MANCOVAs were performed, one for each aspect of parent–child interaction: manipulations, parent talk, and child talk. To further study the relationship between the dependent variables of each parent–child interaction aspect, follow-up analyses were performed using univariate ANOVAs (Field, 2009). From these analyses, we learned how the behavioral measures (e.g., the six parent talk categories) play together in different conditions (RQ-1; with and without parental pre-knowledge), or with different person characteristics (RQ-2; e.g., gender child). Levene’s Test of Equality of Error Variances was violated for six outcome variables (M0, MP&C, C1-P, C6-P, C1-C, and C2-C); therefore, we choose Hotelling’s T as test statistics (Field, 2009); nevertheless, robustness of the F statistic seems to be warranted because of equal group sizes of pre-knowledge (without = 51, with = 54), inquiry attitude (low = 55, high = 50), and gender child (boys = 51, girls = 54) groups, also see Table 2 (Blanca et al., 2018). To test the robustness of results, we performed non-parametric tests (Mann–Whitney U for two groups and Kruskal–Wallis for four groups) in addition to the follow-up ANOVAs, which confirmed significance of all significant ANOVA results. For the sake of brevity, these results are not reported here. With these follow-up analyses, we could describe, for example, that parental pre-knowledge led to parents asking more open-ended wh-questions, or that children with a higher inquiry attitude asked less closed questions.



RESULTS


Descriptions of Person Characteristics and Parent–Child Interaction


Person Characteristics

Mean values of person characteristics used in analyses are reported in Table 1, for all participants and for participants per pre-knowledge condition. A profile description of participating dyads can be found in Participants (see “Materials and Methods” section). On average, children agreed with enjoying science lessons (M = 41.39, SD = 7.94); they scored significantly higher than the international standard (M = 32.8, SD = 9.5; Fraser, 1981), t(104) = 11.08, p < 0.001. Note that in the international standard, children were older (12- and 13-year-olds) than in the current study. Interesting is that, although they enjoyed science lessons, on average (M = 37.21, SD = 5.90) children rated themselves as having a moderate inquiry attitude (30 = not being sure of having, 40 = agreeing with having an inquiry attitude).


TABLE 1. Factors and covariates, describing person characteristics of parent and child.
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TABLE 2. Outcome variables, describing parent–child interaction during an inquiry activity in the museum.

[image: Table 2]ANOVA’s (ratio variables) and chi-square analyses (nominal variables) were performed to investigate equal distribution of the person characteristics (the parents’ gender and educational level, and the children’s gender, age, working memory, enjoyment in science lessons, and inquiry attitude) across pre-knowledge conditions. No differences between pre-knowledge conditions were found.



Parent–Child Interaction

Summary values, and values per pre-knowledge condition, are reported in Table 2. On average, dyads inquired the inquiry task for 3.14 min. Dyads in the with pre-knowledge experimental condition (M = 3.62, SD = 1.38), played for 1 min longer than dyads in the without pre-knowledge control condition (M = 2.63, SD = 1.52), t(103) = -3.483; p < 0.001.

When manipulating, in most cases (73%), the child (MC) or the parent (MP) manipulated alone. There was a high correlation between not manipulating the black-box and content-related talk (sum of C1–C6) of parents, r = 0.88, p < 0.001, and children, r = 0.67, p < 0.001.

Parents, M = 22.89, SD = 11.52, contributed more than children (M = 14.39, SD = 8.20), to content-related talk during inquiry, t(104) = 8.967, p < 0.001. Parents made all kinds of content-related comments, but most often gave directions to the child (C5-P), “okay, so we have to find out how the ropes are running.” Notably, they formulated almost no hypotheses (C6-P). Parents with pre-knowledge significantly contributed more to content-related talk (M = 26.41, SD = 12.06), than parents without pre-knowledge (M = 19.16, SD = 9.71), t(103) = 3.38, p < 0.001.

Children most often interpreted results (C4-C), “I think these are two different ropes,” described observations (C3-C), “all ropes have different colors,” and made non-content-related comments (C7-C), such as expressing emotions “this is really difficult!”. Children asked relatively few questions (C1-C, C2-C) and, similar to the parents, formulated almost no hypotheses (C6-C). Children of parents with pre-knowledge significantly contributed more to content-related talk (M = 16.33, SD = 7.83) than children of parents without pre-knowledge (M = 12.33, SD = 8.16), t(103) = 2.56, p < 0.05.

To give an impression of the conversations, two examples are displayed in Table 3. Hypotheses do occur (see example 1; “Yes, let’s try that. So if I pull these two, then those two go over there.”). However, sometimes participants observe the effect of a manipulation just before they fully express the hypothesis, and therefore the expression does not count as hypotheses (see in example 2; “And if we pull this, yes the yellow one goes more smoothly”).


TABLE 3. Two examples of parent–child conversations during inquiry at a black-box.
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The Impact of Parental Pre-knowledge and Person Characteristics on Parent–Child Interaction


Overall Results


Manipulations

To find out if pre-knowledge and person characteristics affected parent and child’s manipulations during inquiry, a MANCOVA was performed with the five manipulation categories (M0, MC, MP, MP/C, and MP&C) as outcome variables, with parental pre-knowledge, gender, and educational level, and children’s gender as factors, and with children’s age, working memory, enjoyment in science lessons and inquiry attitude as co-variates. Also, three two-way factor interactions were included (condition with respectively gender parent, educational level parent and gender child). Results showed significant main effects of parental pre-knowledge, T = 0.35, F(5,87) = 6.11, p < 0.001, n2 = 0.26, and children’s gender, T = 0.14, F(5,87) = 2.36, p = 0.05, n2 = 0.12, on manipulations. In addition, there was an interaction effect of parental pre-knowledge and parent’s gender on manipulations, T = 0.14, F(5,87) = 2.38, p = 0.05, n2 = 0.12.



Parent talk

To find out if parental pre-knowledge and parent characteristics affected parent talk, a MANOVA was performed with six conversation categories (C1-P to C6-P) as outcome variables and with parental pre-knowledge, gender and educational level as factors. Also, the two two-way factor interactions were considered (condition with respectively parent’s gender and educational level). Results showed a significant main effect of parental pre-knowledge [T = 0.61, F(6,92) = 9.36, p < 0.001, n2 = 0.38] on parent talk. No other significant effects were observed.



Child talk

To find out if parental pre-knowledge and child characteristics affected child talk, a MANCOVA was performed with six conversation categories (C1-C to C6-C) as outcome variables, with parental pre-knowledge and children’s gender as factors, and with children’s age, working memory, enjoyment in science lessons and inquiry attitude as co-variates. Also, the two-way factor interaction was taken into account (condition with gender child). Results showed significant main effects of parental pre-knowledge [T = 0.18, F(6,92) = 2.76, p = 0.02, n2 = 0.15], and children’s inquiry attitude [T = 0.19, F(6,92) = 2.89, p = 0.01, n2 = 0.16] on child talk. No significant interaction effects on child talk were observed.



RQ-1

RQ-1: How does parental pre-knowledge affect parent–child interaction during an inquiry activity in the museum?


Manipulations

To find out how pre-knowledge affected parents’ and children’s manipulations during inquiry, the five separate univariate ANOVA’s on the outcome variables are reported. Higher amounts of no manipulations (M0), F(1,91) = 15.63, p < 0.001, n2 = 0.15, and child manipulates alone (MC), F(1,91) = 9.00, p = 0.003, n2 = 0.09, were observed for parent–child dyads with parental pre-knowledge (see Table 2).



Parent talk

To find out how pre-knowledge affected parent talk, the six separate univariate ANOVAs on the outcome variables are reported. Higher amounts of asking open-ended wh-questions (C1-P), F(1,97) = 32.38, p < 0.001, n2 = 0.25, asking closed questions (C2-P), F(1,97) = 14.98, p < 0.001, n2 = 0.13, and lower amount of interpreting results (C4-P), F(1,97) = 5.09, p = 0.03, n2 = 0.05, were observed for parents with parental pre-knowledge (see Table 2).



Child talk

To find out how pre-knowledge affected child talk, the six separate univariate ANOVAs on the outcome variables are reported. Higher amounts of describing evidence (C3-C), F(1,97) = 4.43, p = 0.04, n2 = 0.04, and interpreting results (C4-C), F(1,97) = 10.90, p = 0.001, n2 = 0.10, were observed for children of dyads with parental pre-knowledge, compared to children of dyads without parental pre-knowledge.



RQ-2

RQ-2: How do person characteristics affect parent–child interaction during an inquiry activity and the possible relation of parental pre-knowledge and parent–child interaction?


Manipulations

The follow-up univariate ANOVA’s revealed that, compared to parent–son dyads, in parent–daughter dyads, parents more often manipulated alone (MP), F(1,91) = 4.20, p = 0.04, n2 = 0.04, and parent–daughter dyads less often manipulated together (MP&C), F(1,91) = 3.96, p = 0.05, n2 = 0.04. The follow-up univariate ANOVAs also revealed that only for father–child dyads, compared to dyads without parental pre-knowledge, children of dyads with parental pre-knowledge more often manipulated alone (MC), F(1,91) = 8.30, p = 0.005, n2 = 0.08 (see also Figure 2).


[image: image]

FIGURE 2. Parental pre-knowledge and parental gender interaction on manipulations. (A) Father–child dyads (N = 50). (B) Mother–child dyads (N = 55). Mean values of the five manipulation categories (M0, MC, MP, MP/C, and MP&C) for the two pre-knowledge conditions (blue = Control condition without parental pre-knowledge, red = Experimental condition with parental pre-knowledge). Error bars = 95% CI. Significances for differences between pre-knowledge conditions are depicted: nsp > 0.05; **p ≤ 0.01.




Child talk

To investigate how children’s inquiry attitude affects child talk, the six separate univariate ANOVAs on the outcome variables are reported. Children with higher self-reported inquiry attitude more often asked open-ended wh-questions (C1-C), F(1,97) = 6.10, p = 0.02, n2 = 0.06, and less often asked closed questions (C2-C), F(1,97) = 3.96, p = 0.05, n2 = 0.04, compared to children with lower self-reported inquiry attitude (see Table 2).



Impact of Parental Pre-knowledge on Solution Accuracy

Parents’ and children’s solution accuracy, measured by classifying their drawings in one of four drawing categories, is presented in Table 4. Parental pre-knowledge resulted in higher accuracy for children (χ2 = 12.88, pbootstrap = 0.003) and parents (χ2 = 53.43, pbootstrap < 0.001). The most striking difference is that none of the children (0%) in the control condition were able to solve the black-box problem correctly, compared to 15% in the with parental pre-knowledge condition. Looking at fathers and mothers separately, it appears that in the pre-knowledge condition, fathers’ solutions were as good as mothers’ solutions (χ2 = 1.443, pbootstrap = 0.70). However, in the control condition, fathers gave better solutions than mothers (χ2 = 1.443, pbootstrap = 0.04).


TABLE 4. Parents’ and children’s solution accuracy of the inquiry activity.
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DISCUSSION

The current study’s main research question concerned the effect of parental pre-knowledge on parent–child interaction during inquiry. We used an experimental design to study this question, and additionally focused on the effects of parents’ and children’s person characteristics on parent–child interactions. Parent–child interactions were assessed by coding non-verbal (manipulations) and verbal behaviors (conversations), and learning was measured as solution accuracy after the parent and child’s inquiry activity. To allow for manipulation of parental pre-knowledge, a black-box was used as the object of inquiry: a closed box where four rope ends stuck out. By inquiring, that is, pulling the ropes, dyads could largely figure out how the ropes were entangled inside the box. Parents in the pre-knowledge condition were shown the entangled ropes in the inside of the box prior to the inquiry activity, without children knowing.


The Effect of Parental Pre-knowledge on Parent–Child Interaction

Parental pre-knowledge led to differences in parent–child interaction with regard to inquiry time, manipulations, conversations, and learning. Parent and child in the parental pre-knowledge condition, inquired the box for a substantially longer period of time. Below, differences in manipulations, conversations, and learning will be discussed.


Manipulations

Children of parents with parental pre-knowledge more often manipulated the ropes on their own than children of parents without pre-knowledge. To the best of our knowledge, research that investigated the relation between parental knowledge and parent–child interaction during inquiry in the museum did not report on children’s individual contribution to manipulations (Palmquist and Crowley, 2007; Benjamin et al., 2010; Eberbach and Crowley, 2017).

A second finding was that parents and children in the parental pre-knowledge condition more often did not manipulate the ropes. It seems that these dyads focused more on verbal exchange than dyads in the condition without parental pre-knowledge. On average, these dyads indeed talked more, during which they did not manipulate. These dyads also inquired for a substantially longer period of time longer (i.e., on average 1 min more) compared to dyads in the without pre-knowledge condition. In line with these findings, Benjamin et al. (2010) report a positive causal effect of parents’ elaborative talk (open-ended wh-questions and associations) on dyads’ time spent in the exhibition.



Conversations

During the conversations, parents with pre-knowledge less often interpreted results themselves compared to parents without pre-knowledge. Instead, parents with pre-knowledge more often asked questions, both open-ended wh-questions and closed questions. That is, results indicate that parents with pre-knowledge behaved more as if they were in the role of being a supporter of the child’s learning process by asking questions, instead of being a learner alongside the child. Especially asking open-ended wh-questions is considered to be an important strategy for supporting children’s problem-solving and knowledge seeking behavior in informal (Boland et al., 2003; Eberbach and Crowley, 2017) and formal (Smith and Reiser, 2005) learning context. Children with parents who did have pre-knowledge more often described evidence and interpreted results. Several museum studies demonstrate positive effects of parents’ wh-questions on children inquiry and learning (Crowley et al., 2001a; Benjamin et al., 2010; Willard et al., 2019).

Our finding that parental pre-knowledge enhanced asking open-ended wh-questions was not evidenced by Benjamin et al. (2010). An explanation for this discrepancy in findings could be that in Benjamin et al.’s (2010) study both parent and child received information, while in the current study, only the parents did, without children knowing. Our results are in line with those of Palmquist and Crowley (2007) who report that parents of novice children talked more and in a more supportive way with their children than parents with expert children. The same relationship is supported by the results of Eberbach and Crowley (2017) who report a correlation of parental pre-knowledge of pollination and the amount of open-ended wh-questions asked by parents during a botanical garden visit.



Children’s Solution Accuracy

The finding that some of the children in the pre-knowledge condition solved the inquiry problem, compared to none of the children in the without pre-knowledge condition, indicated that parental pre-knowledge facilitated children’s learning. One explanation is that pre-knowledge facilitated parents in scaffolding their children’s learning through inquiry. This explanation is supported by higher amounts of open-ended wh-questions that parents in the pre-knowledge condition asked their children. The explanation that parents with pre-knowledge told the inquiry problem’s solution directly to their child is less likely since parents with pre-knowledge less often interpreted results, which in the current study entails giving explanations. A second finding was that, in the control condition, not only the children but also the parents were often unable to solve the inquiry problem in all detail. However, partially correct answers were given by a substantial group of parents and children. That is, by inquiry they could solve important aspects of the task. Nevertheless, this suggests that the task was difficult to solve fully by inquiry alone, that is, without guidance by a parent with pre-knowledge. As the analysis of the conversation shows, the contribution of the parent with pre-knowledge was not explaining the solution, but scaffolding the child in discovering the solution. These results are in line with insights from education effect studies into open-ended inquiry learning (Alfieri et al., 2011) and studies into guided inquiry learning (Van de Pol et al., 2010).



The Impact of Person Characteristics on Parent–Child Interaction

This study did show ample evidence for the impact of child characteristics on parent–child interaction. Parent characteristics were only in an interaction between gender and parental pre-knowledge related to parent and child’s manipulations.


Child Characteristics

The child’s gender was found to be related to how parent and child cooperated during manipulations. Compared to parent–son dyads, in parent–daughter dyads, parents more often manipulated alone and parent and child less often manipulated together during the inquiry activity. Informal science education literature reports on differences in how parents interact with boys and girls while engaging in inquiry activities (Crowley et al., 2001b; Siegel et al., 2007; Luce et al., 2013). As observed in the current study, Siegel et al. (2007) found that, at home and with a closed-ended task, parents behaved more collaboratively with boys than with girls. However, in the same study, in a museum context and with more open-ended activities, parents collaborate more with girls than with boys. Apparently, correlations between the child’s gender and parent–child interaction are highly context and task specific. An explanation for context-related differences in parental behavior with girls and boys, is parents’ gender-biased beliefs about children’s abilities and interests (Sigel and McGillicuddy-De Lisi, 2002; Siegel et al., 2007). In future research, to better understand how the child’s gender relates to parent–child interaction during inquiry, it could be informative to examine the impact of parents’ beliefs about their child’s science achievement and science interest.

Another explanation for the observed differences in cooperation in the current study is that, instead of parents, children acted differently. Whether cooperation is achieved by the child, or is a reaction of the child to the parents’ behavior (or the parent to the child’s behavior) is difficult to disentangle (Tenenbaum and Leaper, 2003). Anecdotally Siegel et al. (2007) observed that boys, more than girls, were taking the lead in performing experiments. In science education literature, the relation between the child’s gender and science achievement has been studied with contradicting results: some studies showed significant differences between boys and girls, while others did not (Sungur and Tekkaya, 2003).

Children’s self-reported inquiry attitude was related to differences in child talk. Children with higher inquiry attitude (e.g., children who prefer to solve a problem by inquiring instead of by being told) more often asked open-ended wh-questions, and less often asked closed questions, compared to children with lower inquiry attitude. This relation could be considered as a validation of the TOSRA Inquiry Attitude subscale (Fraser, 1981) in the museum context. Attitude toward science is recognized as an important educational outcome as it relates to lifelong learning (Organisation for Economic Co-operation, and Development [OECD], 2009; Ainley and Ainley, 2011; Sachisthal et al., 2018).



Parent Characteristics

Against our expectations, no main effects of parent characteristics on parent–child interaction were observed, besides the experimentally acquired parental pre-knowledge. Museum literature shows that dyads’ time spent in the exhibition was found to be correlated to parents’ educational level (Szechter and Carey, 2009) and parents’ attitude toward science (Tare et al., 2011). Moreover, parent–child interaction was found to be correlated to the parents’ gender (Brown, 1995; Benjamin et al., 2010; Nadelson, 2013; Van Schijndel and Raijmakers, 2016). For example, compared to mothers, fathers tended to be more active when accompanying their child’s exploration of hands-on exhibits (Brown, 1995). Compared to fathers, mothers gave more causal explanations (Van Schijndel and Raijmakers, 2016). However, we did observe an interaction effect of parents’ gender and parental pre-knowledge on manipulations. The interaction effect of parental pre-knowledge and parent gender on manipulations (see also Section “Conversations”) revealed that children of father–child dyads, not of mother-child dyads, manipulated more frequently alone in case the parent had pre-knowledge. Relating this result to the accuracy of solutions found by the parents, it seems that fathers without pre-knowledge (relative to fathers with pre-knowledge) were giving children less time to explore alone, because they were finding out the correct solution. Mothers without pre-knowledge did not limit the time of their children to explore alone, resulting in worse solutions than the fathers without pre-knowledge.



Limitations of the Study

In studying the causal effect of pre-knowledge on parent–child interaction, we purposefully choose a decontextualized inquiry activity (Clough, 2006), to ensure that none of the participants had pre-knowledge about the inquiry activity (i.e., the black-box). Most inquiry exhibits in science museums, however, are contextualized inquiry exhibits based on natural phenomena. One could question therefore, the external validity of the task for science museums practices. After all, black-box activities challenge the acquisition and use of domain-specific knowledge less. However, black-box activities provide similar challenges as encountered when inquiring natural phenomena; they stimulate the use of domain-general strategies as asking questions, experimenting, observing, and interpreting evidence (Lederman and Abd-El-Khalick, 1998). Museum exhibits that foster these inquiry skills, such as APE (Active Prolonged Engagement) exhibits, do not depend strongly on pre-knowledge, in contrast to counterintuitive exhibits (Gutwill, 2008). Our data showed that parents with pre-knowledge did not share their pre-knowledge directly with the child; parents even explained less to their child. Whether this effect of parental pre-knowledge on parent–child interaction will be the same for phenomenon-based inquiry exhibits, we cannot tell. We imagine that having information about “how to solve a specific problem” (black-box) is different from having information about “how a phenomenon works.” In the latter case, the information has a value that goes beyond the situation of the inquiry activity. This “eternity” value could motivate parents to act differently, for example, by sharing this information with the child by interpreting results in addition to asking open-ended wh-questions. Also, knowledge about a real-world phenomenon could make parents more interested in the inquiry activity (Tare et al., 2011; Ainley, 2017; Sachisthal et al., 2018) and this could raise new questions that the parents might want to inquire. In future research, it could be informative to further investigate the effect of parental pre-knowledge on parent–child interaction for a series of phenomena, which differ in the extent that they are familiar to the parents.

A second limitation is the generalizability of the outcomes to natural settings. Our test design does not reflect the natural situation of families inquiring at home or during a free-choice science museum visit. The research setting and the presence of the video camera could have motivated participants extrinsically to inquire longer and with more attention, resulting in a longer inquiry time and more interaction between parent and child (Pattison and Shagott, 2015). However, these possible motivating circumstances were the same for both pre-knowledge conditions.

A third limitation is the generalizability of the study outcomes to non-museum settings. Participants were recruited from the museum population and on average were higher educated than the average Dutch. This could have impacted parent–child interaction; however, our data did not show an effect of parental education level on parent–child interaction.



Implications for Museum Practice

Insights from research about how person characteristics impact family inquiry in the museum are of value for museum practice, for example, when designing for specific audiences (e.g., Dritsas et al., 1998; Dancstep and Sindorf, 2018) or specific learning experiences (e.g., Humphrey and Gutwill, 2005; Gutwill, 2008; Povis and Crowley, 2015). The findings of the current study could be of interest for museum professionals in making informed choices in exhibition design in relation to desired objectives. The current study with the black-box as activity seems especially relevant for exhibits that foster inquiry skills. The current study suggests, for example, that if aiming to support parents in their role of scaffolding the child’s learning, then it may be helpful to opt for phenomena that parents are more familiar with or to provide parents with information about the specific phenomenon. Our results showed that parents with domain-specific pre-knowledge more often scaffolded their child by asking open-ended wh-questions. It seems essential that only the parent has this domain-specific pre-knowledge, not the child (cf. Benjamin et al., 2010). Museum research has shown that parental scaffolding behavior can be encouraged by pre-visit instruction (e.g., domain-general process knowledge), for example, an inquiry training (Gutwill and Allen, 2010), an instruction to use elaborative speech (Benjamin et al., 2010), an instruction to explain (Willard et al., 2019), and an instructional video about coaching techniques (Van Schijndel et al., 2010). An interesting aspect of the current study is that, by offering parents a domain-specific knowledge edge (in contrast to scaffolding or inquiry instruction), they spontaneously showed scaffolding behavior by asking more open-ended wh-questions without being trained or instructed to do so.



CONCLUSION

Children’s science learning is for an important part dependent on how families observe, discuss, and explore science and technology (National Research Council, 2009; Haden, 2010). The current study investigated how person characteristics relate to families’ learning from inquiry activities and demonstrates that parental pre-knowledge affects the way parents interact and explore with their child. Compared to parents without pre-knowledge, parents with pre-knowledge inquired longer, posed more open-ended wh-questions and closed questions, and less often interpreted results. The children of parents with pre-knowledge more often manipulated alone, more often described evidence, more often interpreted results, and gave better solutions. In addition, the study demonstrates that child characteristics affected parent–child interaction during inquiry. Boys more often than girls cooperated with their parents, girls more often than boys manipulated alone, and children with a self-reported higher inquiry attitude asked more open-ended wh-questions than children with a lower inquiry attitude. By offering parents a knowledge edge, they spontaneously showed scaffolding behavior by asking more open-ended wh-questions and they left the interpretation of inquiry results to their children without being trained or instructed to do so. The current study gives an insight into the potential effect of pre-knowledge on parent–child interaction during an inquiry activity and shows that having pre-knowledge can facilitate parents scaffolding behavior and can lead to a different learning situation for both child and parent.
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Children’s understanding of unobservable scientific entities largely depends on testimony from others, especially through parental explanations that highlight the mechanism underlying a scientific entity. Mechanistic explanations are particularly helpful in promoting children’s conceptual understanding, yet they are relatively rare in parent–child conversations. The current study aimed to increase parent–child use of mechanistic conversation by modeling this language in a storybook about the mechanism of electrical circuits. We also examined whether an increase in mechanistic conversation was associated with science learning outcomes, measured at both the dyadic- and child-level. In the current study, parents and their 4- to 5-year-old children (N = 60) were randomly assigned to read a book containing mechanistic explanations (n = 32) or one containing non-mechanistic explanations (n = 28). After reading the book together, parent–child joint understanding of electricity’s mechanism was tested by asking the dyad to assemble electrical components of a circuit toy so that a light would turn on. Finally, child science learning outcomes were examined by asking children to assemble a novel circuit toy and answer comprehension questions to gauge their understanding of electricity’s mechanism. Results indicate that dyads who read storybooks containing mechanistic explanations were (1) more successful at completing the circuit (putting the pieces together to make the light turn on) and (2) used more mechanistic language than dyads assigned to the non-mechanistic condition. Children in the mechanistic condition also had better learning outcomes, but only if they engaged in more mechanistic discourse with their parent. We discuss these results using a social interactionist framework to highlight the role of input and interaction for learning. We also highlight how these results implicate everyday routines such as book reading in supporting children’s scientific discourse and understanding.
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INTRODUCTION

Although children rely on their own exploration and experimentation to learn about everyday scientific phenomena, this investigation alone is not always sufficient for children’s learning (Gelman et al., 2010; Harris and Corriveau, 2014; Legare, 2014). For example, when mechanisms that underlie a causal process are opaque or abstract, such as how electricity flows, children’s learning relies in part on information from others (Jipson et al., 2016; Harris et al., 2018). One type of information known to facilitate learning is adult explanations (e.g., Callanan and Oakes, 1992; Legare and Lombrozo, 2014; Lombrozo et al., 2018; Willard et al., 2019). However, as we describe in the text that follows, adults’ explanations to preschool-aged children vary in their frequency as well as in features that impact children’s learning (e.g., argument circularity, syntactic complexity, presence of causal mechanisms). Therefore, the primary aim of this study was to support adults in providing explanations that contain features that help children learn about abstract, unobservable scientific concepts. To do this, we designed a brief intervention in which features of scientific explanations were manipulated within a book-reading interaction between parents and their 4- to 5-year-old children. We investigated how such a manipulation impacted subsequent parent–child science interactions and children’s independent scientific thinking.


Social Interactionist Theories of Learning

This study is motivated by social interactionist theories of development that state that children learn via input from and interaction with more knowledgeable others (Vygotsky, 1978; Bruner, 1983). Under this framework, interactions such as conversation between an adult and child support learning by helping the child organize knowledge and transfer such knowledge to novel situations. For example, talk about numbers relates to children’s early mathematical understanding (e.g., Ramani et al., 2015), discussions that contain spatial language relate to children’s spatial knowledge (e.g., Pruden et al., 2011), and references to emotions or mental states relate to children’s socio-emotional development (e.g., Lagattuta and Wellman, 2002; Ziv et al., 2013). Here, we explore how parent–child conversations about science support children’s scientific thinking and understanding. There are many features of science conversations that help children learn about scientific information, for instance, adults’ questions that highlight important information, connections to previous experiences, and explanations that elucidate unobservable scientific mechanisms (Beals and Snow, 1994; Snow and Kurland, 1996; Crowley and Siegler, 1999; Beals, 2001; Callanan and Jipson, 2001; Crowley et al., 2001a, b; Tenenbaum et al., 2005; Haden, 2010). The current article focuses specifically on the relation between explanations in parent–child conversation and children’s subsequent science learning.



Parental Explanations Support Children’s Scientific Understanding

An explanation can be defined as talk that requests or makes a logical connection between objects, events, concepts, or conclusions (Beals, 1993). Explanations that meet this definition are relatively rare in everyday adult–child conversation (Rowe, 2012). Even when children ask questions that reference causal phenomena, parents respond with causal explanations only 50% of the time (Callanan and Oakes, 1992). In informal science settings, Kurkul et al. (unpublished) found that parents rarely produced explanations about electrical circuitry to their 4-year-old children unless prompted by a researcher. Additionally, Tabors et al. (2001) found that while interacting with their 5-year-old children around a magnet task, parents’ science process talk, a broad category that contained explanations, comprised only 14% of their utterances compared to 55% of utterances that referred to superficial qualities of the magnets.

Furthermore, when parents do provide explanations, there is variation in the extent to which the explanation contains features that support children’s learning (Baum et al., 2008; Russ et al., 2008; Corriveau and Kurkul, 2014; Mercier et al., 2014; Kurkul and Corriveau, 2018). The present study focuses on enhancing one feature of explanations: the presence of mechanistic reasoning. Mechanistic explanations, a form of causal explanations, provide information about the process through which a cause brings about an effect (Callanan and Oakes, 1992; Russ et al., 2008). Using a diary methodology, Callanan and Oakes (1992) found that parents most often used this type of explanation in response to 3- to 5-year-old children’s inquiries about causal events. Mechanistic explanations are argued to be central to children’s scientific theory-building because they highlight information that is not directly observable (Russ et al., 2008). Take, for instance, an explanation about how a light turns on. Although children may be able to observe a light turn on after a switch is flipped, they are not able to observe the process through which this occurs (i.e., electricity flows through the circuit to turn the light on). A more complete understanding can take place when an adult provides an explanation that elucidates the circuit mechanism.

Evidence that mechanistic explanations support children’s science learning comes from several previous studies. For example, Nolan-Reyes et al. (2016) found that explanations that contained mechanistic reasoning about impossible and improbable events predicted 4- and 6-year-old children’s possibility judgments and causal justifications for those judgments. Frazier et al. (2009) found that when experimenters provided 3- to 5-year-old children with mechanistic explanations, they were more likely to engage in subsequent information-seeking behaviors (i.e., asking follow-up questions) than when the experimenter provided a non-explanation. Studies with parents as the interlocutors also support the importance of mechanistic reasoning. For example, Willard et al. (2019) conducted a museum-based intervention study that encouraged parents to ask questions about gears in order to prompt mechanistic language (e.g., torque, motion) from their 4- to 6-year-old children (e.g., How do the gears work?; What will happen when the gear moves?). Parents who were assigned to the explanation condition had children who engaged in more scientific discourse and more often tested how the gears worked compared to a condition in which parents only encouraged children’s exploration. Kurkul et al. (unpublished) extended Willard et al. (2019) findings by showing that mechanistic conversations about circuitry between parents and 4-year-old children predicted children’s subsequent recall of the mechanistic explanation and their ability to transfer their knowledge to a novel scientific task.

Nevertheless, although children learn a great deal from explanations containing mechanistic reasoning, adults often struggle to adjust their language to provide accurate, yet developmentally appropriate mechanistic explanations, even if they understand the scientific mechanism under discussion (Gleason and Schauble, 1999; Schauble et al., 2002; Shtulman and Checa, 2012; Vlach and Noll, 2016). In the current study, we explored whether modeling mechanistic explanations using storybooks might increase parental use of these explanations to children during a subsequent informal science interaction.

To our knowledge, no study has examined whether parental explanations can be impacted via storybooks. However, other interventions without storybooks have proven effective and provide rationale for the current method. One strategy has been to provide parents with written instructions—termed “conversation cards”—for how to interact with their children (Fender and Crowley, 2007; Benjamin et al., 2010; Gutwill and Allen, 2010; Jant et al., 2014; Willard et al., 2019). In these studies, adult-child dyads or small groups of adults and children—mostly preschool and early elementary aged—receive different instructions for how to interact around a scientific exhibit. For example, Gutwill and Allen (2010) examined families’ interactions in a museum exhibit by comparing control families (who received no intervention) with families who received a scientific intervention known as “Juicy Questions,” which was aimed at increasing families’ use of questions, investigations, and discussions. Families who received the Juicy Questions intervention asked more questions and engaged in more inquiry-based exploration than families in the control condition (Gutwill and Allen, 2010). Additionally, Jant et al. (2014) presented dyads comprising parents and their 4-year-old children with conversational cards prior to visiting an exhibit, finding that dyads who received cards with elaborative questions (i.e., those that encouraged a multiword response from children) engaged in conversation containing more elaborative talk as compared with those dyads who did not receive conversational cards. Finally, Willard et al. (2019) found that parent-child dyads assigned to an explanation condition in which parents were encouraged to ask their child questions about how a set of gears works, engaged in more mechanistic conversation about gear functions. Moreover, such talk predicted children’s scientific exploration, operationalized as the testing of gears. Taken together, this research indicates it is possible to explicitly instruct adults to interact with children in certain ways (e.g., prompting parents to ask questions versus provide direct instruction or encouragement) in order to impact the scientific content of parent-child conversation and children’s independent learning.

A second, similar method conducted primarily in museum settings is to invite experts (e.g., experimenters, teachers, or museum educators) to model explanations for parents. For example, in Marcus et al. (2017), researchers demonstrated how to build skyscrapers to parents and 5- to 6-year-old children and then provided explanations about building engineering (e.g., what supports help make buildings strong). Dyads who received engineering explanations were able to transfer knowledge to a subsequent building activity compared to dyads who only received a building demonstration. Such scaffolded interventions work well in certain settings—such as on the museum floor or in the classroom where experts can join into dyadic interactions to scaffold learning. However, a constraint of this method is that parent-child interactions are dependent on initial modeling by an experimenter or teacher who is present. Instead, the present study sought to determine whether storybooks could replace experts in modeling the use of mechanistic explanations for parent-child interactions.



Science Learning From Shared Book-Reading Interactions

Although typically examined in relation to early literacy outcomes (Fletcher and Reese, 2005) such as vocabulary (Wasik et al., 2016; Flack et al., 2018) and narrative ability (Zevenbergen and Whitehurst, 2003), book-reading interactions have also been used to examine the transmission of conceptual and scientific information between parents and preschool-aged children (Ganea et al., 2011), although note that this prior research did not examine transmission of mechanistic explanations. For example, manipulating book text to describe social categories using generic or non-generic language is associated with changes in parents’ subsequent essentialist language (Gelman et al., 2004; Rhodes et al., 2012; Chalik and Rhodes, 2015). Further, varying the linguistic structures of the story text (e.g., syntactically complex phrases, future tense) impacts 4-year-old children’s subsequent discourse and thinking (Vasilyeva et al., 2006; Leech et al., 2019a, b). Picture books hold a number of benefits for delivering scientific information to parent-child dyads. For example, the text is standardized to ensure accuracy of the scientific information, the content often contains information the dyad may not encounter frequently in the real world, and the setting provides an enjoyable situation where the parent and child share attention around an object (Ninio and Bruner, 1978; Kelemen et al., 2014). Previous work has described these scientific picture books as belonging to the informational or expository genre, which elicit more parent-child discourse, cognitively challenging questions, and opportunities to engage in reasoning than other genres (Duke, 2000; Anderson et al., 2004).



Current Study

Exposing children to mechanistic explanations through book reading may be an ideal context for promoting scientific discourse because of the opportunity to standardize aspects of the text and as a result, transmit accurate scientific information to the dyad, just as experts do on the museum floor or in the classroom. This method may be especially useful for transmitting scientific information to parents who may be unsure of how to adapt this information for their preschool-aged children.

For this study, we focused on explanations about electricity and the mechanism that makes electricity work. We invited parent-child dyads to read one of two storybooks about electricity, one that contained mechanistic explanations (e.g., “It is a kind of energy that makes things move, light up or get hot”) or another that contained explanations that did not include mechanistic information (e.g., “It’s a kind of energy that we can’t always see but it is very powerful”). These non-mechanistic explanations were primarily analogical or those that connected the concept of electricity to prior knowledge, which have also been found to facilitate preschool children’s scientific understanding (Crowley and Jacobs, 2002; Valle and Callanan, 2006). Thus, dyads in both conditions read books that contained explanations that previous research has found to facilitate learning. After reading the book together, parents and children worked together during the dyadic phase to assemble electrical components of a circuit toy so that a light would turn on. Finally, during the test phase, children first independently assembled a novel circuit, and second, answered comprehension questions to gauge their understanding of electricity’s mechanism.

Our first research question asked whether reading storybooks containing mechanistic language leads to an increase in (a) parent-child use of mechanistic language and (b) children’s understanding of electricity’s mechanism measured during the test phase. We predicted that dyads in the mechanistic condition would use more mechanistic language than those in the non-mechanistic condition. We also predicted that children in the mechanistic would outperform children in the non-mechanistic condition on outcome measures in the test phase. Our second research question examined whether the frequency of mechanistic language produced by dyads would strengthen (i.e., statistically moderate) the effect of reading mechanistic storybooks on children’s scientific understanding. In line with social interactionist theories, conversations with more knowledgeable others help to organize children’s knowledge and allow the child to access it in subsequent situations (Vygotsky, 1978). On this theory, exposure to mechanistic explanations in storybooks alone may not be sufficient to teach children about the mechanisms underlying scientific concepts. Rather, we predicted that additional conversation between parents and children may help reinforce the mechanistic explanations modeled in the storybook, allowing the child to retrieve this knowledge during the test phase.



MATERIALS AND METHODS


Participants

Seventy-six dyads were recruited to participate in the present study. Dyads were eligible for the study if they agreed to speak English during the study procedures and the child was between the ages of 4 and 6. Of the 76 dyads, we excluded n = 7 who were outside the age range and n = 8 who did not complete all procedures. This left a sample of 60 dyads for analysis. Note that n = 2 videos were not clear enough to transcribe and code conversation during the dyadic phase, leaving a sample of n = 58 for analyses that involve mechanistic conversation.

Our sample size was justified by an a priori power analysis using the G∗power program (Faul et al., 2009). We powered the study to answer our second research question (whether dyadic conversation moderates the effect of storybook condition on children’s scientific understanding) because the planned analyses required the most potential model parameters. The power analysis indicated that with 55 children, we have 0.80 power to detect a small effect size (f2 = 0.15) for the moderation effect using a multiple regression model.

Participating children (21 girls, 39 boys) were on average 60.3 months (SD = 5.99; range = 49.3–71.5 months). Three parents declined to provide a date of birth but identified the child as being within the age group required for the study. The majority of parents were highly educated, with 95% receiving at least a 4-year college degree (note, n = 6 parents declined to provide their educational background). Thirty percent of the parent sample (n = 17) self-identified as working in a STEM field, as measured by the question, “Do you consider your primary occupation to be in a STEM (science, technology, engineering, math) field? Yes or No.”



Procedure

Dyads were recruited on the floor of a science museum, a laboratory, or preschools all located in a large northeastern city in the United States. All families were drawn from a similar population. Participant dyads were randomly assigned to one of two book-reading conditions: mechanistic (n = 32) or non-mechanistic (n = 28). Child age and sex were balanced across conditions. As compensation, participants at the museum were given a sticker and participants at schools and the laboratory were given a book. Data were collected between June 2018 and December 2018.

The study consisted of four phases in a fixed order: a pretest to gauge children’s preexisting understanding of electricity, a book-reading interaction during which dyads read their condition-specific storybook (mechanistic or non-mechanistic), a dyadic phase in which dyads completed a circuit task, and an individual child test phase. All phases were videotaped for later transcription, coding, and scoring. The entire procedure lasted approximately 15 min.


Pretest

Children were asked four questions about electricity in order to establish a measure of prior knowledge and to ensure the task was developmentally appropriate. First, children were asked: “Have you ever heard of something called electricity?” If the child answered yes, then the experimenter asked three follow-up questions: “What do you think electricity is? Where does electricity come from? How does electricity travel?” For the last two questions, the child was presented with a set of options, provided in pictorial form: “Where does electricity come from?” was asked with pictures of batteries, a faucet, and a planet (presented as outer space). “How does electricity travel?” was asked with pictures of wires, pipes, and a truck. The first two questions were asked in a fixed order; the last two questions were randomized.



Book-Reading Interaction

Parent-child dyads read a picture book containing explanations consistent with their condition. The experimenter provided the dyad with the condition-specific storybook and asked the parent to share the book with his or her child just like he or she would do at home. No time limit was given for completing the book and the average time spent on this phase was approximately 5 min.

A commercially available picture book, Oscar and the Bird: A Book about Electricity (Jeff Waring) was modified for the current study. Two versions of the text were prepared, which were matched on number of words, length of paragraphs, pictures, and linguistic complexity. Both books had 18 pages, 13 of which contained text and illustrations. The remaining five pages contained illustrations only. Books averaged 3.4 sentences per page. The critical difference between conditions was the content of the explanations. Each book contained eight explanations embedded into the text. For example, “Electricity is a kind of energy that makes things move, light up, or get hot.” The dyads in the non-mechanistic condition read a version in which the concepts were introduced in a procedural or analogical manner. For example, “Electricity is a kind of energy that we can’t always see but is very powerful.”



Dyadic Phase

Immediately following the book-reading interaction, the dyad was presented with a SnapCircuit© board and corresponding pieces (Figure 1). The procedure was identical across conditions. The child was first asked whether he or she had seen a toy like this before in order to take into account prior familiarity with the stimulus. Thirteen dyads (21.7% of sample) reported familiarity with the toy. The experimenter then said, “You can put the pieces together and you can take them apart. Do you think you could the pieces together to make the light turn on?” Dyads were given approximately 5 min to complete the task, after which the experimenter intervened and introduced the next phase. Stimuli consisted of seven components: blue snap wire pieces, a battery holder containing three 1.5 V AA batteries, a 2.5 V light, and a press switch.


[image: image]

FIGURE 1. Example of completed circuit used in dyadic interaction.




Book Reading and Dyadic Phase Measures

Circuit completion was measured during the dyadic phase by whether the dyad successfully constructed the circuit to turn the light on. We also calculated the number of minutes the dyad spent assembling the circuit.

Second, we analyzed the conversations during the book reading and dyadic circuit phases to produce a measure of mechanistic discourse. First, all videos were transcribed at the level of the utterance by a team of research assistants according to the conventions of Child Language Data Exchange System (CHILDES; MacWhinney, 2000). Each transcript was then verified for accuracy by another trained research assistant. We then coded these transcripts for utterances that referenced mechanistic reasoning by adapting a coding scheme from Russ et al. (2008). Only extratextual speech (i.e., utterances that were not verbatim text) during the book-reading interaction was included in this measure. All mechanistic utterances during the dyadic phase were counted. Note that because mechanistic language was relatively rare, collapsing the two phases gave us more variation for the planned regression analyses. Reliability of two coders based on 15% of the transcripts resulted in 82% agreement (kappa = 0.80).

Our coding scheme captured different types of mechanistic language described by Russ et al. (2008): describing the target phenomenon (i.e., “Make the light turn on”); identifying entities by mentioning a circuit or connections (i.e., “We have to connect the pieces in a circuit”); identifying the activities and functions of the different entities (i.e., “Electricity travels through the circuit to make the light turn on”); and chaining backward (i.e., “Why did the light turn on?”) or forwards (i.e., “If we took a piece off, would the light still turn on?”) (Table 1). All utterances that fell into these categories were coded and summed to create a measure of mechanistic language. We chose to combine parental and child language together into one measure because we conceptualized the conversation as a co-construction of knowledge. For reference, Table 2 displays mechanistic talk for both speaking partners separately. This table shows that the proportion of mechanistic utterances is equivalent for parents and children, indicating that both speaking partners contributed to the conversation.


TABLE 1. Examples of mechanistic language during parent–child interaction.

[image: Table 1]
TABLE 2. Means, standard deviations, and ranges for mechanistic language variables separated by parent and child.

[image: Table 2]Further, because time spent reading and interacting with the circuit varied across dyads, we created proportion measures by dividing dyads’ mechanistic utterances by the total number of utterances produced during the interaction.



Test Phase

This phase consisted of two tasks: an independent circuit task and comprehension questions. While the child completed this phase, the parent was given a short paper-and-pencil survey, which consisted of demographic items, reading habits at home, and feedback on the current study.



Test Phase Measures

To determine if the child could independently complete the circuit activity, the researcher presented the child with a novel circuit and seven circuit components: differently sized wire pieces, batteries, a sliding switch, and a fan. The child was given approximately 5 min to put the pieces together to make the fan turn on. If the child did not complete the task in 5 min, the researcher suggested moving on, and offered to help finish putting the circuit together at the end of the study. Children’s task completion was measured by their successful construction of a circuit that could turn the fan on within the time limit.

To measure children’s comprehension of electrical circuitry, the child was shown two pictures of a circuit similar to those used in the previous phases (Figures 2A,B). Figure 2A displays an unsuccessful mechanism (i.e., the circuit is disconnected) and Figure 2B displays a successful mechanism (i.e., a connected circuit). The child was asked: “If I were to press the button in this circuit, do you think the fan would turn on? Yes or no? Why?” Children were presented with one picture at a time and the order of presentation was randomized across participants. We coded the answers children provided to the posttest comprehension task by counting the number of correct answers (out of two) children earned (0 = incorrect; 1 = correct).


[image: image]

FIGURE 2. Children’s comprehension of electricity’s mechanism was probed by asking whether a disconnected circuit (A) and connected circuit (B) would make the fan go.




RESULTS

First, we ensured that there were no differences in demographic characteristics between the two conditions. Neither parent education (p = 0.67) nor STEM occupational status (p = 0.59) differed significantly between the mechanistic and non-mechanistic conditions. Similarly, family reading habits—the frequency with which parents reported reading informational books such as Oscar and the Bird—were similar across the two conditions, χ2 (n = 60, df = 4) = 7.11, p = 0.13. For reference, five parents reported reading informational books hardly ever, n = 9 reported once or twice a month, n = 37 reported once or twice a week, and n = 16 reported almost daily. We also examined children’s preexisting knowledge of electricity using pretest data, finding that 75% of children in the non-mechanistic and 84% of children in the mechanistic condition reported hearing about electricity, χ2 (n = 59, df = 1) = 0.72, p = 0.40. Finally, there was no significant condition difference in prior familiarity with the circuit stimuli, χ2 (n = 59, df = 1) = 0.54, p = 0.46.


Do Mechanistic Storybooks Impact Dyadic Scientific Discourse?

Our first research question asked whether storybook condition led to differences in dyadic circuit assembly and mechanistic discourse. Looking first at the entire sample, n = 48 (80%) dyads successfully completed the joint circuit task. Importantly, condition differences emerged: nearly all dyads in the mechanistic condition (94%) constructed a circuit that turned on the light compared to 64% of dyads in the non-mechanistic condition, Fisher’s exact test (n = 60, df = 1), p = 0.008. Of those who finished the task, the average time to complete the circuit was 3 min, 40 s (SD = 1:40.56; range = 0:53–7:19). Mechanistic condition dyads (mean time = 3:18) were no faster at completing the task than non-mechanistic dyads (mean time = 3:59), t(44.18) = 1.51, p = 0.14 (corrected for unequal variance across groups).

We then explored condition differences in dyads’ use of mechanistic conversation. Collapsing both conditions (n = 58), dyads produced an average of 186.00 (SD = 52.40; range = 96–316) total utterances, of which 11.16 (SD = 9.65; range = 0–37) were coded as mechanistic. This corresponded to approximately 6% of dyads’ total talk. A significant difference in mechanistic language by condition emerged: the proportion of mechanistic utterances was significantly greater for dyads who read mechanistic storybooks (M = 0.07; SD = 0.05) than those who read non-mechanistic storybooks (M = 0.04; SD = 0.04), t(56) = 2.41, p = 0.01, Hedges’ g = 0.64. Note there was no significant difference in the total number of utterances produced within the mechanistic (M = 182.56; SD = 50.82) and non-mechanistic conditions (M = 190.23; SD = 54.99), t(56) = −0.55, p = 0.58, Hedges’ g = 0.15, suggesting that condition differences were isolated to mechanistic conversation only. Although dyads who completed the circuit (M = 0.06; SD = 0.05) used more mechanistic language than those who did not (M = 0.04; SD = 0.04), this difference was not statistically significant, p = t(56) = 1.41, p = 0.17. This lack of a statistical difference might be associated with the high percentage of dyads across both conditions (80%) who completed the joint circuit activity.



Is There a Relation Between the Storybook Manipulation and Children’s Scientific Understanding?

We then examined the effects of condition on children’s scientific understanding during the test phase. When asked to independently construct a circuit, 55% of children (n = 33) succeeded in turning on the fan. We found that 69% of children in the mechanistic condition constructed a circuit that turned on the fan as compared to 39% of the children in the non-mechanistic condition, χ2 (n = 60, df = 1) = 5.24, p = 0.02. Children in the mechanistic condition (mean time = 3:20 min:s) were no faster at completing the circuit than children in the non-mechanistic condition (mean time = 3:33 min:s), t(55) = 0.49, p = 0.63. Further, children who succeeded at turning the fan on with their parents were more likely to have completed the dyadic circuit activity, χ2 (n = 60, df = 1) = 8.91, p = 0.003.

Next, we turned to children’s responses to the posttest comprehension items as a second index of their science understanding. Recall that comprehension was assessed by presenting children with pictures of a disconnected and connected circuit and asking them to reason about the outcome, that is, whether or not the fan would turn on. Forty-seven percent of children correctly answered that the disconnected circuit would not turn on, and 75% of children correctly answered that the connected circuit would turn on. An ordinal logistic regression model (Dependent Variable [DV] being 0 = neither picture correct, 1 = 1 picture correct, 2 = both pictures correct) indicated that children who read mechanistic storybooks were no more likely to correctly answer comprehension questions about the mechanism of electricity than children who read non-mechanistic storybooks, Estimate = 0.17 (SE = 0.49), Wald = 0.12, p = 0.73.



Does Dyadic Mechanistic Conversation Strengthen the Relation Between Mechanistic Storybooks and Children’s Scientific Understanding?

Although there was no direct effect of Condition on children’s posttest comprehension, we hypothesized this effect may be statistically moderated by children’s social interactions with their parents. This hypothesis comes from our theory that language occurring during social interactions helps build children’s knowledge and transfer it to novel situations.

We tested this hypothesis through a moderation analysis, regressing posttest comprehension scores on Condition, proportion of mechanistic utterances produced by the dyad (Mechanistic Conversation), and the interaction between the latter two terms (Table 3, model 1). We also controlled for whether the dyad successfully assembled the circuit (Dyadic Outcome) in order to isolate the effect of conversation. The overall model was significant, R2 = 0.19, F(4,52) = 3.07, p = 0.02. Our main interest was in the Condition × Mechanistic Conversation interaction, which was also significant, ΔR2 = 0.10, ΔF(1,52) = 6.13, p = 0.01, b = 10.85, t(52) = 2.48, p = 0.01. We probed the nature of the interaction by testing the conditional effect of Condition at three levels of mechanistic conversation: one standard deviation below the mean (proportion of utterances coded as mechanistic = 0.01), at the mean (0.06), and one standard deviation above the mean (0.10) (Figure 3). The Johnson–Neyman technique showed the relation between reading mechanistic storybooks and children’s success on the comprehension task was significant when dyads’ mechanistic talk comprised at least 11% of their total utterances during the circuit task. Thus, children in the mechanistic storybook condition were more likely to correctly answer the posttest comprehension questions when they participated in higher levels of mechanistic conversation with their parents. There was no such magnifying effect of mechanistic conversation for children who read storybooks with non-mechanistic explanations.


TABLE 3. Regression models showing moderated effects of condition on children’s science understanding.
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FIGURE 3. Mechanistic language moderates the effect of condition on children’s comprehension. Lines refer to the proportion of mechanistic utterances produced by dyads. Children in the mechanistic storybook condition were more likely to correctly answer the posttest comprehension questions only when they participated in higher levels of mechanistic conversation with their parents (black line).


Our final analysis examined whether mechanistic conversation also moderated the condition effect on children’s independent circuit task performance. Table 3 (model 2) shows the results of a logistic regression predicting circuit success from Condition, Mechanistic Conversation, and the interaction between the latter two terms. This model fits better than a constant only model, χ2 (df = 4) = 12.98, p = 0.01. However, we did not find evidence that conversation served a moderating role, as indicated by a non-significant interaction effect, b = −18.34, z = 1.15, p = 0.25.



DISCUSSION

In this study, we examined how science storybooks may augment parent–child science conversations and children’s learning of a scientific mechanism. In particular, our first research question explored whether embedding explanations about causal mechanisms into a storybook about electricity could affect (a) parent–child talk about electrical mechanisms and (b) children’s individual understanding of such concepts. Drawing from social-interactionist theories, our second research question sought to determine whether mechanistic conversation produced spontaneously by parents and children magnified the effect of the storybook manipulation on children’s independent scientific understanding during the test phase.


Does Embedding Explanations About Causal Mechanisms Into Storybooks Affect Parent–Child Science Understanding and Discourse?

Regarding (a) in the first research question, we found evidence that the book-reading manipulation was effective: dyads in the mechanistic condition were significantly more successful at completing a circuit task compared to dyads who read stories containing non-mechanistic explanations. Further, there was a significant difference in mechanistic language by condition, with dyads in the mechanistic condition using a greater proportion of mechanistic utterances compared to those in the non-mechanistic condition. Thus, it appears that providing verbal models of mechanistic reasoning via storybooks transfers to dyads’ joint understanding of scientific mechanisms as well as talk about such concepts.

To our knowledge, this is the first study to use storybooks to model mechanistic explanations about science concepts. We argue that embedding mechanistic language into the storybook text provided parents with a developmentally appropriate model to use with their children. As many parents may understand the concept of electrical circuitry but struggle to explain it to their preschool-aged children (Gleason and Schauble, 1999; Schauble et al., 2002; Shtulman and Checa, 2012; Vlach and Noll, 2016), storybooks may be an effective method for scaffolding parents’ explanations to children.

These results add to previous work showing how providing developmentally appropriate models of scientific explanations can help parents integrate this language into their conversations with children. For example, Jant et al. (2014) reported on a study where experimenters modeled explanations about building engineering, finding that modeling specific language for parents can modify the content of conversation and lead to deeper exploration and understanding of the topics at hand. Additionally, Benjamin et al. (2010) found that providing instructions prompting parents to ask more causal wh-questions during museum interactions was effective in boosting the use of such questions to children. The current study builds on this prior research by utilizing storybooks instead of museum educators or researchers as an interactive tool for prompting parental use of mechanistic language. Using a storybook method for modeling explanations may prove especially useful for scaling up parent–child interventions in the future, as a live experimenter or educator is not required to be present.

Moreover, most previous research on parent–child interventions around scientific discourse largely involves explicit instruction for parent–child interaction. For instance, previous studies have used conversational cards to explicitly instruct parents to ask more questions, be more elaborative, or encourage children’s exploration (Benjamin et al., 2010; Jant et al., 2014; and see Boland et al., 2003 for an example in a non-scientific setting). In the current study, we employed a less explicit method of storybooks to model a type of explanation known to facilitate learning. We argue that the storybook delivery method can be seen as a strengths-based approach to fostering scientific discourse. Storybooks containing embedded explanations provide parents with accurate scientific information while also allowing for considerable latitude in how the parent chooses to use the storybook text based on individual family dynamics or cultural values (e.g., Gutiérrez and Rogoff, 2003; Kline, 2015). For instance, a parent may choose to read the text verbatim, may augment the text with subsequent discussion, or employ a combination of these practices. The adoption of such a strengths-based approach holds important implications for adapting this study to other populations, as we discuss in more detail in the text that follows.

Interestingly, when examining the amount of mechanistic language produced in dyadic conversations, we found that it was quite rare, comprising approximately 6% of dyads’ total utterances. Though this proportion may appear small, it is consistent with prior research. For instance, Kurkul et al. (unpublished) found that parents do not often produce spontaneous mechanistic explanations to their children, and observational studies that have measured the frequency of child-directed explanations report similar proportions (Beals, 2001; Rowe, 2012). Though explanatory language is relatively rare in everyday conversation (Rowe, 2012), research has shown that even infrequent participation in such conversations is positively related to children’s scientific understanding (Tabors et al., 2001).



Does Embedding Explanations About Causal Mechanisms Into Storybooks Affect Children’s Science Learning?

Regarding (b) in the first research question, we observed that storybook condition affected children’s learning during the independent circuit task. Here, children in the mechanistic condition were more successful at completing the circuit task than children in the non-mechanistic condition. These results show that not only does a book-reading manipulation affect parent–child scientific discourse, it also impacts children’s scientific behaviors on a different, but related task. This finding provides further evidence and extends Kurkul et al. (unpublished), where children’s performance on a similar circuit task was enhanced when they were systematically exposed to mechanistic explanations from experimenters. Here we show that using storybook interactions with parents is similarly effective. Because prior research has often looked solely at storybooks without a hands-on application task or solely at targeted games such as gears or circuits (Legare and Lombrozo, 2014; Kurkul et al., unpublished), our study extends this research by targeting both of these elements together.

Although we found that storybook condition influenced children’s performance on the independent circuit task, our results indicated that there was no main effect of condition on children’s responses to a series of comprehension questions gauging their mechanistic understanding. One explanation for this null result is that the comprehension questions relied on a deeper understanding of electricity’s mechanism than the independent circuit task. It is possible that in order to complete the independent circuit, children may have simply relied on their procedural memories, replicating what they did with their parent in the dyadic circuit task. However, in order for children to correctly answer the comprehension questions, they likely needed to possess an accurate understanding of the underlying mechanistic concept. On this hypothesis, children may have needed more scaffolding—such as participation in mechanistic conversation with their parents—to fully acquire an understanding of electricity’s mechanism.

Indeed, in our second research question, we found support for this hypothesis by showing that the effect of storybook condition on children’s comprehension was statistically moderated by children’s social interactions with their parents. The results indicate that mechanistic conversation amplified the effect of mechanistic storybooks on children’s science learning. We interpret these results using a social-interactionist framework: reading stories that contain mechanistic language may not be sufficient to teach children about the mechanisms underlying scientific concepts. Instead, we argue that social interaction serves as the process for learning and therefore, helped to strengthen the mechanistic concepts conveyed in the storybook. In other words, the more the dyad used mechanistic language, the better the child performed on the comprehension assessment.

This finding extends prior research and provides further evidence that social interaction is an important process by which adults influence children’s learning (Gunderson and Levine, 2011; Pruden et al., 2011; Marcus et al., 2017). We reached a similar conclusion to Jant et al. (2014) in that children learn about scientific mechanisms through a combination of “doing and talking.” Indeed, children can learn some of the information regarding electrical circuitry through hands-on contact with the circuit game. However, a more complete understanding of the mechanism underlying the circuit seems to require conversation and interaction with more knowledgeable others. This conclusion draws upon and unites two relatively separate literatures on how children learn, one of which focuses on children’s hands-on exploration (e.g., Piaget, 1964) and another that emphasizes the role of conversation and interaction (e.g., Vygotsky, 1978). Taken together, these findings indicate that systematic exposure to mechanistic explanations via storybooks coupled with opportunities to discuss and explore the mechanisms under question can be an effective way to improve children’s understanding of scientific concepts.



Limitations

It is important to note that because data were collected primarily in a museum and laboratory context, the sample was drawn from a relatively educated, higher socioeconomic population of parents. One important direction for future research is to determine whether this manipulation would be successful with other populations of parent–child dyads, such as families from lower socioeconomic backgrounds. We argue that our storybook delivery method—as opposed to an explicit intervention with an experimenter—may potentially increase parents’ willingness to adopt the explanatory style modeled in the storybook. However, it is important to note that previous studies have found that higher socioeconomic status caregivers, particularly those with more education, report reading more frequently (Bus et al., 1995) and using more explanations with preschool-aged children (Rowe, 2012). These socioeconomic status differences in baseline patterns of parent–child interaction may suggest a need to modify the current procedures, by for example, providing more scaffolding during the book-reading interaction. Nevertheless, the application of a scientific storybook intervention across populations is an important question for future research.

Second, we chose to use parents rather than experimenters as children’s conversational partner to create a more naturalistic interaction. This design choice may have resulted in additional unexplained variation in features of conversation than if we used an experimenter. For instance, parents’ use of other linguistic features such as questions or non-verbal scaffolds may have also contributed to children’s science learning. However, because dyads were randomly assigned to the conditions and mechanistic explanations were the only manipulation, other conversational features that contribute to children’s learning should be equally distributed across the two conditions. Though examining potential condition differences in these features was beyond the scope of the study, we found no difference in dyads’ overall talkativeness (i.e., number of total utterances) across conditions. This gives us some evidence that it was the increase in mechanistic conversation, not other features of conversation, that caused improvements to children’s individual and joint learning.

Further, because parents did not implement the intervention in a standardized way (as an experimenter would have), there was wide variation in the amount of mechanistic language children heard, even within the same condition. This variation is evidenced by large standard deviations in the mechanistic language variables. Variation could possibly reflect that the “uptake” of the intervention was more successful for some dyads more than others. Future research with a larger sample size could test this claim by examining who this intervention works best for and why.



Implications and Future Directions

There are several future directions that stem from this work. First, we focused on the concept of electricity and the mechanism that makes electricity work because it is developmentally appropriate for preschool-aged children and could be discussed during this single timepoint study. However, future studies may consider embedding other STEM concepts into storybooks, particularly those that are more opaque, such as germs, or more complex, such as forces and gravity. Another future direction is to determine the longitudinal effects of scientific storybooks on discourse and evaluate the longevity of the knowledge the children acquired during the intervention. As parents were asked to read the storybook with children on a single occasion, a next step could be to provide families with a set of books to take home and examine whether longer-term exposure leads to larger gains in children’s scientific understanding. Indeed, we know that repeated reading of storybooks leads to more extratextual talk and engagement from the adult and child (Robbins and Ehri, 1994; Senechal et al., 1995; Leung, 2008).

Our study has the potential to inform research on parent–child interaction and science learning. First, the results from this study demonstrate that subtle differences in how a concept is presented, namely, the presence or absence of mechanistic reasoning, can influence children’s learning. Recall that the illustrations, accuracy of information, linguistic complexity of text, and the length of the storybook explanations were equivalent across the two conditions. Thus, we are able to isolate changes in discourse and learning to the mechanistic manipulation. This finding holds implications for educators, parents, and other caregivers regarding the importance of integrating mechanistic reasoning into informal and formal educational settings. Second, storybooks may provide a window into science content that parents are less comfortable talking about with their child. Presenting scientific information in a storybook containing both narrative and informational elements may make the information more accessible, interesting and appealing to both parents and children, and is a cost effective and fun way to join learning with leisure. In considering formal learning contexts, this study can inform educators about ways to enhance science instruction across the curriculum. Research indicates that only 3–11% of preschoolers’ time is spent on science activities in early childhood classrooms versus nearly double the amount spent on literacy activities (La Paro et al., 2009; Piasta et al., 2014). Our results illustrate that literacy and science can be integrated, where children learn science content knowledge by engaging shared book reading. Indeed, shared reading of informational books is a practice that many educators utilize frequently.



CONCLUSION

In sum, embedding mechanistic explanations in storybooks can be an effective way to increase children’s science discourse and learning. We present a framework for enhancing parent–child interactions that can be implemented in informal and formal learning settings by a variety of caregivers. Our findings add to the existing evidence that conversation between an adult and child plays an essential role in the development of mechanistic reasoning and more generally their understanding of science concepts during the early childhood period.
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We investigated the hypothesis that theory of mind (ToM) and epistemological understanding promote the aspect of science learning that concerns the ability to understand that there can be more than one representation of the same phenomenon in the physical world. Sixty-three students ranging in age from 10 to 12 years were administered two false-belief ToM tasks, an epistemological understanding task that investigated beliefs about the nature of science and a science learning task. The science learning task required distinguishing and reflecting upon phenomenal and scientific depictions of phenomena in observational astronomy. A three-stage hierarchical multiple regression showed that ToM was a significant predictor of performance in the astronomy task, supporting the hypothesis of a common underlying conceptual component. The results also showed that performance in the personal epistemology–nature of science task was a significant predictor of performance in the astronomy task, even when ToM and age were taken into consideration. The results indicate that both ToM and epistemological understanding promote the ability to construct and reflect on phenomenal and scientific representations of the same situation in the physical world and have important implications for science education.
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INTRODUCTION

The learning of science is a complex task for many students, requiring the development of a host of interrelated thinking skills and conceptual changes (Carey, 1985; Chi, 2009; Kuhn, 2011; Vosniadou, 2019). The present research focuses on one aspect of this development, which has to do with the ability to construct and flexibly manipulate more than one representation of the same phenomenon in the world. For example, it has been shown that between the ages of 6 and 12, children recategorize their concept of the Earth from that of a physical object (a flat ground with the Sun and Moon in the sky above) to an astronomical object (a rotating sphere, a planet revolving around the Sun; Vosniadou and Brewer, 1992, 1994; Vosniadou et al., 2004; Vosniadou and Skopeliti, 2014). This recategorization suggests that the children had constructed a second, scientific representation of the Earth, which was distinct from their original, perception-based representation.

Recent research has shown that scientific representations do not supplant initial, phenomenal representations but coexist with them (Shtulman and Valcarcel, 2012; DeWolf and Vosniadou, 2015; Vosniadou et al., 2018). One of the important tasks of science learning and scientific thinking is to learn to navigate flexibly between such alternative representations (Pozo et al., 1999; Schwartz and Brown, 2013; Treagust et al., 2017). This is not an easy task. In a series of experiments, Kyriakopoulou and Vosniadou (Kyriakopoulou and Vosniadou, 2004, 2008; Vosniadou and Kyriakopoulou, 2006) presented elementary school children with phenomenal and scientific depictions of the same astronomical phenomena, such as the shape of the Earth, the structure of the solar system, and the day/night cycle, and asked them to select those that were closer to the way “things appear to be” and those that were closer to the way “things really are.” The results showed an increase in the selection of the depictions that represented scientific representations with development, indicating that the children had acquired some scientific knowledge. Having constructed a scientific representation does not necessarily imply, however, that science learning has been completed. Students still need to learn how to distinguish scientific from phenomenal representations and manipulate them appropriately depending on the context. The results of the above-mentioned studies showed that for the majority of the astronomical phenomena investigated, many children either mixed up the two kinds of representations, thinking that scientific depictions represented “the way things appear to be” and phenomenal depictions represented “the way things really are,” or selected only scientific depictions and said that they stood both for appearance and for reality. It was even more difficult for children to understand how the phenomenal depictions were related to the scientific ones and to explain why.

The development of scientific thinking skills, of which the ability to construct and manipulate multiple representations is one, has been attributed, in addition to content knowledge, to several other factors, such as information processing, executive function (working memory, shifting, and inhibition), and logical, spatial, and language abilities (e.g., Klahr, 2000; Bullock et al., 2009; Plummer, 2014; Koerber et al., 2015; Vosniadou et al., 2015; Plummer et al., 2016; Vosniadou et al., 2018). More recently, the development of scientific thinking skills has been linked to epistemological understanding (Carey et al., 1989; Carey and Smith, 1993; Kuhn, 2011), and even more recently to social cognition and theory of mind (ToM; Astington et al., 2002; Sodian et al., 2002; Osterhaus et al., 2017).

In the present research, we explore the links between children’s ability to construct and manipulate scientific representations in observational astronomy, their epistemological understanding, and social cognition and more specifically, the development of a ToM. We propose (1) that children’s ability to think about the differences between their beliefs and the beliefs of others in the social domain is a precursor of their ability to understand that the same event in the physical world can receive more than one interpretation and (2) that both of these abilities are related to the understanding of the constructive nature of knowledge—the understanding that our beliefs do not have an immediate relation to the world but are conjectures, hypotheses, that need to be verified and that they can be proven to be wrong. In the pages that follow, we describe the hypothesized links between ToM, personal epistemology (PE), and science learning in observational astronomy (SLOA) in greater detail.


Links Between ToM and PE

Theory of mind research investigates the development of knowledge about one’s mental states such as beliefs, emotions, thoughts, and desires (Astington et al., 1988; Flavell, 2004; Apperly, 2010, 2012; Sodian and Kristen, 2016). Although children have some understanding of the basic concepts of intentionality (Meltzoff, 1995) and desire (Poulin-Dubois, 1999) from early on, they do not understand that people can have different beliefs about the same situation in the world until the age of about 4–5 years (Wimmer and Perner, 1983; Perner, 1988, 1991; Mitchell and Lacohee, 1991; Taylor et al., 1991). ToM knowledge continues to develop during the elementary school years as children come to understand that it is possible for other people to see something that they themselves cannot see and that the same object can receive different interpretations when viewed from different positions (Flavell et al., 1990; Flavell, 2000) or is seen by people with different prior knowledge (Mitchell and Lacohee, 1991; Perner, 1991; Taylor et al., 1991).

The possible links between ToM and epistemological understanding were first pointed out by researchers like Carpendale and Chandler (1996) and Kuhn et al. (2000), who argued that children’s achievements in ToM mark the first step toward an increasingly interpretive view of the nature of our mental world (see also Chandler and Carpendale, 1998, and Wellman et al., 2001). Smith et al. (2000) also argued that between the ages of 4 and 6, children develop the beginnings of a PE within the framework of their ToM and then continue to reconstruct their epistemological understandings as they encounter different knowledge claims in various domains. Based on the assumption that young children’s concepts are organized in intuitive theories that undergo conceptual change, Smith et al. situated children’s initial epistemology as a sub-theory within their initial ToM.

Empirical support for these theoretical arguments was provided in a study by Astington et al. (2002) who investigated relations between children’s performance in second-order ToM belief tasks and their epistemological understanding—namely, their ability to distinguish between the cause of a situation and a person’s reason for believing it. Seventy-four children between the ages of 5 and 7 were given two- second-order false-belief (FB) tasks and two evidence tasks. In the FB tasks, the children saw the enactment of a story about a protagonist who moves a letter from place A to a new location B while mistakenly believing her friend to be absent. The children were asked to predict where the protagonist thought the friend would look for the letter. In the evidence tasks, the children also saw the enactment of two stories and were asked about the cause of an event and the character’s evidence for it. For instance, in one story, a girl comes into the room and gets her feet wet without knowing that the floor was wet because a boy spilled water on it. The participants were asked why the girl’s feet were wet and whether the girl knew the reason why. The results showed that performance in the second-order FB tasks was correlated with performance in the evidence tasks and was a better predictor of them over general language and non-verbal abilities. The authors concluded that second-order FB understanding is significantly related to epistemological understanding as exhibited in children’s ability to make a distinction between two epistemologically distinct entities—i.e., the cause of an event and a person’s evidence for it.



Links Between ToM, PE, and Science Learning

The links between epistemological understanding and science learning were made by researchers such as Hofer and Pintrich (1997) and Kuhn (2000, 2011) early on. A training study by Sodian et al. (2002) and a recent study by Osterhaus et al. (2017) provided empirical evidence for a relation between performance in a nature of science task and experimentation skills. Other related works suggest that there are relations between epistemological understanding and a wide range of scientific thinking skills and not only experimentation (Qian and Alvermann, 1995; Mason, 2000, 2003; Koerber et al., 2015; Sodian et al., 2016).

So far, ToM has been linked to the development of experimentation skills via its relation to epistemological understanding. As mentioned earlier, ToM can be helpful in the development of a PE because it leads to the recognition that empirical data and theory are distinct entities and therefore have a different epistemological status as sources of knowledge (Astington et al., 2002; Kuhn, 2011). The development of a PE is, in turn, a precursor of the development of experimentation skills. This hypothesis was examined by Osterhaus et al. (2017) who investigated relations between advanced theory of mind (AToM), nature of science understanding, experimentation skills, and general information processing (inhibition, intelligence, and language abilities) with 402 children aged 8 to 10 years. The results indicated that AToM was an important precursor of epistemological understanding, while, in turn, children’s epistemological understanding was a predictor of experimentation skills. Information processing abilities were also shown to be significantly related to experimentation skills.

The purpose of the present research was to further investigate links between advanced ToM, advanced epistemological understanding, and scientific thinking. The aspect of scientific thinking of interest in the present study was not experimentation skill but the ability to entertain dual representations of the same phenomenon in the world, and more specifically, phenomenal and scientific representations in observational astronomy. In agreement with prior research, we hypothesized that ToM would be a precursor of advanced epistemological understanding and that, in turn, PE might be a precursor of SLOA.

Furthermore, we hypothesized that there might be direct links between ToM and SLOA. Science learning requires that children can understand that the same phenomenon in the world can receive an interpretation different from that which is based on their phenomenal experience. For example, they must understand that although the Sun seems to hide behind mountains or clouds at night, the cause of the day/night cycle is to be found in the axis rotation of the Earth. They must also understand that the scientific and phenomenal interpretations do not function independently but are related to each other because they both refer to the same situation in the world, although in a different way. As mentioned earlier, the construction of a scientific representation does not mean that science learning has occurred. Only when children can both construct and reflect on different possible representations of the same phenomenon can we say that scientific learning has been achieved. As discussed earlier, the same ability underlies ToM development in the social domain. In other words, there seems to be a common cognitive/conceptual component that underlies both ToM and SLOA and that is related to the ability to construct and reflect on more than one representation of the same situation. Furthermore, the development of this ability in the social domain (ToM) appears to be a precursor of its development in the physical domain SLOA.

If there is a direct link between ToM and SLOA, what is then the role of epistemological understanding? A possible answer to this question is that epistemological understanding might create the ground—the foundation—that enables the transfer of knowledge from the social to the physical domains. ToM aids in the development of a PE because it helps children to become aware of the constructive nature of knowledge in general and the differences between theory and evidence (Sodian and Kristen, 2016). This metaconceptual understanding about the nature of knowledge, in turn, makes it more likely for children to notice that it can apply to domains other than ToM, namely, to people’s explanations of phenomena in the physical world.

To sum up, we hypothesized that the emerging awareness that people can have different beliefs about events in the social world in ToM is an important precursor in children’s ability to construct and reflect on different representations of the physical world SLOA. Furthermore, we hypothesized that both ToM and SLOA are conceptually linked to PE. ToM contributes to the emergence of PE as demonstrated by previous research. Developments in PE, in turn, facilitate the development of SLOA, allowing children to transfer their understanding of the possibility of alternative beliefs from social situations to the physical world. Figure 1 demonstrates the hypothetical relation between ToM ability, PE, and SLOA.
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FIGURE 1. Hypothetical relations among ToM, PE, and SLOA.


The hypotheses were tested by examining the relation between children’s performance in two ToM, one PE, and one SLOA tasks. Advanced ToM knowledge was investigated using two FB tasks in which the children had to set aside their knowledge of reality and to attribute an FB to an agent that lacked this knowledge. In the SLOA domain, children were administered a task in which they had to set aside their phenomenal perception of the physical world and adopt a scientific explanation. In both the ToM and SLOA tasks, the children were also asked to justify their responses and to reflect on what they knew and on how they knew it (Lombardi and Sinatra, 2018). The Nature of Science Interview (Carey et al., 1989; Smith et al., 2000; Smith and Wenk, 2006) was used to investigate epistemological understanding. We predicted that performance in all tasks will increase with age (Hypothesis 1). We also predicted that performance in the ToM tasks would be a significant predictor of performance in the SLOA task, even when PE and age were taken into account (Hypothesis 2). Finally, we predicted that performance in the PE task would be a significant predictor of performance in the SLOA task (Hypothesis 3).




MATERIALS AND METHODS


Participants

The participants were 63 students (34 male) who attended grades 5 and 6 in a middle-class school in central Athens. They ranged in age from 10 to 12 years and 6 months (mean age: 10 years and 7 months). There were 27 children ranging in age from 10 years to 10 years and 11 months (mean = 10 years and 3 months), 26 children ranging in age from 11 years to 11 years and 11 months (mean = 11 years and 2 months), and 10 children ranging in age from 12 years to 12 years and 6 months (mean = 12 years and 1 month).



Procedure

The students were interviewed individually at their school, in a quiet room, by one of the experimenters. The measures were administered in two sessions. The two ToM tasks and the PE task were administered first. The SLOA task was administered in the second session. Each session lasted approximately 30 to 40 min. All interviews were audio-recorded and were later transcribed for scoring.



Materials


ToM Tasks

The materials consisted of the second-order FB task “Ice Cream Story” (Perner and Wimmer, 1985) and the third-order FB task “Double Bluff” by the Strange Stories (Happé, 1994). The second-order FB task was the “Ice-Cream Story.” In this story, there are two friends, John (agent A) and Mary (agent B) who want to buy ice cream. John knows that the ice cream van has been moved from a park to a church. Mary is also informed about the location change, but John does not know that Mary knows about the new location. The crucial question is where John thinks Mary will go to buy ice cream—i.e., to the park or to the church. In order to succeed in this task, the students must understand that John can have an FB about Mary’s belief. In other words, that it is possible to have beliefs about other people’s beliefs, and these beliefs may be false. As Perner and Wimmer (1985) discuss, there is a conflict between Mary’s propositional attitude (Mary knows the van is in the church) and Mary’s propositional attitude as believed by John (Mary thinks the van is in the park). There is also a conflict between what John believes about Mary’s belief and about what the child knows. In this case, the child must set aside his/her own knowledge about Mary’s current belief and must interpret and evaluate John’s model about the ice cream van’s current location.

The students were asked three questions. First, a comprehension question—“Where is the Ice-Cream Van?”—was asked in order to ensure that the story was understood. Second, a question was asked about John’s belief—“Where does John think Mary has gone?”—in order to determine whether they understood that John would believe that Mary would go to the park and not to the church. Third, the children were asked the question “Why does John believe that?” to justify why they thought that John had an FB.

Third-order belief tasks investigate more advanced forms of ToM that involve feelings, motives, and the use of more complex linguistic forms such as indirect speech, irony, and white lie (Happé, 1994). In the third-order FB task, students must understand that “the intended meaning of a message is different from the literal meaning of the utterance” (Miller, 2012). The “Double Bluff” story given to the students described a situation where a soldier is interrogated by the enemy about the location of his army’s tanks. In the process of the interrogation, the soldier reveals the true location of the tanks with the intention of deceiving the enemy. In other words, the soldier thinks that the enemy will not believe that he will reveal the tanks’ true location and will think that what he is telling them is not the true location of the tanks. In order to succeed in this task, students must understand that the soldier wants to deceive the enemy. In other words, the child must recognize that the soldier’s utterance is intended to be interpreted non-literally. As in the previous task, the participants were also asked three questions. First a comprehension question (“Is what the prisoner said true?”), second an FB question (“Where will the enemy look for the soldier’s army tanks?”), and third a justification question (“Why did the prisoner say what he said?”).



PE Task

The Nature of Science Interview (Carey et al., 1989; Smith et al., 2000; Smith and Wenk, 2006) was used to test students’ PE. This instrument examines the extent to which students have developed an understanding of the constructive nature of science. In a structured interview, the participants were asked to respond to four clusters of questions. Cluster 1 asked the students about the general aims of science and the types of questions scientists ask. Cluster 2 was about the nature and purpose of experiments and experimental procedures. Cluster 3 was about the nature of hypothesis formation and testing, and Cluster 4 was about the nature and the process of theory change. The exact questions that are used in the interview can be found in Table 1.


TABLE 1. The Nature of Science Interview (Carey et al., 1989; Smith et al., 2000; Smith and Wenk, 2006).

[image: Table 1]


SLOA Task

The ability to reason about conflicting conceptual models of the physical world was measured using the SLOA task. The SLOA is a computer-based task that investigates students’ knowledge of the scientific representations in observational astronomy and their ability to distinguish them from perceptually based representations. It also investigates the ability to reflect on the discrepancies between these two representations. The task consists of two pictures of each of six astronomical phenomena (Earth Shape, Gravity, Relative Size of Sun and Moon, Relative Size of Sun and Earth, Day/Night Cycle, and Solar System), shown in Table 2. One picture depicted phenomenal representations and the other scientific representations. The pictures were based on previous research in which children were asked to create their own representations of the same astronomical phenomena (Vosniadou and Brewer, 1992, 1994; Vosniadou et al., 1996). The task was validated in an earlier study with sixth-grade children (Kyriakopoulou and Vosniadou, 2008) in which the children were asked to explain what astronomical phenomena these pictures represented.


TABLE 2. Science Learning in Observational Astronomy Task.

[image: Table 2]
The students were shown the two pictures of each phenomenon in a random order. They were told that pictures were about the Earth, Sun, and Moon and the specific astronomical phenomenon investigated (e.g., the shape of the Earth, where people live on the Earth, the relative size of the Earth, and the Moon, etc.). They were then asked the following questions: (1) “Look at the two pictures. What does the first picture show? What does the second picture show? These questions tested children’s understanding of the referential nature of these pictures. They also revealed if they had been exposed to a scientific explanation of them.” (2) What are the differences between these two pictures? This question tested whether the children were able to understand that the two pictures referred to the same phenomenon in the world. If the students did not refer to the distinction between appearance and reality at the time of the second question, the experimenter prompted them to select which picture was closer to the way things appear to be and which picture showed the way things are in reality, clarifying that they could choose the same picture for both questions. Question 3—the justification question—was asked only if the students referred to the appearance–reality distinction in the second question. The justification questions for each phenomenon are shown in Table 2.




Scoring


ToM Tasks

Responses to ToM tasks (Perner and Wimmer, 1985; Happé, 1994) were placed in five categories based on the recognition of FB and the type of justification provided in both tasks. The response categories were the following: no recognition of FB (score 1); recognition of second-order FB only (score 1.5); recognition of second-order FB and correct justification (score 2); recognition of both second- and third-order FBs and correct justification for the second-order belief (score 2.5); and recognition of second- and third-order FBs and correct justification for both (score 3). Two independent coders placed the students in one of the above-mentioned categories. Agreement rate was calculated to be 97% and was statistically significant based on Kendall’s tau correlation analysis (τ = 0.965, N = 63; p < 0.001). All disagreements were resolved through discussion. Two students recognized both the second- and third-order FBs but provided correct justification only for the third-order FB task, while three students recognized and correctly justified only the third-order FB. These students were placed in the more advanced category 5 because they succeeded in the most advanced task. The reliability of children’s responses in the second-order FB task and third-order FB task was not very high (Cronbach’s α = 0.43). This was probably due to the small number of items (two tasks—second and third order—and two responses per task, correct vs. incorrect recognition, and justification or not). Prior studies in which these tasks were used have shown that they were valid assessments of children’s ToM ability.



PE Task

The Nature of Science Interview task (Carey et al., 1989; Smith et al., 2000; Smith and Wenk, 2006) was scored based on the system developed by Carey and her colleagues (Carey et al., 1989; Carey and Smith, 1993; Smith et al., 2000; Smith and Wenk, 2006), consisting of four question clusters, each of which had five epistemic levels. Table 3 shows the type of student responses for each question cluster by epistemic level.


TABLE 3. Type of student responses in each question cluster in the Nature of Science Interview by epistemic level.

[image: Table 3]
Each epistemic level was scored as 1, 1.5, 2, 2.5, and 3, respectively. Two coders independently scored all of students’ responses. Agreement rate was calculated to be 98% for Cluster 1 (τ = 0.976, N = 63; p < 0.001), 98% for Cluster 2 (τ = 0.985, N = 63; p < 0.001), 94% for Cluster 3 (τ = 0.940, N = 63; p < 0.001), and 92% for Cluster 4 (τ = 0.921, N = 63; p < 0.001). All disagreements were resolved through discussion. Reliability for children’s responses for all the 13 questions was Cronbach’s α = 0.70.

Each student was given one score for each cluster, based on the highest epistemic level achieved in the cluster questions. A final average epistemic level score for each student was also computed based on the students’ level scores in the four clusters. The final epistemic level scores represented the following competencies: epistemic level 1 responses (knowledge unproblematic epistemology) agree with the belief in true and certain knowledge. Students refer to scientists’ ideas, experiments, and results in an undifferentiated mode, and goals are the activities and products of science. Epistemic level 1.5 responses are more elaborated concepts of level 1. Students become increasingly aware that scientists have ideas but do not yet understand that these ideas are tested through experimentation. Epistemic level 2 responses show sensitivity to explanation and hypothesis testing. Students begin to differentiate between ideas, experiments, and results. Epistemic level 2.5 responses are more complex and sophisticated expressions of level 2. The students at this level show a more complex understanding of the testing process with reference to multiple pieces of evidence and begin to understand that the development of ideas is not just a process of simply adding new ideas to preexisting ones. Epistemic level 3 responses (knowledge problematic epistemology) reveal an understanding of the uncertain and relative nature of knowledge (for a detailed description, see also Carey and Smith, 1993; Smith et al., 2000).



SLOA Task

A fourth-step process was followed to score the students’ responses with the SLOA task. First, for each astronomical phenomenon, each student selected one picture for appearance and one for reality. Based on their choices, the students were placed in one of the following four categories: (1) no distinction between appearance and reality—when the picture chosen was the phenomenal one for both reality and appearance; (2) appearance–reality reversed—when the picture chosen was the phenomenal one for reality and the scientific one for appearance; (3) scientific responses only—when the picture chosen was the scientific one for both reality and appearance; and (4) distinction—when the picture chosen was the scientific one for reality and the phenomenal one for appearance. Two coders independently scored all responses. There were no disagreements between the two independent coders (τ = 1, n = 63; p < 0.001).

Second, for each astronomical phenomenon, the students were asked to justify their choices. Depending on the type of the justification provided, their responses were placed in the following three categories: (1) no justification, if they could not make the appearance–reality distinction; (2) initial, if they were consistent with phenomenal experience or if they revealed any kind of phenomenal misunderstanding; and (3) scientific, if they could justify the differences between appearance and reality in scientific terms. Kendall’s tau correlation analysis showed that the agreement between the coders was statistically significant (τ = 0.977, n = 63; p < 0.001). All disagreements were resolved through discussion.

Third, based on the pictures selected and on their justifications, the children were placed in one of the five overall SLOA categories and were given the overall scores 1, 1.5, 2, 2.5, and 3, respectively, for each astronomical phenomenon, as shown in Table 4. In this step, there was total agreement between the coders in how they applied the five-level coding system (τ = 1, n = 63; p < 0.001).


TABLE 4. Presentation of the scoring process for each astronomical phenomenon in the SLOA Task.
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Fourth, a final score for each student was also calculated based on the mean score in the combined six astronomical phenomena, and this final score was used in the statistical analyses. The reliability of children’s final SLOA responses for the six astronomical phenomena was α = 0.76.





RESULTS


Descriptive Statistics

Table 5 shows the frequency and percentage of students assigned in the final response categories in the ToM task as a function of age.


TABLE 5. Frequency and percentage of students in the five categories of the two ToM tasks combined as a function of age (Perner and Wimmer, 1985; Happé, 1994; N = 63).
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Table 6 shows the frequency and percentage of students assigned to each epistemic level in the four question clusters. As can be seen, the majority of the students were categorized at epistemic level 1. When looking at the performance of the students as a function of age, we can see (Table 7) an increase in epistemic level as predicted, particularly for the older students in the sample.


TABLE 6. Frequency and percentage of students in the four clusters of questions as a function of epistemic level at the Nature of Science Interview (Carey et al., 1989; Smith et al., 2000; Smith and Wenk, 2006; N = 63).
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TABLE 7. Frequency of students in each epistemic level based on their total responses in the Nature of Science Interview as a function of age (N = 63).
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Table 8 shows the frequency and percentage of students placed in each of the five response categories as a function of age. As predicted, performance increased with age, particularly in the number of children who could provide justifications of the distinction between phenomenal and scientific depictions.


TABLE 8. Frequencies and percentage of students in the five categories based on their total responses in the SLOA Task as a function of age (N = 63).
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Correlations

Children’s final scores in the three tasks were considered to represent meaningful and equally spaced intervals indicating progressively higher levels of response. Pearson correlations showed significant results between age and performance in all the tasks: ToM tasks (r = 255, p < 0.05), PE (r = 468, p < 0.01), and SLOA task (r = 440, p < 0.01). Table 9 shows Pearson product–moment correlations between age (range of age: 10 years to 12 years and 6 months) and scores on ToM tasks (M = 2.09, SD = 0.76), Nature of Science Interview (PE; M = 1.14, SD = 0.20), and SLOA task (SL; M = 2.23, SD = 0.39). As hypothesized, performance in ToM, PE, and SLOA correlated significantly with each other, and all were correlated with age. Because of the skewness in the PE variable, the correlations were also conducted using the logarithmic transformation of the PE. The results did not change.


TABLE 9. Pearson correlations of age, ToM, PE, and SLOA (N = 63).
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Regressions

Two hierarchical multiple regression analyses were conducted in order to examine the following hypotheses: (1) that both ToM and PE predict students’ performance in the SLOA task and (2) that both independent variables (ToM and PE) will continue to be good predictors for the dependent variable (SLOA) even when age was taken into consideration.

A two-step hierarchical regression analysis examined the first hypothesis. In this analysis, performance in the SLOA task was the dependent variable. We first introduced into the equation performance in the ToM tasks as a predictor. At the second step, performance in PE task was added. The results showed that at Step 1, ToM ability contributed significantly to the regression model [F(1, 62) = 17.707, p ≤ 0.001], and accounted for 23% of the variation in the SLOA task. The introduction of the PE variable explained an additional 13% of the variation in performance in the SLOA task [F(2, 62) = 16.558, p ≤ 0.001]. In the final equation, PE made a greater contribution (β = 0.401, p ≤ 0.001) than ToM (β = 0.302, p ≤ 0.001) (see Table 10).


TABLE 10. Summary of hierarchical regression analysis predicting performance on the SLOA Task from ToM and PE.
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A three-step hierarchical multiple regression analysis was conducted in order to examine the second hypothesis. In this analysis, performance on the SLOA task was the dependent variable. We first introduced into the equation the variable age as predictor. At the second step, performance in the ToM tasks was added. At the third step, performance in PE task was added in addition to age and ToM. A significant regression equation was found in all three steps (see Table 11). In Step 1, age was found to contribute significantly to the prediction of performance on the SLOA task [F(1, 62) = 14.632, p ≤ 0.001), explaining 19% of the variance, In Step 2, the introduction of ToM ability explained an additional 14% of the variance [F(2, 62) = 15.020, p ≤ 0.001]. The inclusion of PE in Step 3 also produced a significant regression equation [F(3, 62) = 12.851, p ≤ 0.001], explaining an additional 6% of the variance. As we see in Table 11, in the final equation, PE made a greater contribution (β = 0.301, p ≤ 0.01) than ToM (β = 0.287, p ≤ 0.01) whereas age made the least contribution (β = 0.226, NS).


TABLE 11. Summary of hierarchical regression analysis predicting performance on the SLOA Task from Age, ToM and PE.
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Both regressions were repeated using the logarithmic value for the PE variable. The results did not change.

A path analysis using the Analysis of Moment Structure (AMOS 26) was used to test the hypothesized direct effects from ToM to SLOA and the mediating role of PE. The analysis resulted in a saturated, just-identified model (χ2 = 0, df = 0; GFI = 1, CFI = 1, and NFI = 1), indicating a perfect fit. All path coefficients were statistically significant, indicating positive direct effects from ToM on SLOA (β = 302, p ≤ 0.01), from PE on SLOA (β = 401, p ≤ 0.001), and from ToM on PE (β = 431, p ≤ 0.001) (see Figure 2). The indirect effect of ToM on SLOA through PE was also statistically significant (p ≤ 0.01, 95% Cl [0.074, 0.296]).


[image: image]

FIGURE 2. Path model showing a direct path from ToM to PE and from PE to SLOA, as well as a direct path from ToM to SLOA.





DISCUSSION

Previous research has examined relations between social cognition, epistemological understanding, and scientific thinking, focusing on experimentation. The focus of the present research was on a different aspect of scientific thinking that has to do with the ability to construct and reflect on more than one representation of the same phenomenon in the physical world. Many researchers have discussed the importance of the ability not only to construct but also to move accurately and flexibly among various levels of representations for science learning and conceptual change (Spada, 1994; Pozo et al., 1999; Kozma, 2003; Wiser and Smith, 2009). Recent research regarding the coexistence of phenomenal and scientific representations (Shtulman and Valcarcel, 2012) and the interference of phenomenal representations in scientific reasoning tasks with adults (Vosniadou et al., 2018) further underscores the importance of developing students’ ability to think with more than one representation. In the present study, we examined children’s ability to construct and reflect on phenomenal and scientific representations in observational astronomy, a domain of science whose development is well understood based on prior research.

Science learning in observational astronomy requires that children construct explanations of phenomena such as the shape of the Earth and the day/night cycle, which are different from those suggested by perceptual experience. It also requires that they understand how this scientific representation is related to their phenomenal experience. We argued that there are some similarities between this type of science learning and correct performance in second- and third-order ToM tasks. ToM tasks are usually based on the understanding that two people can have different beliefs about the same social event or that the same proposition may have two meanings, one literal and one non-literal, depending on the context (see also Moll and Tomasello, 2007; Tomasello and Moll, 2010). In other words, ToM and science learning seem to share a common underlying cognitive/conceptual component, having to do with the ability to construct and reflect upon two representations of the same situation. It was hypothesized that this ability will develop with age and that its development in the social domain would be a precursor of its development in science learning.

The results of the present research showed age-related increases in performance in both the ToM and the science learning tasks (Hypothesis 1). Regarding the ToM tasks, the findings revealed a significant correlation between ToM and age. The younger children (10-year-olds) were able to answer correctly the second-order belief task but found it difficult to justify their responses. Third-order FB understanding with correct justification increased in the 12- to 12.5-year-old group. These results are in accordance with existing research (Happé, 1994; Muris et al., 1999; White et al., 2009). Children’s developing ability to reflect on their reasoning (Miller, 2012) has been shown to be related to the ability to understand and imagine multiple perspectives and alternatives (Bosacki and Astington, 1999) and to epistemological thinking (Mason, 2002).

Regarding the astronomy task, the results also showed significant improvements with age. Sixty-six percent of the students distinguished the depiction that best represented “the way things appear to be” from “the way things really are” across the various astronomical phenomena (Categories 4 and 5), indicating that they knew the scientific explanation. However, the ability to verbally articulate the relation between phenomenal and scientific depictions increased, particularly in the 12- to 12.5-year age group. The results agree with previous research (Vosniadou and Kyriakopoulou, 2006).

Successful performance in the astronomy task undeniably requires domain-specific content knowledge as well as the development of complex perspective taking, spatial reasoning, information processing, and executive function skills. However, it also critically depends on the ability to understand that it is possible to entertain more than one representation of the same phenomenon in the physical world and reflect on these representations. The results of the regression confirmed that performance in the ToM tasks was a significant predictor of performance in the astronomy task. The present study is the first to show that ToM is a precursor of science learning. Previous research showed ToM to be a precursor of epistemological understanding only, but not of scientific thinking. This result supports the hypothesis that there is a common conceptual component between ToM and SLOA. Both tasks require the ability to construct and reflect upon dual representations. It appears that this ability develops first in the social domain. Understanding that people have different beliefs about the same social event facilitates the recognition that it is possible that the same phenomenon in the physical world might receive different interpretations.

Students’ ideas about the nature of science (Carey et al., 1989; Smith et al., 2000; Smith and Wenk, 2006) were found to be mostly in agreement with an initial level of PE (level 1), indicating an attachment to a single, true, and certain truth. These results are consistent with the findings of Carey et al. (1989); Honda (1994), and Smith et al. (2000) who used the same measure to investigate the epistemic beliefs of students attending the last grades of primary school and first grades of secondary school. In the present research, only a few of the older students (12–12.5 years old) gave responses that were categorized in level 2. It seems that for these few children, there is a small, although significant, shift from an entirely objective and certain view of knowledge to a more constructivist epistemological stance, where there is a need to think explicitly about their beliefs, examine them in a framework of alternatives, and provide the evidence to confirm/disconfirm them (Kuhn, 1993). The development of these dispositions to think about knowledge, the nature of science, and the process of knowing in a framework of conflicting views may serve as the foundation for the development of scientific thinking (Qian and Alvermann, 1995; Mason, 2000). Indeed, the results of the regression analysis confirmed the hypothesis regarding the relations between ToM, science learning, and epistemological understanding, by showing that performance in the nature of science task was a significant predictor of performance in the astronomy task, even when ToM and age were taken into consideration, explaining the largest percentage of the variance (Hypothesis 3).

A possible interpretation of the role of PE is that it acts as a mediator between ToM and SLOA, allowing the transfer of knowledge from the social to the physical domains. In other words, the recognition, first achieved in the ToM domain, that people can have different beliefs or that the same event may be interpreted in different ways becomes the foundation that allows children to form an awareness of the constructive nature knowledge in general (Astington et al., 2002; Eisbach, 2004; Sodian and Kristen, 2016; Osterhaus et al., 2017). It can also serve as the foundation for the recognition that evidence and theory are distinct entities, an understanding that is central to scientific learning (Kuhn et al., 2000; Iordanou, 2016). The development of a PE, in turn, further enables and facilitates the transfer of ToM understanding in the domain of science. Although a preliminary investigation of the possible mediating role of PE between ToM and SLOA was confirmed, this relation needs to be investigated in greater detail in future research with a larger number of participants and taking into effect especially the role of age and of executive function skills.

The awareness that different people can have different interpretations of the same social event and the ability to verbally articulate it and generalize it to other knowledge situations is not a trivial task. It constitutes a major cognitive development and requires considerable conceptual changes, similar to that described by Karmiloff-Smith (1992) in the area of language development. Karmiloff-Smith investigated how children treat the fact that the same word may have more than one meaning, i.e., that it can refer to two different situations in the world. Although in our case children face a reverse problem (where two different representations refer to the same situation in the world), nevertheless, in both cases, we have a problem that demands dealing with dual representations of some form. Karmiloff-Smith’s studies (1979) showed that 5- to 6-year-olds were not always able to use the words correctly and explain why. Only later, around the age of 6–7 years, were they able to do so, suggesting that they had achieved a consciously accessible and verbally stated metalinguistic knowledge. Karmiloff-Smith (1992) argued that this achievement was the product of a process of “representational re-description.” Through this process, implicit information becomes explicit knowledge, progressively available to other parts of the cognitive system and under self-evaluation. Then, it is feasible for the child to produce and use multiple representations at different levels of explicitness and detail.

In more recent work, Kuhn (2006) relates similar achievements to developments in executive control in adolescence that allow metacognitive reflection of one’s representations and flexible access to dual representations. According to Kuhn, the absence of this ability leads to a singular experience of “the way things are” as a framework for understanding the world.

The results of the present research indicate that level 2 epistemological understanding was only beginning to be achieved in the 12-year-old group. As the regression analysis showed, epistemological understanding was the most important predictor of the participants’ ability to reflect on conflicting astronomical depictions. The findings support the interpretation of the possible mediating role of PE and a conceptual link of ToM, science learning, and epistemological understanding. As children moved to a more constructivist epistemology of science, they succeeded more often in forming scientific representations and understanding their relation to their phenomenal experience.


Limitations and Future Directions

The present research provides us with an initial understanding of the links between social cognition, epistemological understanding, and science learning in the area of observational astronomy but has several limitations. One limitation is the small sample size and the limited statistical analysis. The research needs to be replicated with a larger developmental sample that would allow the use of structural equation modeling to further test the presence of direct links between ToM and science learning, the hypothesized mediating role of epistemological knowledge, and the roles of age and executive function skills. In addition, other important factors such as spatial and perspective-taking abilities, language abilities, and prior knowledge should be considered in future research. It is very probable that particularly executive function skills, such as working memory, inhibition, and shifting, could account for part of the commonalities observed between ToM, PE, and SLOA. Future research needs also to further test the links between ToM and science learning in other domains of science, where there is reason to believe that common conceptual components are shared, not only in the domain of observational astronomy.

It is possible that the relations between social cognition, epistemological understanding, and science learning are bidirectional and not unidirectional. For example, it is possible that developments in students’ PE allow for a more advanced understanding of ToM, while the learning of science makes possible the development of more sophisticated epistemological understandings. This hypothesis needs to be tested in future research.

Last but not least, it is important to test the relations between ToM, epistemological understanding, and science learning using training and intervention experiments. If ToM and PE are precursors of science learning, we should expect that training in ToM, and/or ToM and PE at an early age improves children’s ability to construct and flexibly manipulate different representations of the same phenomenon in the physical world.



Implications for Science Instruction

Many researchers have argued that science education should be oriented toward the development of students’ ability to construct multiple representations and be able to move flexibly among them (Spada, 1994; Pozo et al., 1999; Wiser and Amin, 2001; Treagust et al., 2017). According to Schwartz and Brown (2013), improvements in students’ ability to move across various levels of representation (e.g., phenomenal, molecular, and symbolic) could lead to greater scientific understanding. Children’s performance in the present observational astronomy task indicates that children, even when they have knowledge of the scientific representations, still find it difficult to navigate between them and the phenomenal ones and reflect upon them. Other research have also shown that students’ ability to integrate the use of multiple representations during science learning is limited. Students tend to focus on surface features and ignore underlying mechanisms and/or are unable to coordinate between different representations (Kozma, 2003; Seufert, 2003; Won et al., 2014).

It has been difficult to develop science instruction that can improve students’ ability to form flexible scientific representations and understand their relation to perceptual experience. The importance of information processing and executive function limitations, such as working memory, inhibition, shifting, and spatial reasoning, has often been emphasized. There is no doubt that these are very important. There have been few suggestions, however, as to how to strengthen children’s conceptual understanding. The present results suggest that instruction that focuses on ToM and PE might help children develop the conceptual understanding necessary to grasp the constructive nature of knowledge and the distinction between theory and evidence, paving the way for improved learning in science.
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Learning science requires contending with intuitions that are incompatible with scientific principles, such as the intuition that animals are alive but plants are not or the intuition that solids are composed of matter but gases are not. Here, we explore the tension between science and intuition in elementary school–aged children and whether that tension is moderated by children’s tendency to reflect on their intuitions. Our participants were children between the ages of 5 and 12 years (n = 142). They were administered a statement-verification task, in which they judged statements about life and matter as true or false, as well as a children’s Cognitive Reflection Test (CRT-D), in which they answered “brain teasers” designed to elicit an intuitive, yet inaccurate, response that could be corrected upon further reflection. Participants also received a tutorial on the scientific properties of life or matter, sandwiched between two blocks of the statement-verification task. We found that performance on the statement-verification task, which pitted scientific conceptions against intuitive conceptions (e.g., “cactuses are alive”), was predicted by performance on the CRT-D, independent of age. Children with higher levels of cognitive reflection verified scientific statements more accurately before the tutorial, and they made greater gains in accuracy following the tutorial. These results indicate that children experience conflict between scientific and intuitive conceptions of a domain in the earliest stages of acquiring scientific knowledge but can learn to resolve that conflict in favor of scientific conceptions, particularly if they are predisposed toward cognitive reflection.
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INTRODUCTION

Our first theories of natural phenomena – intuitive theories – are often incompatible with the scientific theories we learn later in life. They are developed by children from a combination of inputs, including innate biases, firsthand experience, and cultural teachings (Vosniadou, 1994; Carey, 2009; Shtulman, 2017), and they play the same inferential role as scientific theories, helping us explain past events, predict future events, and intervene on present events (Gopnik and Wellman, 2012). But they differ from scientific theories in that they carve up the world into entities and processes that do not align with the true causes of natural phenomena.

One well-studied example of intuitive theories is children’s theories of life (Stavy and Wax, 1989; Hatano and Inagaki, 1994; Slaughter and Lyons, 2003). Life is a metabolic state – the consumption of energy to further an organism’s survival and reproduction – but young children do not know of the internal structures that make metabolism possible, so they interpret life as related to motion instead. Preschoolers classify moving but non-living entities, such as the sun and the clouds, as alive and classify living but non-moving objects, such as plants and trees, as not alive. These mistakes persist until children conceive of life as supported by the interrelated functions of internal organs, typically by age 10 years. Young children understand that organisms must eat and sleep in order to move and grow, but they lack the physioanatomical knowledge needed to conceive of them as bodily machines.

Another well-studied example is children’s theories of matter (Carey, 1991; Nakhleh et al., 2005; Smith, 2007). Matter is anything composed of atoms, but most material substances betray no perceptible sign of their composition. Gases and vapors are all composed of atoms, but children can neither see them nor hold them, so they classify them as non-material. They also deny that such substances have weight or take up space. Children also make the converse mistake of classifying non-material entities that they can see or feel as matter, including echoes, shadows, and heat. This pattern persists until early adolescence, when children learn a particulate theory of matter in introductory physical science.

In the present study, we assess how children reason about life and matter in relation to their cognitive reflection, or their tendency to reflect on their own thinking. Learning about life and matter requires recognizing that one’s intuitive understanding of a domain is incompatible with a scientific understanding, as well as the ability to suppress the former in favor of the latter. Children who are disposed to reflect on their own thinking may have an advantage at these tasks relative to those who are not. By studying how children’s cognitive reflection relates to their understanding of counterintuitive scientific ideas, we shed new light on the domain-general resources that allow children to construct domain-specific theories of the natural world.


Explanatory Coexistence

Learning a scientific theory at odds with an intuitive theory requires conceptual change, or knowledge revision at the level of individual concepts. Conceptual change has traditionally been viewed as a process of restructuring and replacement (Carey, 1985; Nersessian, 1989; Chi, 1992; Vosniadou, 1994). Intuitive theories are restructured to accommodate counterintuitive scientific information and thus erased in the process, in the same way that remodeling a house erases the footprint of its original layout.

This view has been challenged by research revealing that intuitive theories continue to influence scientific reasoning throughout the life span, particularly when reasoners are cognitively burdened or cognitively impaired. In the domain of life, for instance, college undergraduates instructed to classify entities as “alive” or “not alive” under time pressure are prone to make the same mistakes that preschoolers make, classifying moving but non-living things as alive and living but non-moving things as not alive (Goldberg and Thompson-Schill, 2009). Alzheimer’s disease patients make the same mistakes, even when given ample time to respond, and they explicitly define life in terms of motion rather than metabolic activity (Zaitchik and Solomon, 2008). Even elderly adults without Alzheimer’s disease are inclined to conflate life with self-directed motion (Tardiff et al., 2017), indicating that childhood misconceptions persist across the life span and must be inhibited when reasoning about life as a metabolic process.

Early intuitions about matter also reemerge under cognitive load. Adults instructed to decide whether something is material or non-material as quickly as possible will mistakenly classify gases and heft-less objects, such as dust and snowflakes, as non-material and mistakenly classify perceptible forms of energy, such as rainbows and lightning, as material (Shtulman and Legare, 2020). Adults also make systematic mistakes in deciding whether an object will sink or float. When shown two balls of equal size, one made of wood and one made of lead, they judge that the wood ball is more likely to float than the lead one. But shown a large ball of wood and a small ball of lead, they take reliably longer to make the same judgment (Potvin et al., 2015; Potvin and Cyr, 2017).

Research over the past decade has revealed that this pattern is widespread (Shtulman and Lombrozo, 2016). Adults verify counterintuitive scientific ideas more slowly and less accurately than closely matched intuitive ones in several domains, including astronomy, genetics, mechanics, thermodynamics, and evolution (Shtulman and Valcarcel, 2012; Shtulman and Harrington, 2016). And these effects have been observed in several populations, including high schoolers (Babai et al., 2010), undergraduate science majors (Foisy et al., 2015), high school science teachers (Potvin and Cyr, 2017), and elderly adults (Barlev et al., 2018). Even professional physicists (Kelemen et al., 2013) and professional biologists (Goldberg and Thompson-Schill, 2009) exhibit cognitive conflict when reasoning about counterintuitive scientific ideas. Such conflict indicates that early intuitions about natural phenomena survive the acquisition of contradictory scientific knowledge.



Cognitive Reflection

The current study investigates whether learning counterintuitive scientific ideas is shaped by cognitive reflection or the disposition to reflect on, and override, our first intuition. This disposition is most commonly measured by the Cognitive Reflection Test (CRT; Frederick, 2005), a three-item test designed for adults. Consider this item: “In a lake, there is a patch of lily pads. Every day, the patch doubles in size. If it takes 48 days for the patch to cover the entire lake, how long would it take for the patch to cover half of the lake?” The correct answer is 47, given the patch must have covered half the lake a day prior to covering the entire lake, but the question is designed to elicit an intuitive response of 24, or half of 48.

Adults who perform well on the CRT demonstrate superior performance on many other reasoning tasks, including those measuring logical reasoning, probabilistic reasoning, argumentation, and temporal discounting (Frederick, 2005; Toplak et al., 2011). The CRT is a stronger predictor of performance on such tasks than either general intelligence or executive functioning (Toplak et al., 2011). The CRT also correlates with causal reasoning (Don et al., 2016), moral reasoning (Royzman et al., 2014), endorsement of scientific claims (Gervais, 2015), rejection of supernatural claims (Pennycook et al., 2012), rejection of stereotypes (Hammond and Cimpian, 2017), and detection of fake news (Pennycook and Rand, 2018).

Cognitive reflection has been studied extensively in adults, but little is known about its development. To address this gap, we created a nine-item CRT for school-aged children, the CRT–Developmental Version (CRT-D). Each item elicits an intuitive, but incorrect, lure response that school-aged children should be able to correct upon further reflection. In a preliminary study (Young A. G. et al., 2018), we found that adults’ performance on the CRT-D was strongly correlated with their performance on the original CRT, as well as their performance on various heuristics-and-biases tasks, and children’s performance on the CRT-D was strongly correlated with child-friendly versions of the same tasks, even when controlling for age.



Research Objectives

Prior research indicates that cognitive reflection supports science understanding in adults (Shtulman and McCallum, 2014). College students’ CRT scores predict their understanding of astronomy, evolution, geology, mechanics, perception, and thermodynamics more strongly than their prior STEM coursework, their statistical reasoning ability, or their understanding of the nature of science. Here, we explore whether CRT scores predict science understanding in children, who are in the earliest stages of learning science and who have less experience reflecting on their own cognition.

We also explore whether cognitive reflection predicts children’s ability to learn new scientific information, by providing them with tutorials on life and matter. In previous research (Young A. et al., 2018), we found that such tutorials promote adults’ ability to verify counterintuitive scientific ideas. Adults are reliably slower and less accurate at verifying counterintuitive statements such as “dust has weight” and “yeast needs nutrients” relative to intuitive statements involving the same predicates, such as “bricks have weight” and “goats need nutrients.” Providing adults with tutorials on the scientific properties of life and matter helped them close the gap in accuracy between the two types of statements but not the gap in latency. In other words, the tutorials did not assuage the immediate conflict elicited by counterintuitive statements (as indexed by response times), but they did help participants favor scientific responses over intuitive ones.

In the present study, we extended this line of research to elementary schoolers. Our study followed the same protocol as Young A. et al. (2018), which included a pretest, a tutorial, and a posttest. It expanded on that protocol by including a domain-general measure of cognitive ability, the CRT-D. We expected children to show signs of conflict between science and intuition, given that the children in our age range had begun to learn about life and matter in school, and we expected children to verify counterintuitive statements more accurately following instruction. It was an open question, though, whether children’s performance on the statement-verification task would correlate with their performance on the CRT-D or whether improvements in performance, from pretest to posttest, would correlate as well.



METHODS


Participants

Our participants were 142 children in kindergarten through 6th grade. Their mean age was 8 years and 5 months, and they were approximately balanced for gender (82 female, 62 male). Children were recruited from public playgrounds and a children’s museum, and they completed the study onsite.



Materials


Cognitive Reflection Test – Developmental Version

Children answered the nine cognitive reflection questions in Table 1 (from Young A. G. et al., 2018). We used the number of correct responses as children’s score, with higher scores indicating greater cognitive reflection (mean = 2.8, SD = 1.9, range = 0–8). Reliability for the measure was acceptable (McDonald’s ω total = 0.74). While some children may have lacked the knowledge or cultural background required to answer certain items correctly, we took a conservative approach and retained all CRT-D items because they matched the response structure of the original CRT, namely, they elicited more intuitive responses than other incorrect responses. Ongoing research aims to verify that CRT-D items are functioning as intended across diverse samples.


TABLE 1. Items on the Cognitive Reflection Test–Developmental Version (CRT-D), along with their correct answer and the intuitive answer they were designed to prime.

[image: Table 1]


Statement-Verification Task

We measured children’s understanding of counterintuitive scientific ideas with a statement-verification task. Children were asked to judge four types of statements as true or false. Some statements were true from both a scientific perspective and an intuitive perspective (“tigers need nutrients”); some were false from both perspectives (“forks need nutrients”); some were true from a scientific perspective but false from an intuitive perspective (“bacteria need nutrients”), and some were false from a scientific perspective but true from an intuitive perspective (“fire needs nutrients”). The first two types of statements will be referred to as intuitive, and the latter two types as counterintuitive.

For each domain, statements were generated by pairing three predicates with 32 entities. In the domain of life, the predicates were “reproduces,” “needs nutrients,” and “grows and develops.” These predicates apply to all living things, but we predicted children would be more inclined to apply them to entities that exhibit self-directed motion. In the domain of matter, the predicates were “has weight,” “takes up space,” and “is made of atoms.” These predicates apply to all material things, but we predicted children would be more inclined to apply them to entities that can be seen or felt. Because children might not know the meanings of certain predicates, we defined each on first introduction. “Reproduce,” for instance, was defined as “things that can make more things like themselves,” and “made of atoms” was defined as “things that are made of up of tiny pieces.”

Predicates were paired with the four types of entities shown in Table 2. In the domain of life, those entities were animals (deemed alive by both science and intuition), inanimate artifacts and inanimate natural kinds (deemed alive by neither science nor intuition), plants and microorganisms (deemed alive by science but not intuition), and animate natural kinds (deemed alive by intuition but not science). In the domain of matter, those entities were physical objects (deemed material by both science and intuition), abstract ideas (deemed material by neither science nor intuition), gases and other substances lacking bulk or heft (deemed material by science but not intuition), and the visible or tangible components of energy (deemed material by intuition but not science). These pairings created the four types of statements described above: statements deemed true by both science and intuition (“bricks take up space”), statements deemed false by both science and intuition (“dreams take up space”), statements deemed true by science but not intuition (“air takes up space”), and statements deemed true by intuition but not science (“rainbows take up space”).


TABLE 2. Sample items used in the biological statements (top) and physical statements (bottom) on the statement-verification task, organized by their classification according to science and intuition.

[image: Table 2]Children completed the task on an iPad, responding via touch screen. Fifty children opted into a version of the task that played audio recordings of the statements, obviating the need to read the statements. Audio recordings of each statement were generated using Apple’s macOS text-to-speech engine. Children who listened to the audio-recorded stimuli received only four of the six predicates, due to the additional time required to play the recordings.



Tutorials

Children completed a tutorial on life or matter midway through the experiment. Each tutorial began with definitions of key characteristics of the domain, followed by a brief video that illustrated those characteristics with examples. The tutorials then addressed common misconceptions about the domain, followed by videos that illustrated why these misconceptions were false. The tutorial on life emphasized that all living things need energy and nutrients, grow and develop, react to stimuli in their environment, and reproduce. It addressed the misconception that life is synonymous with self-directed motion with examples of entities that do not move but are alive (e.g., moss) and entities that move but are not alive (e.g., comets). The tutorial on matter emphasized that all matter occupies space, has weight, is made of atoms, and can undergo phase transitions. It addressed the misconception that matter is synonymous with perceptibility with examples of entities that cannot be perceived but are material (e.g., gases) and entities that can be perceived but are not material (e.g., lightning). Tutorials took approximately 7 min to complete.



Procedure

Children completed the CRT-D, then verified 48 statements about life and 48 statements about matter (pretest), then completed a tutorial on life or matter, and finally verified 48 additional statements from each domain (posttest). Children were randomized to tutorial condition in equal proportions.

Children completed the pretest and posttest in blocks. They saw a screen introducing a particular predicate (“Does it grow and develop?”), followed by 16 statements with that predicate (“Seaweed grows and develops”). The statements were randomly ordered within a block, and the blocks were randomly ordered within the testing phase, meaning that biological and physical predicates were intermixed.

Children saw the same predicates at pretest and posttest, but those predicates were paired with 16 new items; that is, the 48 statements children saw at pretest (3 predicates × 16 items) were different from the 48 statements they saw at posttest. Items were randomly assigned to one of two item sets for counterbalancing, so that the 48-statement pretest for some children constituted the 48-statement posttest for other children and vice versa. Because of experimenter error, item sets were imperfectly balanced. One set was presented at pretest for 73% of children, whereas the other was presented at pretest for 27% of children. Preliminary analyses found item set was not a significant predictor of speed or accuracy, by itself or in interaction with statement type, in either domain at either test period, indicating that children’s performance was consistent across item sets.



RESULTS

The statement-verification task yielded two outcome measures: response accuracy and response latency. We analyzed each outcome with a linear mixed model (LMM), with statement type (intuitive or counterintuitive), test (pretest or posttest), instruction (instructed or uninstructed), and their interactions as fixed effects and by-participant and by-predicate random effects. Models with maximal random effects structures had convergence issues, and thus we followed the procedure recommended by Bates et al. (2015) to guide removal of random effects that were not supported by the data. Inference for fixed effects was carried out via type 3 likelihood ratio test (LRT) model comparison.

Our primary analyses collapse across tutorial domain (life or matter) and focus on whether the statements were targeted by instruction or not. Response latencies were similar across domains (2.83 vs. 2.93 s), and effects of instruction were similar across domains. But children did verify biological statements more accurately than physical statements (85 vs. 74%), so we report domain-specific results when analyzing response accuracy.

As noted above, some children listened to the scientific statements, and some read them on their own. The latter responded more quickly (2.30 vs. 3.96 s) and more accurately (82 vs. 74%) and were also older (9;1 vs. 7;2) and higher in cognitive reflection (3.2 vs. 2.1). However, a parallel set of models that adjusted for presentation format (read or listen) and its interactions with other predictors yielded similar findings to the reported results.


Response Accuracy

As seen in Figure 1, there was an effect of statement type, such that children verified intuitive statements more accurately than counterintuitive statements, LRT χ2(1) = 10.46, p < 0.001. Overall, accuracy for intuitive statements was 18.5% greater than accuracy for counterintuitive statements, 95% confidence interval (CI) [12.1, 24.9]. Additionally, there was a three-way interaction between statement type, test period, and instruction, LRT χ2(1) = 11.15, p < 0.001. In the instructed domain, children’s posttest accuracy for counterintuitive statements was 9.4% greater than their pretest performance, 95% CI [7.1, 11.6]. This learning was observed in both the life domain, 95% CI [1.7, 8.1], and matter domain, 95% CI [10.6, 16.8]. This effect was limited to counterintuitive statements in the instructed domain; intuitive statements were verified with similar accuracy at pretest and posttest in both domains, as were counterintuitive statements in the uninstructed domain. Instruction was thus effective at improving children’s accuracy at verifying counterintuitive scientific ideas within the targeted domain.
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FIGURE 1. Estimated proportion of correct verifications (top) and response latency (bottom) by statement type, test, and instruction. Error bars represent standard errors.




Response Latency

Following prior research, we analyzed response latencies for correctly verified statements only. Response latency thus indicates whether arriving at a correct response entailed more cognitive conflict for some statements relative to others. Before doing so, we first removed latencies shorter than 250 ms, as they were too quick to have been deliberate. We then calculated the mean response latency across participants and statements (mean = 2,968 ms) and removed latencies more than 2 SDs above the mean (>9,071 ms).

As seen in Figure 1, there was an effect of statement type, such that children correctly verified counterintuitive statements more slowly than intuitive ones, LRT χ2(1) = 102.61, p < 0.001. Response latencies for counterintuitive statements were 260 ms slower than response latencies for intuitive statements, 95% CI [210, 309]. Additionally, there was an interaction between test and statement type, LRT χ2(1) = 8.79, p = 0.003. Children correctly verified counterintuitive statements 198 ms faster at posttest than pretest, 95% CI [43, 352], but response latencies for intuitive statements were similar at pretest and posttest. We suspect this effect was due to increased familiarity with the task and greater initial latencies at pretest, as it did not vary by instruction [three-way interaction: LRT χ2(1) = 1.18, p = 0.278].



Cognitive Reflection

Children’s CRT-D performance was moderately to strongly correlated with response accuracy at both test periods for both types of statements in both domains (r’s = 0.27–0.53, p’s < 0.002). These correlations indicate that children with higher CRT-D scores performed more accurately on the statement-verification task across the board, but did they also learn more from instruction?

We estimated a binomial generalized LMM on children’s correct responses for counterintuitive statements in the instructed domain with test (pretest or posttest), CRT-D score, and their interaction as fixed effects and by-participant and by-item random effects. This analysis revealed an interaction between test and CRT-D score, LRT χ2(1) = 12.19, p < 0.001. Children with higher CRT-D scores showed larger gains in accuracy from pretest to posttest, logit bTest × CRT.D = 0.19, 95% CI [0.08, 0.29], as shown in Figure 2. This result was observed in both the life domain, 95% CI [0.00, 0.32], and matter domain, 95% CI [0.08, 0.34]. Critically, the interaction between test and CRT-D score remained significant in an additional model that included fixed effects for age and an age-by-test interaction, LRT χ2(1) = 4.30, p = 0.038.


[image: image]

FIGURE 2. Estimated probability of correct verifications by CRT-D score and test. Error bars represent standard errors.


Children’s CRT-D performance yielded moderate to strong negative correlations with response latencies at both test periods for both types of statements in both domains (r’s = −0.39 to −0.48, p’s < 0.001). We explored the potential effects of CRT-D performance by estimating an LMM with statement type (intuitive or counterintuitive), test (pretest or posttest), instruction (instructed or uninstructed), CRT-D, and their interactions as fixed effects and by-participant and by-predicate random effects. There was an overall effect of CRT-D performance, LRT χ2(1) = 24.14, p < 0.001, such that children with greater cognitive reflection had shorter latencies, but no interactions involving CRT-D were observed.



DISCUSSION

Do elementary schoolers exhibit cognitive conflict when reasoning about counterintuitive scientific ideas? And does their tendency to reflect on their own cognition moderate this conflict? Our findings support both possibilities. Children were slower and less accurate at verifying scientific statements that conflict with their intuitive theories of life or matter compared to closely matched statements that accord with those theories. Instructing children on the scientific properties of life or matter increased their accuracy for counterintuitive statements in the instructed domain but did not increase their speed (relative to intuitive statements). These findings indicate that children experience conflict between scientific ideas and intuitive ideas, despite limited exposure to science, but this conflict can be resolved in favor of scientific ideas with targeted instruction.

Children’s accuracy at verifying domain-specific scientific statements was predicted by a domain-general disposition: cognitive reflection. Cognitively reflective children were more accurate at verifying scientific statements at both pretest and posttest. They also learned more from instruction, exhibiting larger gains in accuracy from pretest to posttest than children with lower CRT-D scores.

Our findings parallel those of Young A. et al. (2018), who administered the same task to adults. The adults were faster and more accurate than children in the present study, but both groups verified counterintuitive statements more slowly and less accurately than closely matched intuitive statements. The effect of instruction was also similar across age groups, increasing participants’ accuracy at verifying counterintuitive statements but not their speed. Cognitive conflict between science and intuition thus appears to take the same form across development.

Our findings also parallel those documented by Vosniadou et al. (2018), who assessed tensions between children’s intuitive and scientific reasoning in a different task. These researchers asked third- and fifth-graders to sort physical and biological items into one of two categories: a category that emphasized the item’s intuitive features or a category that emphasized its scientific features. For instance, participants decided whether water should be grouped with other liquids (coke, lemonade, milk) or with other forms of H2O (ice, vapor, snow). Children of all ages preferred intuitive categories over scientific categories, and they took longer to make their judgments when they opted for the scientific category instead.

Vosniadou et al. also measured children’s executive function skills – set-shifting ability and inhibitory control – and found that children with higher executive function were more likely to categorize the target items by their scientific properties and were faster to do so (see also Bascandziev et al., 2018; Tardiff et al., 2020). These findings echo our finding that children with higher cognitive reflection were more accurate at verifying counterintuitive scientific ideas, and they raise questions about the relation between cognitive reflection and executive function. Cognitive reflection draws on similar skills, as children must inhibit a gut response (inhibition) in order to shift to another response (set shifting) while holding the question in mind (working memory). But succeeding on the CRT-D also requires recognizing that such activities are necessary, as well as the ability to coordinate them on one’s own. The “stop and think” aspect of cognitive reflection may transcend the individual components of executive function. Studies of rational thought have found that cognitive reflection predicts performance on heuristics-and-biases tasks independent of executive function (Toplak et al., 2011; Young and Shtulman, 2020), but future research is needed to determine whether the same is true of science understanding and, if so, which aspects of science understanding are uniquely predicted by cognitive reflection.

The current findings suggest that cognitive reflection may be a prerequisite for changing certain cognitive representations, but it remains unclear as to why. Cognitively reflective individuals may be better at identifying gaps in their understanding, or they may be better at filling those gaps with new information. They may be more receptive to instruction, or they may be better at monitoring and resolving response conflicts. We suspect that cognitive reflection is valuable because it fosters metaconceptual awareness. All children reason with their concepts, but they might not reason about their concepts, and this latter ability may be required for changing them. Pedagogically, our findings imply that instructors could use the CRT-D as a diagnostic for determining who is likely to profit from instruction and who is not. Children with low CRT-D scores may benefit from more instruction, or different instruction, than their peers.

In conclusion, we have shown that conflict between science and intuition emerges early in the acquisition of scientific knowledge. Children in the earliest stages of science education verify scientific ideas that conflict with their intuitive theories more slowly and less accurately than those that accord with them. Although this conflict may be inevitable, children can learn to privilege scientific ideas over intuitive ones with instruction that challenges intuitive theories and a disposition toward questioning intuitive responses.
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How children seek knowledge and evaluate claims may depend on their understanding of the source of knowledge. What shifts in their understandings about why scientists might disagree and how claims about the state of the world are justified? Until about the age of 41/2, knowledge is seen as self-evident. Children believe that knowledge of reality comes directly through our senses and what others tell us. They appeal to these external sources in order to know. The attainment of Theory of Mind (ToM) at this age is commonly seen as the significant shift in development in understanding disagreements in knowledge claims. Children attaining ToM understand that someone exposed to incorrect or incomplete information might have false beliefs. Disagreement, then, is still attributed to objective sources of knowledge. The current study examines the later developing Interpretive Theory of Mind (iToM) as the basis for children’s understanding of how people with access to the same information might disagree and what this means for how to provide justification for a knowledge claim. Fourteen 2nd graders with the most iToM responses to four tasks and 14 with the fewest iToM responses were selected from a larger sample of 91. In analyses of interviews about a story in which two experts make different claims about a scientific phenomenon, those in the high iToM group noted subjective perspective and processes as the source of disagreement and suggested the need for investigation as the means to knowing. In contrast, those in the low iToM group mostly could not explain the source of disagreement and held that knowledge is acquired from external sources. A comparison of the interviews regarding the science story 2 years later allows for a qualitative description of the development. Those in the low iToM group showed more general recognition of subjective and constructive processes in knowing whereas those in the high iToM group identified interpretive processes and the relativity of perspectives with implications for how observations were conducted and interpreted. Only those in the high iToM group referred to the importance of evidence as a basis for knowledge claims at either point in the study.
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INTRODUCTION

According to Kuhn (2001) and Kuhn et al. (2008), the separation and then coordination of theory and evidence are the essential bases for constructing claims in science and other knowledge domains. Epistemic understandings regarding the nature of theory and evidence as well as understandings of the standards of knowledge justification and the sources of knowledge underlie the competent performance of these tasks (Kuhn, 1991). Research has found that epistemic understandings are related to knowledge construction, justification, and evaluation among older school-age children (Mason et al., 2008; Iordanou, 2010; Barzilai and Zohar, 2012), adolescents (Mason and Scirica, 2006; Weinstock et al., 2006), and adults (Nussbaum et al., 2008; Kuhn et al., 2010; Weinstock, 2016).

Although younger school-age children’s epistemic understandings have been inferred from their behavior and responses to problems (e.g., Sodian et al., 1991; Pillow, 2002; Sandoval and Çam, 2011; Huang et al., 2019), with few exceptions (e.g., Ryu and Sandoval, 2012; Osterhaus et al., 2017) there has been little examination of their explicit epistemic understandings of theory, evidence, justification, and source of knowledge and of how they understand the epistemic characteristics of others’ thinking. Similarly, in research referring specifically to people’s understandings of the nature of science (NOS) there have been few studies on young school children and they tend to focus more on science reasoning, strategies, and use of theories and evidence rather than looking at their explicit understandings (Metz, 2004; Osterhaus et al., 2017). Koerber et al. (2015) did find that a significant percentage, although not a majority, of 9-year-olds did have understanding of at least one aspect of NOS. This shows that there is increasing understanding with age. But they also stressed that they could not identify a particular trajectory in the development of understanding of NOS. The current research is a step in trying to identify the trajectory of younger school-age children’s explicit epistemic understandings.

Although children’s verbal abilities might limit their meta-epistemic expression (Kloo et al., 2017; Huang et al., 2019), much research with adolescents and adults has shown that confronting discrepant knowledge makes epistemic perspective more salient (Perry, 1970; King and Kitchener, 1994; Kuhn and Weinstock, 2002; Barzilai and Weinstock, 2015). This seems also true of children as many theory-of-mind related tasks use competing claims or perspectives (Wellman et al., 2011; Osterhaus et al., 2016). The current research employs this discrepant-claims method to encourage children to express their epistemic assumptions. In short, we are interested in how schoolchildren understand and explain the source of disagreement between science experts and the means of resolving disagreement or uncertainty through justification. Although theory of mind (ToM) research is replete with examples of how children understand that different minds might know different things or how someone might lack knowledge (Wellman et al., 2011), we are interested in how theories of mind begin to be transformed into more generalized theories of knowledge, from understanding that someone with different information might have a false belief to understanding how it is that knowledge is not self-evident and that people might develop different claims based on the same information.

Much of the research on adolescents’ and adults’ epistemic thinking, such as the studies cited above, refer to a common description of epistemic development (Kuhn and Weinstock, 2002) which proposes a course of development through several epistemic perspectives. The developmental task that produces such development is to reconcile the objective and subjective aspects of knowledge. People progress from an “absolutist” understanding that knowledge is objective, certain, and in no need of justification, and has reality or authority as its source. With enough experience of uncertainty in knowledge and disagreement, even among experts, about what is known, people develop a “multiplist” understanding that there are multiple possible perspectives on truth. Knowledge is seen as subjective and basically uncertain because people do not agree with one another. Although there are means to explain one’s position, justification will not be fruitful because the source of claims are individual opinions, and thus, competing claims cannot be adjudicated. The succeeding “evaluativist” epistemic perspective is a shift from the radical, opinion-oriented relativism of the multiplist perspective while still understanding that knowledge may be relative to the knower and there may be different perspectives on truth. In this perspective, it is understood that judgments must and can be supported through processes of justification. It is understood that reality does not force knowledge on us, but that information must be interpreted in order to construct knowledge. Knowledge is not certain, but through the use of sound methods with clear standards of knowledge justification, one can be confident that an explanation is the best justified among possible alternatives. Experts are not seen as the ones who have simply gathered the most knowledge, or who assert their opinions the most persuasively. They are the ones who have used sound methods to generate evidence and provide reasonable interpretations. It is this evaluativist perspective which is seen as containing the understandings that allow for competent theory-evidence coordination.

Although there are no clear age ranges in which people obtain particular epistemic understandings, it is generally expected that absolutism is found more among schoolchildren, multiplism among middle adolescents, with some tendency toward a turn toward evaluativism in later adolescence and adulthood, particularly among those with higher education (Kuhn et al., 2000). However, in most age-group studies, all of the perspectives appear (Kuhn et al., 2000; Chandler et al., 2002; Barzilai and Weinstock, 2015). It has been argued that whereas the shift to understanding that there are multiple possible perspectives and relativism in knowing is a key developmental attainment (Chandler et al., 1990; Barzilai and Weinstock, 2020) there are several pathways that might follow this attainment including each of the general perspectives described above.

With that said, where does that leave research into the epistemic thinking of young school-age children? Even given the lack of clear age ranges in epistemic perspective development, there is some evidence (Kuhn et al., 2000) and little reason to believe that young school-age children will have made a turn toward the types of knowledge relativism represented by the multiplist and evaluativist perspectives. Indeed, ToM research has found that around the ages of 4–5, when children recognize that people might hold different beliefs, they still hold that the beliefs come from objectively gained information and that only one belief is true and others are false (Carpendale and Chandler, 1996; Wellman et al., 2011). Thus we expect that young school-age children will essentially be absolutist, believing in the objectivity and possible certainty of knowledge. Epistemic thinking researchers have referred to attainment of ToM, and its recognition that there may be more than one knowledge claim, as an important conceptual precursor to the epistemic development that is described above (Burr and Hofer, 2002; Kuhn and Weinstock, 2002; Iordanou, 2016). However, research has not shown the transformation of this important marker of epistemic development into more multi-faceted personal theories of the nature of knowledge and knowing.

The current study is part of a research project which is based on the proposal that it is not false-beliefs ToM, but a later development, interpretive theory of mind (iToM) which is the important first step in the developmental task of trying to reconcile and coordinate objective and subjective aspects of knowing, the task that drives epistemic thinking development. It is with iToM that the notion of objective and subjective aspects first becomes a clear issue in knowing, so we expect to see the first hints of a turn toward personal theories of knowledge accompanying iToM attainment.

Children’s attainment of theory of mind (ToM) is commonly assumed to be the watershed moment in understanding how people might assert different beliefs over the same matter of fact. In the false-beliefs task, 4–5-year-old children recognize that someone with incorrect information will form a different belief about an event than someone with correct information. For instance, a child with ToM who sees that a box of crayons actually contains candles will understand that someone who only sees the outside of the box will have a false belief about the contents of the box. (A child without ToM would claim the other person would know there were candles inside). Different claims are understood to arise when there are two sets of “facts,” one associated with a real event and the other with a different event mistakenly assumed to be real. In this sense, a child might recognize that knowledge is relative to the knower, but only because people have different information, which the child understands has been obtained through objective processes (such as seeing). However, how do children understand how people may make different claims about an event even when they have the same information? With iToM, attained at about ages 7–8 (Lalonde and Chandler, 2002; Osterhaus et al., 2016), children understand that people might disagree because they interpret the same information differently. With this, it appears that children with iToM recognize that a claim need not be self-evident, but that information can be used as evidence for more than one claim, and knowledge claims have subjective sources in the knower’s interpretation.

Specifically, we propose that ToM and the more advance iToM differ in how a child understands the knower and why people might assert different knowledge claims (Barzilai and Weinstock, 2020). ToM involves a type of perspective taking (about what someone knows or not given the information one has), and with the attainment of ToM children essentially hold that people know by using one cognitive function—perception—which they consider to be objective. In contrast, iToM does not involve taking a particular perspective but involves understanding that people do have subjective perspectives and make knowledge claims from these perspectives and may use a variety of cognitive activities (such as perception and interpretation). With other advanced, second-order ToM understandings children also understand that people gain knowledge through inference from information (Miller, 2009).

Although literature appears to point to attainment of simple ToM as a basis for children’s understanding of NOS (Koerber et al., 2015), in fact studies apparently showing a relationship between ToM and reasoning skills relevant to NOS actually have samples with children of an age (8, compared with 4–5 when ToM is attained) in which it might be assumed that they have iToM or other more advanced theories of mind (Pillow, 1991; Carpendale and Chandler, 1996). Indeed, Koerber et al. (2015) do conclude that it seems that it is the children with more advanced theories of mind (at age 9) that demonstrate better understanding of NOS. The same researchers (Osterhaus et al., 2017) found that a measure of advanced ToM, which did not include iToM, did predict epistemic understanding of NOS.

In the current study, we explore how responses to the simple test of iToM—in which children with iToM claim that two people might have different interpretations of ambiguous pictures—might be represented in a more complex representation of interpretations of ambiguous evidence for scientific claims. Rather than just displaying an understanding that two people might produce different interpretations of the same picture, the children are asked to explain how two science experts might arrive at different conclusions about a biological phenomenon. As part of this research project, a preliminary quantitative analysis has found that indeed iToM, but not ToM, predicts epistemic understandings of the source, structure, and justification of knowledge that reflect the first grappling with subjective aspects of knowing within the absolutist perspective (Weinstock, 2018). The current analysis, however, is not concerned with tracking advancements in the epistemic perspectives of the developmental model (Kuhn and Weinstock, 2002). Rather, here we use a qualitative approach to describe the epistemic growth of children at two points in time looking at their expressions of issues such as perspectives and interpretation in the knowing process, the reasons for disagreement among experts, understandings of how knowledge is constructed and justified, and the nature of evidence. In addition to this developmental description, we assume that those demonstrating iToM at an earlier age, having understanding of subjective processes of knowing as a basis for knowledge claims, will show more advanced understandings of the epistemic issues across the 2 years of the study.



MATERIALS AND METHODS


Participants and Selection Criteria

This study sample was selected from a larger sample of 91 2nd graders (Mage = 7.05, range = 7.42–8.75) from two urban elementary schools who participated in a longitudinal research study that also included kindergarteners and 1st graders. All of the children were assessed three times at 1-year intervals. The current analysis includes a selection of these participants from the first and last years of the study, that is when they were in 2nd grade and then again from when they were in 4th grade. On the basis of responses to the assessments (to be described in the results section), the data of 28 2nd graders were included in the first wave and of 11 of these children when they were in 4th grade.

The population from which the sample was drawn was chosen to represent average Israeli children: The city is rated at the higher end of middle class (Central Bureau of Statistics, 2017), and each school has essentially average scores on a system-wide standardized test of academic skills (Ministry of Education, 2013). Among countries, Israel is ranked as having very high development (Human Development Report Office, 2015).

The research was approved by the Ministry of Education and the university human subjects research committee. The parents of each of the participants consented to the participation of their child. In addition, on the day a child was scheduled for the research, the child first gave consent to leave the classroom and then signed a consent form to participate in the research that was read aloud by a research assistant.



Materials

In each wave of the study, the children were assessed for iToM. They also responded each year to an epistemic perspective assessment in which two experts disagree about a biological phenomenon. This was immediately followed up by a semi-structured interview prompting reflection about the nature of knowledge and knowing, the reasons people might disagree about knowledge, and the components of knowledge justification. The semi-structured interview was the basis for the current, primarily qualitative analysis. Nevertheless, we describe the iToM task because we used this to select the sample for the current analysis as we explain in the results section. We also describe the epistemic perspective assessment because participants sometimes referred to it in their responses to the interview, so it is important to provide the context. All of the tasks and interviews were presented in one-on-one sessions with the researchers or research assistants in separate rooms. The sessions lasted between 30–45 min.


Interpretative Theory of Mind (iToM) Task (Lalonde and Chandler, 2002)

The participants were given the “droodles” task (Lalonde and Chandler, 2002) to assess for ToM and IToM. The task involves presenting a child with a picture and having the child describe the content of the picture. The child is then shown the same picture but framed in such a way that only an ambiguous portion of the picture is visible. The child is then asked to state what two different people (represented by adult-looking dolls) would say the picture they see is of. A child who states that the first doll would say that the picture is of what the child originally saw when looking at the whole picture is not considered to have achieved ToM (as this is essentially a false-beliefs task). A child who states that the first doll would say that the picture is something different from the original, whole picture would be considered to have passed the false-belief ToM task, as that child understands that the doll has different information than she or he does. But only if the child then states that the second doll sees something different from the first doll would the child be considered to have iToM in that the child recognizes that two people might have different interpretations of the same information. A child without iToM would insist that the two dolls must see, and know, the same thing as each other even if they do not know what is in the full picture.

There were four pictures. A point was given for each picture that a participant gave an iToM response to. Thus, each participant had an iToM score of 0–4.



Epistemic Perspective Assessment

An epistemic perspective assessment was developed for use with children at this age based on the format of discrepant accounts assessments used with older ages (Kuhn and Weinstock, 2002). The assessment is in the form of a picture book that tells the story of a new creature on a foreign planet. The prince/princess of the planet wants to understand what the creature uses its unusual hands for in order to explain the phenomenon to the king who has not seen the creature. Two expert advisors give conflicting explanations. One says the creatures has large hands with sharp nails to dig for food, and the other says these types of hands are used to hang on to tree branches when sleeping at night. During the course of the story, the participants were asked why the two experts did not agree, what they would do to decide on an explanation of the phenomenon, and how someone could decide about the correctness of a third person’s claim about the phenomenon.

Analysis of responses to questions asked during the reading allowed for coding in levels that were conceptually consistent with three types of absolutism (realist, pre-dualist, and dualist), multiplism, and evaluativism (see Weinstock and Cronin, 2003) in three epistemic dimensions of source, justification, and structure (simplicity/certainty) of knowledge (Hofer and Pintrich, 1997).



Reflective Interview

The epistemic perspective was immediately followed by the more general questions:

(1) Is it possible for two people to see exactly the same thing and think different things from each other?

(2) Can you explain to me what knowledge is? What does it mean to know something?

(3) How do we know things about life?

(4) What is the difference between knowing and guessing?

(5) If you do not know something, what can you do to know it?

Although just a limited number of interviews from the total sample were used for the current analysis, all the participants responded to this interview. In order to understand the response and develop themes, we read a larger number of interview responses than were ultimately used in the analysis. The coding scheme for the reflective interview was developed and employed with a series of iterative, collaborative processes. The goal of the researchers was to develop shared, describable representations of themes across interviews and categories of thinking within those themes.

One of the project researchers selected 10 of the interviews for use in developing the coding system which were ultimately not used in the final coding. The participants were selected to represent a range of iToM scores. The researcher who selected the interviews was not involved in their coding, and the two researchers developing the coding system were blind to the iToM scores.

As a first step in developing the coding system, the two researchers randomly selected five of the 10 interviews. They read each interview in full and, together, worked to make sense of the conceptions about knowledge and the processes of gaining knowledge that were expressed by the interviewee. After discussion, the researchers outlined the epistemic conceptions presented by each interviewee. Next, the researchers sought connections between conceptions of different interviewees on the same topic. In this way, the researchers defined themes that seemed to be repeated across interviews.

In the second step, the researchers worked separately to code the remaining five interviews based on the themes identified in the first five interviews. In this phase, the researchers’ coding process was deductive, in analyzing the interviews based on the themes developed in the first step, and inductive in identifying expressions that extended the existing themes or suggested new themes. After coding three of these five interviews, the researchers compared the codes and resolved any differences or open questions. After comparing their separate analyses of the remaining two interviews, the researchers found that their codes were mostly similar and they referred to the same statements in support of the themes.

With this level of confidence, the coding system was formalized with a table of themes which were to be used to make a first pass at analyzing the 28 interviews from the 1st year of the study used in the current analysis. The 28 interviews were selected by a researcher not involved in the coding based on iToM scores. Fourteen of the participants had the very highest number of iToM responses, and the other 14 had the very lowest number of iToM responses. It should be noted that those developing the themes and coding these interviews according to them did not know which participants were in the high and low groups.

In this phase, the researchers elaborated detailed definitions for the themes while establishing them with quotations from the children. The inductive search for additional themes was continued throughout the coding, but the researchers verified that this system did indeed cover and exhaust the codes afforded by the data from the wide range of participants. This indicated that the coders had achieved inductive thematic saturation (Saunders et al., 2018) in developing the coding scheme.

At this point, the researchers began the deductive coding process of the 28 reflective interviews. This process was also undertaken in stages. First 10 of the interviews were randomly selected for coding by each of the researchers. They compared the coding of each interview and documented instances in which there were disagreements about how certain types of expressions would be coded. These disagreements were resolved and the documentation allowed for more elaborated and differentiated definitions of each theme. We followed the approach of achieving reliability through discussion and consensus in order to maximize the refinement of understanding of the coded ideas (Barbour, 2001; Campbell et al., 2013; Gläser-Zikuda et al., 2020). This process was repeated until all of the interviews were coded.

Whereas eight themes were developed, the current research focuses on two of them: (a) the dawning understanding of subjectivity as an explanation for how disagreements about knowledge arise, and (b) how one gains knowledge. The four different response types of how disagreements arise are described briefly here with coding examples given in Table 1. (1) Some children did not recognize or ignored discrepancies between the accounts of the scientists in the epistemic perspective assessment, and their discussion of the possibility of discrepant claims reflected this. They insisted there was and could only be a single, objective claim. Whereas most participants recognized discrepancies and acknowledged that people might claim different things even if they had the same information, (2) some acknowledged this without providing any explanation, (3) some explained this as simply because people are different so their minds have different content, and (4) some offered reasons concerning different perspectives on information or different ways of thinking. It should be noted that in the original coding scheme there was an additional response, categorized between types 2 and 3. It was characterized as acknowledging differences with the explanation that people have different perceptual experiences. However, this response was seen in just one of the initial protocols used to develop the coding scheme, and in none of the protocols of the 28 participants analyzed for this study.


TABLE 1. Category coding for the theme of explanations of how disagreements about knowledge arise.

[image: Table 1]The response types are presented in order from objective to subjective, and within the subjective from less to more elaborated in explaining the source of the disagreements in terms of subjective processes of the knower. Ultimately, for the sake of comparison in the analysis, each participant was assigned to a response category based on their highest level of explanation.

There were three response types regarding how one gains knowledge (see Table 2 for coding examples). Essentially, there were responses that referred to objective sources of knowledge—(1) perception or (2) external authority—and responses that referred to (3) aspects of individual knowledge construction, particularly investigation, although not much to interpretation, as the source of knowledge. For the sake of comparison in the analysis, participants were assigned to response types according to dominant answer. None of those assigned to response types 1 or 2 (i.e., both representing knowledge as gained passively through external sources) gave responses consistent with type 3 (knowledge gained through active construction).


TABLE 2. Category coding for theme of understandings of how knowledge is gained.

[image: Table 2]Certain themes, such as these two, emerged clearly in the words of all the children in response to questions in the interview. Because they were easy to identify in all the children these themes suggested a conceptual sequence and it was possible to place each child’s responses in that sequence. Moreover, understanding the possibility of multiple, disagreeing perspectives is seen as a foundational aspect of epistemic development (Kuhn et al., 2000; Barzilai and Weinstock, 2020), as is understanding how one gains knowledge (Miller et al., 2003; Pillow, 2008; Fitneva et al., 2013).

The other themes (checking the truth of a knowledge claim, general understanding of the sources of knowledge, conceptions of expertise, conceptions of absolute truth, certainty, and the difference between guessing and knowing) are also informative regarding the epistemic thinking of children; that they were expressed spontaneously in some, but not all participants, shows that at least some children at this age attended to such issues. However, for the sake of the current longitudinal analysis they will remain in the background. These themes tended to represent specific issues subsumed in the broader themes of why there are disagreements and how people come to know. Moreover, several of these themes, such as checking the truth of knowledge claims, were not expressed by all of the interviewees. On one hand, the lack of expression of these themes may be meaningful in that this could indicate that the children had not yet developed concepts regarding such issues (i.e., the children may not have considered that knowledge claims need to be verified), or no longer held the concepts (i.e., that knowledge is absolute). On the other hand, it is also possible that the interview questions simply did not sufficiently probe these issues. In either case, these themes could not be found consistently expressed by all participants in the interviews conducted in the first and last years.



RESULTS AND DISCUSSION

As mentioned above, the responses to 28 semi-structured interviews from grade 2 were chosen according to level of iToM exhibited by the children. Because of the demands of coding the interviews, and because the major goal of the analysis is to describe the range of epistemic development rather than focus on hypothesis testing, the interviews were selected according to criteria rather than randomly to try to capture a range of epistemic thinking. The selection criteria at grade 2 and grade 4 were used in order to be able to develop a comprehensive picture of epistemic development over 2 years leading from iToM attainment. The reflective interviews from grade 2 chosen for analysis included those from participants with the highest (n = 14) and lowest (n = 14) number of iToM responses. Eleven of those reflective interviews were selected for comparison with those participants’ reflective interviews from 4th grade. The 11 were selected according to responses they had made in 2nd grade so that the development from a range of responses could be described across the 2 years. The interviews of these 11 participants were used for the longitudinal comparative analysis between 2nd and 4th grade presented here. The themes developed at the first wave were further elaborated and refined for this analysis by one of the researchers who had been involved in developing and employing the coding scheme in the first wave. The refinements included expressions that were found in the discussions in developing the themes with the grade 2 interviews but were not frequent enough to warrant distinction from the categories found. At grade 4, with greater salience, it became possible to make more specific distinctions.

The interviews from 2nd grade were analyzed to identify overall epistemic themes. As described earlier, two themes were identified consistently across participants: understanding why disagreements arise about knowledge claims and understandings of how knowledge claims are constructed and justified. The first theme has particular importance because it reflects the consideration of subjective perspective in knowing which is the issue which we assume is the essential proposed connection between iToM and further epistemic development. We used this classification of responses in describing the participants in the comparison between 2nd and 4th grade as we were interested in tracking shifts toward relativist thinking. Before analyzing the comparison between the grades we present the distribution of participants across response types in these themes from 2nd grade in order to illustrate their relationship to iToM attainment.


2nd Grade Interviews

There were four types of responses reflecting understanding of the source of discrepant claims that the participants gave, primarily to the interview question, “Is it possible for two people to see exactly the same thing and think different things from each other?” However, other places in the interview where the participant mentioned the disagreement between the scientists in the story were also taken into consideration. The response types are listed in Table 3 in order of our assumptions about epistemic development (Kuhn and Weinstock, 2002). (Refer to Table 1 for the definitions and examples of each response type). Table 3 shows the distribution of these response types by high and low iToM response. Half of the analyzed sample was chosen because they gave no or the fewest number of iToM responses in the iToM task while the other half had given the highest number of iToM responses.


TABLE 3. Explanations of how disagreements arise about knowledge by iToM response level.

[image: Table 3]As can be seen in Table 3, those with low iToM tended much more than those with high iToM to state that there was one objective claim that was correct or did not give reasons why the scientists had given different claims. In contrast, those with high iToM almost entirely focused on the subjectivity of the scientists, saying they were different people with different ideas or that they had reasons or backgrounds to take different perspectives in making their claims. Just to confirm this pattern, a 2 × 2 Fisher’s exact text, which can be used with small samples, was performed with not recognizing or not finding reasons for discrepant claims in one group, and those acknowledging subjective states or processes being in the other group. The test was significant, p = 0.038.

Table 4 shows the distribution of response types regarding understandings of how people gain knowledge. (Refer to Table 2 for definitions and coding examples). These responses were to the interview question, “If you do not know something, what can you do to know it?” However, other places in the interview where the participant mentioned the source of knowledge were also taken into consideration. As can be seen in the table, almost all with low iToM gave one of the objectivist responses. Those with high iToM were split among the objective and constructive response types, but almost all of those expressing constructivist ideas were those with high iToM. Again, a 2 × 2 Fisher’s exact test showed an association between level of iToM and response type, p = 0.038.


TABLE 4. Understandings of how knowledge is gained by iToM response level.

[image: Table 4]


2nd-4th Grade Comparisons

For the comparative analysis between 2nd and 4th grade, the intent was to choose the interviews from both grades of four children from each the “different claims, no reason,” “people are different/have different minds,” and “people have different perspectives/ways of thinking” categories to examine the trajectories of development from those starting places. As one of the children from the “different perspectives” category had dropped out of the study by the last year, and there were only three left in this group, the total sample was 11.


Understanding of Disagreements Between Knowledge Claims

For the issue of understanding of how disagreements about knowledge can arise, the participants’ responses at grades 2 and 4 are presented here in pairs in order to illustrate the development. The cases we are presenting were chosen to be representative of the refined, more specific themes developed in this analysis. For each participant, the iToM categorization and the categorization for understanding of sources of disagreement in 2nd grade are noted. The understanding disagreeing claims categorization in 4th grade is also noted. The first finding, which will be illustrated, is that the different perspectives and ways of thinking category was differentiated. Some responses noted that there were different perspectives and ways of thinking while another response type, which is apparently more advanced, specified internal thinking processes as the source of individual’s knowing that could result in disagreements. Although we do not present all of the 11 cases, it should be noted that in all cases, except for those who had already expressed understanding of internal processes in 2nd grade, there were epistemic shifts toward more consideration of the subjective aspects of knowing from grade 2 to grade 4.

The first comparison includes two cases of participants who had low iToM in 2nd grade, and who were responding to the question, “Is it possible for two people to see exactly the same thing and think different things from each other? Why/why not?” In each case, in 2nd grade the participants imply that subjective differences can be overcome so disagreement is not necessary (coded as different claims noted, but giving no reasons to explain this). By 4th grade each acknowledges that subjectivity is at the root of knowing, but with a focus only on opinion or motivation with no mention of interpreting information differently (coded as different perspectives or ways of thinking). For instance, as a 2nd grader P116 states: “Because it’s not the same people and they do not know each other” with the implication that if they did know each other they would not have disagreed or they could work out their disagreement. In either case, there is no explanation of why not knowing each other would lead to disagreement between people. In 4th grade, P116 states: “Everyone has her own opinion” giving a reason for the disagreement and focusing on subjectivity. The stress on opinion is the hallmark of multiplism, the most subjective epistemic perspective (Kuhn and Weinstock, 2002).

Similarly, 2nd grader P74 says: “Because he doesn’t not need to know what I know, If I tell him then he would know.” Although approaching the different people have different minds with different content category, in this case the participant diminishes the effect of this and does not explicitly explain how this should lead to different claims. The tone of P74’s statement is that one person knows and the other does not, but could know. It is not that the minds have different content, but one mind has more information than the other. In response to a question from the epistemic perspective assessment about how it could be that the expert royal advisors had two different answers, 2nd grader P74 said, “Because they did not hear each other they think differently.” That is, as long as people manage to have the same information, they will agree. At 4th grade P74 does give an explanation for differences rooted in subjectivity, “Because we are not the same person, if we were thinking the same thing it would be boring.” But, in response to the epistemic perspective assessment questions, in 4th grade P74 still thinks that subjectivity is just a distraction and that ultimately different knowledge claims can be adjudicated by sharing information: “In the end they will reach a decision and they both will be right. They’ll say: Let’s go and see.”

Similar to the opinion and motivation oriented reasons given in 4th grade by P116 and P74, a participant (P249) who had high iToM in 2nd grade said this in 2nd grade: “Everyone has their own opinion, not everyone has the same opinion.” By 4th grade, this participant focuses in a range of internal processes and bases for multiple perspectives, of which opinion is just one:

“There can be a situation like this, as we learned about the two characters who managed to discover two different things from the same part of a picture [from the iToM task]. Everyone can hear a different side and another place, another story and another opinion.”

Rather than just throwing out the notion that people have different perspectives, P249 specifies what perspective might mean and hints at the implications of people holding different perspectives. P144, who also was high iToM and started out in 2nd grade straightforwardly expressing the different ways of thinking response, although with no mention of opinion—“Everyone thinks differently”—also further specified the internal processes of thinking that could produce discrepant claims. In 4th grade he said, “Everyone has his imagination, his world, and thinks differently.”

From the examples given so far, we can see that some of the participants seemed to be working out the role of subjectivity in knowing. This trend started with the acknowledgment of subjectivity without any clear explanation of its necessity or why it played a role. This advanced to the unavoidability of subjectivity, especially with reference to opinion. Then a few specified subjective ways of thinking beyond opinion, but with a focus on idiosyncratic characteristics as the source of perspectives.

In another trend, the development moves toward consideration of processes of interpreting and emphasizing information and is more empirically oriented. That is, there is more of a focus on knowledge issues than character issues, although character issues still come into play. There are also explicit and implicit references to how fields of expertise or interest influence ways of thinking. This can be seen in the responses of two participants who were high iToM and were categorized as focusing on internal processes as the reason for disagreement at both grades 2 and 4. In 2nd grade, P151 expresses internal processes somewhat in line with the emphasis on idiosyncratic characteristics and preferences: “There is a Lego that one likes and another doesn’t, so everyone says something different about it.” In 4th grade, there is a turn from preferences to attributing disagreements to fields of expertise and the subsequent effect on thinking: “Because they seem to be experts on different things so they will think differently.” 2nd grader P180 starts with a seeming reference to expertise and its relation to ways of thinking, but defining it as a matter of preference. She said:

“There are people who like tree tops and some who love plants so maybe they explain different things because they think that way.”

She still focuses on preference in 4th grade, but unlike the previous trend she mentions empirical implications.

“Everyone has a different character and a different look, and each one sees from one’s angle. One will see fingernails on the little finger and the other on the thumb.”

With this, there is developing appreciation of expertise and perspective that it brings. In response to the question from the epistemic perspective assessment about how it could be that the expert royal advisors had two different answers, 2nd grader P248, who had low iToM and did not give reasons to explain why people might disagree, simply said: “Because neither of them knows.” By 4th grade, he said, “Both are correct. One is an expert on trees and one is an expert on land.” This is consistent with his response to the reflective interview in which he said that disagreement exists because people have different perspectives and ways of thinking. People might disagree not just because of idiosyncratic perspective and opinion, but because of emphases in what they know and how they explain given their field of expertise. P249, who had high iToM had a similar response to the same question, but in 2nd grade. “I think because each one is an expert on something else and each thinks of something she is an expert in.” In 4th grade, P249 expresses how perspective complicates the process of knowing. “That implies one does not always come to an exact answer. This is problematic.” This view, that some uncertainty and tentativeness is part of knowing, is decidedly not absolutist.



Understandings of How Knowledge Is Gained

The children in this study had a harder time expressing what they think of how knowledge claims are constructed and justified, even in 4th grade. This is presaged by the coding of their understandings of how knowledge is gained from their 2nd grade interviews as outlined in Table 4. Just one person with low iToM referred to investigation as a way to gain knowledge, as did minority of even those with high iToM. In either 2nd or 4th grade, those with high iToM did tend to indicate the need to develop a base of evidence in response to the reflective interview questions (i.e., “Can you explain to me what knowledge is? What does it mean to know something?”, “How do we know things about life?”, “What is the difference between knowing and guessing?”, and “If you do not know something, what can you do to know it?”). However, as will be seen, their ideas of what counts as good evidence is not always clear, although in contrast to those with low iToM they did indicate the need for evidence. The examples given only include those with high iToM, because those with low iToM simply did not refer to evidence. (One notable characteristic was that several told fantastical stories about the creature that were not even based on the information about the creature in the story book).

To give an example of what developed, in response to the question about the difference between knowing and guessing, P249 gave this answer as a 2nd grader in the first year of the study:

“When I guess something, I’m not sure, but a guess a hypothesis. ‘Knowledge’ – if you’re still learning, you still do not know everything. There are all kinds of answers, and there’s a chance you’ll answer that you did not learn about it and you will not know the correct answer and you will be wrong.”

Whereas this participant suggests that multiple answers must be considered, it seems that the participant regards knowledge as being mostly certain whereas a guess is not correct and is wrong. As was expected with iToM, there is a suggestion of subjective processes in knowing, in particular in coming up with the wrong answer. However, there is no mention of evidence. But in the third year of the study when the participant is a 4th grader, the participant does see that knowing requires some type of evidence.

“To know something is to be certain of something. that you have evidence, and you saw it in your eyes. A guess is a hypothesis of something you cannot be sure of and you think about.”

Although this participant does say one needs evidence, the idea of evidence remains at the level of personal observation. Other participants with high iToM offered more complex views of evidence. For instance, in response to the same question, P151 said as a 4th grader in year 3 of the study:

“He is going to see, and was confirmed by several witnesses. Everyone comes because he can lie…. Anyone can imagine differently (from the other) and then check who was right.”

Although not directly talking about justification, this participant does say that claims need to be supported by evidence, and that reports of evidence and claims need to be judged and justified.

Also in response to the question regarding the difference between knowing and guessing, P144 said:

“Knowing that you know more about this and that is pure. You saw, you read, you heard. To guess, you just think about it with your head.”

In this, the participant mentions that to know one needs multiple sources of evidence, and notably, not just evidence based in direct observation. We also see here indications of recognizing that subjectivity plays a role in claims, again particularly in those that are less justified.

Finally, two participants when in 2nd grade study gave responses that seem to recognize the need to gather and provide information from different sources. Although some of their suggestions are not likely realistic forms of evidence (getting the answers from the creature), and other suggestions mention what might be good sources without specifically mentioning the evidence they would get, it is clear that they know that claims are not self-evident and information must be generated to justify a claim. For example, P99 said:

“I can take the creature to the house, to the kingdom and then I can test it, the hands, maybe if he speaks our language – I can also ask him. And just bring it and look at his hands. You can also go outside sometimes and look at what he’s doing with them.”

P141 said:

“I’ll try to talk to him and ask him’, Where did you come from? Are you a monster? Why did you come here?’ … I think maybe because he has such pink red spots he eats raspberries… [says to the experimenter] Go back to the picture of the creature… Yes, he eats things from the tree. And I think he’s green because he’s eating cucumbers and green things like lettuce… I’ll look for him and ask him all these questions. And if he does not know how to speak, then I’ll call my advisors to tell me how they understand him when he talks, that’s all.”

Although some of this participant’s comments might be seen to be speculative, based on limited observation, and off the topic of knowing why the creature has big hands and sharp claws, the participant offers evidence from claims for the creature’s coloring and suggest different acceptable sources of evidence, the creature’s testimony, observation, and the experts’ testimony.

Although none of the examples above show much understanding of either justification or evidence, it should be noted that the participants were not asked directly to produce either. What are seen are inklings of understanding that information and reliable sources need to be offered to justify claims to oneself and others. This stands in contrast to those with low iToM not quoted who offered no justification, repeated the explanations of the experts, or gave made up, irrelevant information or means of knowing (e.g., “you could use a magic mirror”).



GENERAL DISCUSSION

The longitudinal analysis of qualitative interviews provides support for two of the assumptions tested in the larger research project. For one, it has been assumed that the underlying task of epistemic development is coordinating the objective and subjective aspects of knowing. For this task to be approached, someone must appreciate the existence of and come to identify what might be subjective in knowing. In this research, we see that children are beginning this work. While some of the children at first, in 2nd grade, did not recognize conflicts in claims or noted them without being able to explain them, 2 years later children seem to have started work on this issue. By 4th grade, at the age of 9–10, all suggested that the difference in claims had some subjective reason, at least in differences of perspective and general ways of thinking if not in more specific internal cognitive or motivational processes. Whereas in 2nd grade, some suggested differences might be attributed to lack of knowledge, which could be easily remedied, by 4th grade the participants were pointing more toward differences between people.

Interestingly, at this level some of the participants emphasized more the subjective side of things, such as focusing on opinion or preference, while others hewed more closely to the objective side considering differences in emphasis on information with expertise. This might have been because at this age, children might still have absolutist views that ultimately one can find a single correct, objective answer. With this, the results provide some description of how children consider subjectivist aspects of knowing at the absolutist level which then may lead to the transition to multiplism. Alternatively, perhaps this difference is a precursor of what is seen in later development, such as with different types of multiplism with some holding that all perspectives are hopefully idiosyncratic and others holding that claims can be justified, but the multiplicity of perspectives is an impediment (Perry, 1970; Weinstock and Cronin, 2003). Also, in evaluativism there are objective relativists, for whom perspective differences lie with methodological differences and emphases on different evidence, and conceptual relativists, for whom perspective differences lie with systematic subjective contexts and individual interpretations (Leadbeater and Kuhn, 1989). This split in emphases on the objective or subjective aspects of knowing at different levels of epistemic development suggests it might be worthwhile to investigate cognitive, cultural, or individual factors in people’s orientations toward objectivity or subjectivity.

The second assumption of this research project supported by the results is that the development of iToM is significant in the turn toward grappling with subjectivism in knowing, and thus, toward epistemic development toward relativism. This helps provide a more complete picture of the development of epistemic development through the lifespan and provides a link between development of ToM and continuing developments of theories of knowledge. However, although the meaning of iToM is that children recognize that different knowledge claims arise because people interpret information differently, there was little evidence in the children’s interviews that they attributed claim differences between the scientists or in general to interpretation. Perhaps iToM sets children on the course to recognized subjective differences in how people receive, process, and emphasize information but the understanding of how interpretations arise and are used in knowledge building only comes later in epistemic development. This would be consistent with Kuhn and Weinstock’s (2002; see Barzilai and Weinstock, 2015) model of epistemic development which puts understanding that knowledge is interpretation at the heart of evaluativist thinking.

Whereas the research shows considerations of the meaning of perspective in knowing, it also points to fuzzy understanding of evidence and no real reference to how it relates to theoretical explanations. In some sense, this is not surprising given that young children struggle with differentiating evidence from explanation (Kuhn and Pearsall, 2000), and even adolescents who can distinguish between them find it easier to produce explanations (Glassner et al., 2005). However, the children in this study seemed more oriented toward the generation of evidence than toward producing explanations. Except for P180, who said that experts would explain things differently, they spoke little about explanation as something constructed. They seemed to expect that evidence and the gathering of information would point to one explanation or another. The search for evidence—such as talking to or directly observing the creature—would confirm the claim of one of the scientists. Good evidence is equated with first-hand observation. Thus, it seems that theory-evidence coordination is not supported by the epistemic understandings at this age.

In their seminal article on the understanding of the NOS, Carey and Smith (1993) distinguish between the two epistemologies of “knowledge unproblematic” and “knowledge problematic.” Although most of the participants’ expressions would seem to fall in the knowledge unproblematic category, that correct knowledge can be known certainly and that opinions might explain different claims, perhaps we do see hints of the progression toward the knowledge problematic. For instance, P180 in mentioning that how one thinks depends on one’s knowledge, expertise, and “angle” when looking at something, suggests a nascent understanding of interpretive frameworks. P249, who in 2nd grade gives the knowledge unproblematic response that people disagreed because they had different opinions without explanation, by 4th grade explains that people might draw different conclusions from the same perceptual experiences, a characteristic of the knowledge problematic, in saying that people can “discover two different things from the same part of a picture.” As if he had read Carey and Smith’s article, P249 goes on to say, “That implies one does not always come to an exact answer. This is problematic.”

It is likely that children, at least in 4th grade, do have a better understanding of how scientists investigate more than is apparent in the interviews, and that such understanding is based on epistemic understanding (Osterhaus et al., 2017). It is possible participants did not recognize the scientific issue in this study in the same way that they understand formal science in a school context. Aside from the context, the presentation of science issues through discrepant claims, as opposed to as open or answered questions, is not the common way of talking about science in the academic context. In one study (Tabak et al., 2010), biology undergraduates reported that they had not been exposed to discrepant claims as part of their coursework, in contrast with history undergraduates who reported that working through discrepant claims was a central part of their coursework. In addition, it is not too surprising that children do not have a sense of how justification in science takes place, other than through observation, when adolescents and many adults also are not particularly capable in distinguishing between the quality of science arguments which may or may not have reflected the differentiation of theory and evidence (Barchfeld and Sodian, 2009).

The qualitative analysis exploring and describing aspects of epistemic development suggests hypotheses regarding epistemic and NOS development that could be tested with quantitative studies. One, which was referred to earlier, is an analysis underway investigating whether iToM development predicts dimensions of epistemic thinking regarding the source, structure, and justification of knowledge (Weinstock, 2018). This research can be further developed to look at developments found in the current study between the 2nd and 4th grade in understanding disagreements and how knowledge is gained are reflected in the dimensions of source, structure, and justification of knowledge. In specific epistemic understanding of NOS, research could look at whether the development of iToM is a factor in explaining the trajectory of development found in research looking at the understanding of experiments (Osterhaus et al., 2017), theorizing (Metz, 2004; Koerber et al., 2015), and the coordination of theory and evidence (Kuhn et al., 2008). The current study did not reveal great understanding of hypothesis testing or the distinction between hypothesis and evidence—for instance, in response to the question about the distinction between guessing and knowing, even among those with high iToM the term hypothesis was used in relation to the term guess. Nevertheless, it would be worthwhile to examine whether the early understanding of perspective and interpretation found in iToM would be related to whether claims made from different perspectives might be seen as hypotheses which could be tested and if there is understanding of how evidence could be generated and brought to bear in testing such hypotheses.

Whereas we have looked at epistemic understanding as an outcome of development, it is important to note that we are not proposing that epistemic understanding, and the consequent understanding of knowledge in science and other disciplines, will come as a matter of course. Education, beyond age, has been found to be a factor in epistemic development (King and Kitchener, 1994; Kuhn et al., 2000; Tabak et al., 2010). There has been little research on how formal education might influence ToM, and particular iToM development, but there is evidence that mothers’ talk can promote earlier development of ToM (Ruffman et al., 2002) and iToM (Tafreshi and Racine, 2016), and that parents’ expression of epistemic information and their epistemic perspectives impact on their children’s evidence talk (Luce et al., 2013). Thus, how young children grapple with issues of epistemology and develop epistemic understandings, as have been found in this research, should help contribute to educational projects in the everyday understanding of science and how knowledge in general is constructed and justified.
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Theory: Young children have an understanding of basic science concepts such as stability, yet their theoretical assumptions are often not concerned with stability. The literature on theory theory and theory-evidence coordination suggests that children construct intuitive theories about their environment which can be adjusted in the face of counterevidence that cannot be assimilated into the prior theory. With increasing age, children acquire a Center theory when balancing objects and try to balance every object at their middle, succeeding with symmetrical objects. Later, they acquire the basic science concept of stability through learning that the weight distribution of an object is of importance. Thus, they acquire a Mass theory and succeed in balancing asymmetrical objects as well. Fluid and crystallized intelligence might contribute to children’s acquisition of Mass theory. Moreover, their Mass theory might be supported by implementing a playful intervention including (a) material scaffolds and (b) verbal scaffolds.

Aims: We investigated which theories children have about stability and whether these theories can be adjusted to Mass theory by implementing a playful intervention.

Method: A total of 183 5- to 6-year-old children took part in the study with a pre-post-follow-up intervention design. Children’s Mass theory was assessed with an interview in which children explained constructions’ stabilities. The children received a playful intervention with two differing degrees of scaffolding (material scaffolds or material + verbal scaffolds) or no scaffolding.

Results: At first few children used a Mass theory to explain their reasoning. However, after being confronted with counterevidence for the asymmetrical constructions, children changed their explanation and applied a Mass theory. More children in the play group with the highest degree of scaffolding, i.e., material + verbal scaffolds, acquired a Mass theory compared to the other groups. Fluid as well as crystallized intelligence contributed to children’s acquisition of a Mass theory.

Discussion: Counterevidence can support children in their acquisition of a Mass theory. A playful intervention with scaffolding supports children even more.

Keywords: guided play, theory theory, theory-evidence coordination, free play, science learning, intelligence


INTRODUCTION: SCIENCE EDUCATION

Early knowledge acquisition in the science domain and scientific reasoning lay the foundation for the understanding of complex science concepts, which are relevant throughout the school years and in later life (Eshach and Fried, 2005; Trundle and Saçkes, 2012). Accordingly, studies have demonstrated that science learning and scientific reasoning can be promoted in the early years of childhood (Gelman and Brenneman, 2004; Akerson et al., 2011; Klahr et al., 2011; Cremin et al., 2015).

Children construct intuitive theories to explain what is happening around them, and adjust these theories continuously (Gopnik and Wellman, 2012). These theories encompass science concepts, which might be altered by confronting children with counterevidence (Bonawitz et al., 2012). Promoting young children’s science learning aims at helping them adjust their theories and should consider children’s developmental constraints by considering children’s everyday activities, e.g., their play (Copple and Bredenkamp, 2009). One possibility for such science-related play could be construction play in the form of block play, which is an important leisure activity for young children (Rubin et al., 1978; Pellegrini and Gustafson, 2005; Borriello and Liben, 2018; Verdine et al., 2019). An adult’s guidance might be integrated into children’s play in the form of scaffolding, which might support children’s science learning (cf. van de Pol et al., 2010; Klahr et al., 2011; Mantzicopoulos et al., 2013).

Therefore, children’s science theories might be supported through science-related play that focuses on children’s experiences and encompasses an adult’s scaffolding.


Theory Theory, Bayesian Inference, and Theory-Evidence Coordination

Fostering scientific reasoning is one goal of science education (Chin, 2007; Klahr et al., 2011). Studies on children’s scientific reasoning rely on literature concerned with theory theory, Bayesian inference and theory-evidence coordination. Theory theory is concerned with the adjustment of children’s intuitive theories when they are confronted with evidence. Bayesian inference focuses on the interaction of intuitive theories with evidence, while theory-evidence coordination investigates the conditions under which children can interpret evidence.

According to theory theory, children construct intuitive theories about their environment, which have similarities with scientific theories (Gopnik and Wellman, 2012). Intuitive and scientific theories share at least five characteristics. (1) They encompass causal representations of the surrounding world, (2) may be hierarchically organized, (3) provide possible explanations for regularities, (4) allow predictions of regularities, and (5) can be adjusted in the face of counterevidence. In this process, not only the explanations for certain subordinate relations but also the general assumptions about regularities can change (Bonawitz et al., 2012; Gopnik and Wellman, 2012). Such adjustment occurs, often gradually, if a child is confronted with counterevidence that cannot be assimilated into their prior theory, either through their own interventions, e.g., in their play, or through observing the interventions of others (Gopnik and Wellman, 2012). According to Gopnik and Meltzoff (1997), children pass through the same developmental processes and therefore have similar representations about the same objects at roughly similar times in their lives. Most children do not test their theories with experiments but adjust them when they are confronted with evidence (Gopnik, 2013). Research has provided support for theory theory, inter alia, in the domain of balance (Bonawitz et al., 2012), and biology (Schulz et al., 2007).

Researchers have applied Bayesian inference to the theory theory framework to value the role of probability and prior knowledge on learning processes (Schulz et al., 2007; Gopnik and Wellman, 2012; Gopnik, 2013). Bayesian inference indicates how a learner changes their theory after being confronted with a set of evidence and how children might combine theory and evidence (Schulz et al., 2007). Bayesian models consider prior knowledge and its effect on inductive reasoning as well as how much a person believes one theory to be true. Furthermore, prior beliefs and evidence might interact, e.g., a child might interpret data according to their prior beliefs and dismiss counterevidence (Hawkins et al., 1984; Griffiths et al., 2011; Gopnik, 2013). Children with consistent presumptions will likely change their theory less easily than children with inconsistent presumptions (Gopnik et al., 2001; Sobel et al., 2004; Griffiths et al., 2011).

Studies on theory-evidence coordination have found that young children often face problems relating a theory with evidence (Ruffman et al., 1993; Koerber et al., 2005; Piekny and Maehler, 2013), which seemingly contradicts the results of studies on theory theory (Schulz et al., 2007; Bonawitz et al., 2012). However, taking a closer look at the studies on theory-evidence coordination, these studies showed that young children primarily face problems when evidence was presented in the form of imperfect covariation. Children were more likely to successfully coordinate theory with evidence when the evidence was presented in the form of perfect covariation, which is how the studies on theory theory presented evidence. For example, Sobel et al. (2004) found that children were even able to make inferences from indirect evidence of perfect covariation in the form of data they had not directly observed.

In conclusion, at least three factors might contribute to young children’s science learning with regard to their developmental constraints and should be considered. (1) Children can interpret perfect covariation but face problems with imperfect covariation (Koerber et al., 2005). Therefore, evidence should be presented in the form of perfect covariation. (2) Children have prior theories about science phenomena and often have similar theories at a certain age (Gopnik and Meltzoff, 1997). Therefore, these prior theories should be considered so that the presented evidence relates to children’s intuitive theories. (3) Children with consistent prior theories might need to see counterevidence repeatedly to adjust their theory because this adjustment often happens gradually (Gopnik and Wellman, 2012). Therefore, children should receive enough time to deal with the phenomenon.

The question remains how best to confront young children with evidence relating to their science theories. Children’s developmental constraints can be addressed by allowing for activities that occur in their everyday lives, e.g., play (Copple and Bredenkamp, 2009). Moreover, play might be enriched by scaffolding materials as well as an adult’s verbal support (Zosh et al., 2018).



Material and Verbal Scaffolds in Guided Play

Play-based learning is the mandated pedagogy in early years’ curricula in many countries (Hirsh-Pasek et al., 2009; Pyle et al., 2017) and is regarded as developmentally appropriate practice (Copple and Bredenkamp, 2009). Researchers have widely agreed that play can be characterized as a voluntary, intrinsically motivated, child-directed, and process- rather than goal-oriented behavior that contains elements of choice (Rubin et al., 1983; Pellegrini, 2013; Weisberg et al., 2013; Trawick-Smith, 2015; Daubert et al., 2018).

Zosh et al. (2018) define play as a spectrum that allows for different types of play, ranging from free play as voluntary, intrinsically motivated, and process-oriented behavior directed by the child to more goal-oriented and adult-directed forms of playful instruction. In between these two poles, guided play represents a blend of free play and playful instruction (Zosh et al., 2018). Guided play can be described as a playful activity that is directed by the child, i.e., the child is autonomous to decide what to do, for how long and at what pace. The adult’s role in guided play is to prepare a play environment and support the children’s activities to facilitate learning (Weisberg et al., 2013, 2016; Zosh et al., 2018).

Guided play shares strong commonalities with the guided inquiry principle, which has been identified as one of the most effective approaches to learning and teaching (Mayer, 2004; Alfieri et al., 2011; Lazonder and Kamp, 2012). Researchers have frequently framed guidance in inquiry-based science teaching within the scaffolding construct (Hmelo-Silver et al., 2007). In the scaffolding literature, both material scaffolds and an adult’s verbal scaffolds are considered effective in guiding children’s learning (van de Pol et al., 2010; Martin et al., 2019). Accordingly, guided play can take at least two different forms (Weisberg et al., 2016), guided play with material scaffolds only, and guided play with additional verbal scaffolds.

In guided play with material scaffolds, the adult provides the children with purposefully designed and structured materials aiming at a specific learning objective (Weisberg et al., 2016). Research indicates that children’s explorations with purposefully structured and limited materials can foster science learning (Cook et al., 2011; van Schijndel et al., 2015). In particular, learning materials are effective when they link the learning objective to children’s prior knowledge (Leuchter et al., 2014) and focus children’s attention on those aspects that are essential for understanding (DeLoache, 2014). For example, to foster children’s stability concepts, the adult might provide the children with an assembly of building blocks and a variety of photographs. In guided play with material scaffolds only, the adult initiates the play activities by inviting the children to rebuild the block constructions depicted on the photographs and to explore whether the constructions remain stable or tumble. By building these constructions, the children are likely to face evidence (the construction remains stable or tumbles) that might be incompatible with their intuitive theory (cf. Gopnik and Wellman, 2012). However, beyond initiating children’s explorations, the adult does not intervene in the process.

Research suggests that children show more explorative behaviors when an adult takes a passive role (Bonawitz et al., 2011). In contrast, studies indicate that children’s unguided explorations might not be sufficient to encounter the learning objective (Butts et al., 1994; Chen and Klahr, 1999; Klahr and Nigam, 2004; Sarama and Clements, 2009). In the stability example, children might rebuild the construction inappropriately and thus might witness incorrect evidence or imperfect covariation. Moreover, children might interpret evidence inappropriately to confirm their intuitive but incorrect theory.

In guided play with additional verbal scaffolds, the adult not only provides materials but additionally plays along with the children, supports the children’s play verbally and encourages higher order thinking (Chin, 2007; Haden, 2010; Kleickmann et al., 2016; Weisberg et al., 2016; Martin et al., 2019). The adult can use a set of verbal scaffolding techniques to aid children’s cognitive activities (for an overview cf. van de Pol et al., 2010) and support the cognitive processes involved in theory-evidence coordination, thus helping children adjust their intuitive theory. Activating prior knowledge by asking questions and prompting the children to express their presumptions, e.g., whether a block construction will remain stable or tumble can facilitate the integration of new aspects into existing schemata (Mayer, 1997; Weinert and Helmke, 1998; Gurlitt and Renkl, 2010). Additionally, asking for the child’s reasoning, e.g., by prompting the child to justify their presumptions about the block construction’s stability allows the child to structure their prior knowledge and thinking processes (Hsin and Wu, 2011). Providing explanations may help the child coordinate their observations with an evidence-based interpretation of a phenomenon (Murphy and Messer, 2000; Renkl, 2002). Encouraging comparisons supports the child in identifying relational similarities or differences between entities by highlighting certain features (Hsin and Wu, 2011; Richey and Nokes-Malach, 2013). Furthermore, modeling, i.e., performing certain behaviors and thinking styles, offers a possibility for imitation (Mayer, 2004; Hmelo-Silver et al., 2007).

Research indicates that guided play with additional verbal scaffolds promotes children’s science learning more effectively than free play (Pine et al., 1999; Hadzigeorgiou, 2002; Fisher et al., 2011; Reuter and Leuchter, 2020). However, there are only a few studies that have deliberately compared the effectiveness of material scaffolds with additional verbal scaffolds for children’s science learning. Leuchter and Naber (2019) found that a combination of structured materials and verbal scaffolds supported 6- to 7-year-old children’s learning in the physics domain of force more than only materials, only verbal support or free exploration. Similarly, the results of Hadzigeorgiou (2002) show that 4- to 6-year-olds perform more meaningful activities at an inclined plane to explore the concept of mechanical stability when they received structured materials and verbal scaffolding compared to children who received only materials or played freely.

Studying children’s scientific reasoning in a playful context can aim at unraveling the interplay of material and verbal scaffolds. Concerning children’s reasoning about science phenomena guided play can serve as a developmentally appropriate context to shed a light on (1) children’s theory adjustment, (2) the way their prior theories interact with the evidence provided through the scaffolding materials, and (3) the conditions that may support children to coordinate theory with evidence.



The Statics Domain and Children’s Beliefs About Balance

Statics can be defined as the state of equilibrium of an object, which in turn is concerned with forces acting on objects that are either at rest or in motion (Riley and Sturges, 1993). Statics is therefore concerned with stability. If the middle of a symmetrical object is supported by a supporting surface, the object will remain stable. Therefore, the consideration of an object’s geometrical center is sufficient when rating symmetrical objects. For an asymmetrical object, however, the mass must be considered because the geometrical center and the center of gravity do not correspond. If the center of gravity of an object is supported, the object will remain in place; however, if it is not supported, the object will tumble. According to Bonawitz et al. (2012); Krist (2010), and Siegler (1976), with increasing age children develop an understanding of the weight distribution so that they can estimate the stability of an asymmetrical object/construction.

Studies with infants have mostly employed the violation of expectation paradigm and have shown that infants have basic knowledge about stability (Baillargeon and Hanko-Summers, 1990). Studies with older children, however, have shown that even preschoolers face problems explaining why certain objects either remain stable or tumble. Krist and Krüger (2012) explain this discrepancy with different approaches of the violation of expectation paradigm and verbal explanations as a possible reason for this ability gap. They state that being surprised (violation of expectation) does not take as much cognitive reasoning as verbally explaining one’s underlying theory.

Young children indeed hold misconceptions about balance. Siegler (1976) and Siegler and Chen (1998) placed different weights at different distances on a fulcrum and asked children to rate the fulcrum’s balance. The researchers found that children from 9 years of age started to consider both weight and distance, while younger children tend to view weight and distance separately. Other studies by Krist et al., have shown that between the ages of three to eight, children’s abilities of balancing symmetrical and asymmetrical blocks and estimating symmetrical as well as asymmetrical objects’ stabilities increase continuously independent of the type of assessment (rating photographs, Krist, 2010; eye tracking, Krist et al., 2018; balancing blocks, Krist et al., 2005). Even though children’s estimation of asymmetrical blocks’ stabilities increased, all three studies found children’s performance on the estimation of symmetrical objects (e.g., cuboids) to be superior to their estimation of asymmetrical objects (e.g., L-shaped objects). As noted earlier, the center of gravity does not correspond to the geometrical center of an asymmetrical object. For symmetrical objects, however, considering their geometrical center is sufficient. Thus, children’s difficulty in estimating the stability of asymmetrical objects indicates that they face problems considering the weight distribution.

Some studies have taken a closer look at children’s theories about balance. Pine et al. (2007) asked 6- to 8-year-old children about their reasoning when balancing beams on a fulcrum and categorized their verbal utterances as well as their gestures into four categories: middle, weight, distance, and other. They found that most answers fell into the other or weight categories, and few children considered the distance. Moreover, Weber and Leuchter (2020) found that more than half of the 5- and 6-year-olds in their sample used an undifferentiated pattern when rating photographs of asymmetrical objects, approximately 1/3 applied Center knowledge, and less than 10% of children applied Mass knowledge.

The above studies have examined children’s knowledge about stability from a developmental psychological perspective. However, it is also of interest if children’s Mass knowledge can be supported in regard to their developmental constraints. Playful interventions with building blocks have supported the acquisition of different mathematical and spatial skills in other studies (e.g., Ferrara et al., 2011; Fisher et al., 2013; Borriello and Liben, 2018; Thomson et al., 2018; Verdine et al., 2019).

Regarding children’s rating of stabilities, Pine and Messer (2003) found that 5- to 6-year-olds were able to balance more symmetrical as well as more asymmetrical blocks after playing with the blocks compared to a pretest. In another study, children between 4 and 7 years of age first balanced symmetrical and asymmetrical objects on a beam scale (Bonawitz et al., 2012), and their balancing behavior was categorized into three categories (No, Center, and Mass theory). Furthermore, the results indicated that younger children tend to use an undifferentiated pattern (No theory) and do not consider the center or the mass. Second, after balancing objects on a beam, children either played with a mass-consistent or a center-consistent toy on their own and freely. Afterward, they again balanced an asymmetrical block. Children who had a Center theory before playing observed evidence that did not confirm their theory if they were in the mass condition. Many of these children adopted a Mass theory. Children who had a Mass theory before playing also observed evidence that did not confirm their theory if they were in the center condition. Most of these children did not alter their balancing behavior and instead explained away the evidence and remained Mass theorists. This outcome indicated that even a short presentation of counterevidence can support children’s learning, but that their prior theories need to be considered.

The different effects of free play and guided play with material and material + verbal scaffolds on children’s science learning in the domain of balance with regard to their prior theories have not yet been investigated. Furthermore, it remains unclear whether these adjustments remain stable over a longer period of time or if the children relapse into their prior intuitive theories.



Possible Relationship With Intelligence

Intelligence is one of the most important prerequisites for learning. The ability to solve or complete puzzles or patterns is considered an indicator of fluid intelligence (Cattell, 1987; Flynn and Blair, 2013). Two components of fluid intelligence are figural perception and figural reasoning as indicators of an individual’s ability to perceive and mentally represent objects and abstract certain characteristics (Cattell, 1987; Weiß and Osterland, 2013). In the context of stability, figural perception and figural reasoning might contribute to children’s Mass theory. To rate stabilities correctly, children must perceive, mentally represent and abstract the spatial features of the objects or constructions (Weber and Leuchter, 2020).

Language capacity is considered an indicator of crystallized intelligence and is one of the key indicators of mental ability in young children (Cattell, 1987; Flynn and Blair, 2013). Language capacity contributes to knowledge acquisition (Thorsen et al., 2014). Moreover, children with a higher language capacity might find it easier to articulate their reasoning and might profit more from verbal scaffolds.



The Present Research

The present study is concerned with the effects of three different types of construction play on children’s science learning in the statics domain, specifically constructions’ stabilities. We implemented two types of guided play (verbal + material scaffolds, material scaffolds) and free play. Following the literature on theory theory, Bayesian inference, and theory-evidence coordination, young children’s science learning may be fostered by confronting children with evidence in the form of perfect covariation (Koerber et al., 2005; Gopnik and Wellman, 2012). Furthermore, children’s prior theories, which they have acquired through their everyday activities, e.g., their play, should be considered so that the presented evidence relates to these theories, which can then help children interpret the evidence (Gopnik and Meltzoff, 1997; Gopnik and Wellman, 2012). For example, at the age of 5 to 6, children might explain and predict the stability of an object with a Center theory or have other theories (Bonawitz et al., 2012; Weber and Leuchter, 2020). Material scaffolds can be prepared in such a way that they show perfect covariation for Mass theory and contradict Center theory. Through verbal scaffolding, an adult can help the children connect the evidence presented through the material scaffolds with their prior (intuitive) theories. Thus, scaffolds may support children’s theory adjustment from Other1 or Center theory to Mass theory. Since theory adjustment often happens gradually (Gopnik and Wellman, 2012), children should receive enough time to explore stabilities. We designed playful interventions that consider these constraints and investigated the effects of the different kinds of play on children’s theory adjustments in the statics domain. Moreover, we explored whether these adjustments remained stable over an extended period of time.

Finally, interindividual prerequisites might be partly responsible for children’s theory adjustment and interact with the type of playful intervention that the children received. Research on theory theory, Bayesian inference and theory-evidence coordination suggests that children with a consistent prior theory might not adjust their theories as easily as children with an inconsistent prior theory (Koerber et al., 2005; Gopnik and Wellman, 2012). Thus, we are interested in the contribution of children’s prior theories on their adjustments after being confronted with perfect evidence for Mass theory. Additionally, intelligence affects learning (Cattell, 1987; Flynn and Blair, 2013; Thorsen et al., 2014) and may thus contribute to theory adjustment as well. With respect to fluid intelligence, we hypothesize that figural perception and figural reasoning facilitate theory adjustment. With respect to crystallized intelligence, we hypothesize that children with higher language capacity might profit more from verbal scaffolds than children with lower language capacity.

Therefore, we specify the following research questions:


(1) Do children explain their reasoning about stability with Mass theory, Center theory or Other?

(2) Can guided play with material scaffolds and with or without verbal scaffolds enhance children’s consistent use of Mass theory compared to free play (a) directly after a playful intervention and (b) over an extended period of time? Does intelligence relate to the consistent use of Mass theory?

(3) Does the consistency of children’s prior theories relate to children’s consistent use of Mass theory in the different play conditions (a) directly after a playful intervention and (b) over an extended period of time? Does intelligence relate to the consistent use of Mass theory when prior theories are considered?

(4) Do children with a consistent Mass theory after the playful intervention perform differently on a transfer test than children who did not use Mass theory consistently? Does intelligence relate to performance on the transfer test?





MATERIALS AND METHODS


Participants

In total, 183 children (88 girls, 95 boys), between the ages of five and six (M = 5.55, SD = 0.51), took part in the study. The participants visited 23 kindergartens in Germany (2 to 13 children per kindergarten), which all agreed to take part in the study and helped connect with the children and their parents. The kindergartens were located either in villages (700 to 3,000 inhabitants; N = 83 children), small cities (less than 20,000 inhabitants; N = 10 children) or medium sized cities (approximately 50,000 inhabitants; N = 91 children of whom 51 lived in the city center and 40 in the periphery). A total of 171 children were European, 9 were Asian, 2 were African, and 1 was Central American. All children and their parents were informed about the goals of the study, and all children took part voluntarily and with their parents’ consent.

Some children dropped out of the study completely because, e.g., they moved or were ill on the dates agreed with the kindergartens, and some other children had missing values on some of the items. We used pairwise deletion because we decided to include the highest amount of data whenever possible. Therefore, the number of participants varies between different analyses.



Procedure

The study consisted of a pre-post-follow-up design with two guided play groups and a free play group. The pretest (T1) took place approximately 2 weeks before the play session and the immediate posttest (T2). The follow-up (T3) took place approximately 10 weeks after the posttest. The duration of the play session was approximately 1 h.

For the intervention, the children were parallelized into the three intervention groups according to their language capacity, which was assessed at pretest. Thus, matched samples were produced and each child in the Verbal group had a “language capacity twin” in the Material and in the Free play group. Both the Material group (59 children, 32 girls, and 27 boys) and the Verbal group (64 children, 27 girls, and 37 boys) received scaffolding materials in the form of building blocks. The Verbal group received additional verbal scaffolds. The Free play group (60 children, 29 girls, and 31 boys) played with building blocks freely. The reason for the differences in group size is that each intervention was to be conducted in a group of approximately four to six children to achieve ecological validity. Therefore, five children in the Verbal group were not assigned to language capacity triplets in the other two groups. In total, there were 51 interventions with group sizes varying between 2 to 6 children per group.

The play was led by one of six female experimenters. To prevent experimenter effects, group∗experimenter was varied, so that all experimenters had led all intervention groups, i.e., Verbal, Material, and Free play group. In all intervention groups, the children were free to choose what they wanted to build or if they wanted to build with a friend or rather on their own. Furthermore, breaks were always possible, and the children were free to stop playing entirely (cf. Rubin et al., 1983; Weisberg et al., 2016). For manipulation check, the play sessions were video or audio recorded with the permission of parents and children. Based on the recordings, we rated children’s playfulness according to Bundy et al. (2001) as well as children’s on-task behavior. High inferential ratings showed that all children in all recordings showed indications of playfulness, e.g., children sang, laughed, joked around with another or the experimenter, chose to build challenging constructions, and built together. Moreover, children’s on-task behavior did not differ between the groups.

Children in the Material group and the Verbal group received photographs of different block constructions, which differed in the number of blocks used and in their complexity. With each photograph came a box containing the building blocks needed for building the construction. The blocks differed in their shapes (cuboids, triangles, etc.), sizes, and colors (brown, black, yellow, red, and green). The materials were developed prior to this study and tested in play sessions to ensure that children were able to rebuild the structures shown on the photographs and had fun playing with the materials. The material scaffolds were implemented to structure the play and served as suggestions for the children. However, the children in the guided play groups were free to build constructions other than those we presented to them. In order for the activity to be enjoyable and playful for the children, we allowed the children to decide whenever they wanted to move on to the next activity. However, the experimenters could suggest another activity if they felt that the children started to lose interest.

The material scaffolds encompassed five activities and were presented in a standardized order (cf. Supplementary Material 1 for all photographs):


(1) Black block (11 photographs): You can build the building shown on the photograph. Build the building and guess if the blocks remain stable or tumble.

(2) Add-a-block (8 photographs): These blocks on the photos were bewitched so they would remain stable. Can you rebuild the building, so that it is stable? (If a child did not succeed, the experimenter provided a green block): Look, here is a green block. Try to stabilize the building with it.

(3) Sliding (9 photographs): This is the sliding play. You rebuild the building on the photograph. Then, you slide the upper block along the lower block until it falls (experimenter models it). That’s noisy, isn’t it?

(4) Rebuild (11 photographs): You can just rebuild the building on these photographs and see how well you are doing. Some buildings are very easy to rebuild; others are more difficult. However, every single one will remain stable if built correctly.

(5) Stable/Tumble (8 photographs): The buildings on the photographs will sometimes remain stable, but at other times, the blocks are bewitched. Look at the photograph and predict “stable” or “tumble,” and then try them out to see whether you were correct.



Additionally, the Verbal group received verbal scaffolds in the form of the activation of prior knowledge, asking for reasoning, the provision of explanations, the encouragement of comparisons, and modeling (cf. Table 1; Hogan and Pressley, 1997; van de Pol et al., 2010; for the script cf. Supplementary Material 2). The experimenters used this limited set of scaffolds presented in the script but applied them flexibly when playing with the children. All experimenters had received a training on how to apply scaffolding during play prior to leading the interventions.


TABLE 1. Scaffolding techniques used in the Verbal group (Hogan and Pressley, 1997; van de Pol et al., 2010).

[image: Table 1]The Free play group received a large box with the same building blocks as the guided play groups, but the blocks were unstructured. The experimenters did not suggest any buildings that the children could build but only told the children to play with the blocks freely.

During the play time, the experimenter praised the children’s efforts in all three groups and motivated them to try again if they encountered problems with building. Sometimes children would ask the experimenter for help with building, which she would provide in the Verbal group. However, in the Material group or the Free play group, she would friendly decline and suggest that children ask another child for help (cf. Supplementary Material 3 for excerpts from the playful intervention).



Measures


Children’s Theories

Children’s theories about stability were assessed with a standardized single interview consisting of photographs of four symmetrical and four asymmetrical block constructions, which were always supported by a black block (cf. Supplementary Material 4). The children were asked to estimate whether the block construction presented in the first photograph would remain stable or not if the black block was removed. Afterward, the children received a total of five blocks, namely, four cuboid blocks consisting of two brown blocks, one black block and one yellow block (9 cm∗3 cm∗1.5 cm), as well as one smaller black cuboid block (3 cm∗3 cm∗1.5 cm). All the blocks were made of non-lacquered wood and colored by the researchers using acrylic colors to avoid slipperiness. The brown blocks had a narrow line drawn onto them with a pencil to facilitate finding the blocks’ middle for the children. The children were asked to rebuild the construction presented in the photograph. Then, the interviewer repeated the children’s former answer regarding the construction’s stability (stable or unstable) and asked them to explain the prediction. They answered, and the interviewer invited them to remove the black block and ascertain whether they had rated the stability correctly. Then, they proceeded to the second block structure and so on. The interviews were videotaped or recorded if both the parents and the child had consented to it; if not, the interviewer made notes on the child’s theory. The same interview was administered at each point of measurement, i.e., the same test items were presented at T1, T2, and T3. The testing time was approximately 10 min.

Only the asymmetrical block constructions were used in the data analyses. The test started with two symmetrical items to familiarize the children with the test logic. The fourth and sixth items showed symmetrical constructions and were applied to ensure that children had positive mastery experiences during the testing because studies have found that symmetrical items’ stabilities are easier for children to estimate than asymmetrical items’ stabilities (Krist, 2010). The three asymmetrical items showed perfect covariance for Mass theory because the weight distribution always determined the stability. However, the second asymmetrical item as well as all the symmetrical items could also be rated correctly with Center theory, while the first and third asymmetrical items could not. Therefore, the evidence for Center theory was imperfect.

The children’s answers were coded following the speech coding scheme from Pine et al. (2007), as shown in Table 2. If a child was unable to verbalize their answer, but, e.g., pointed at the vertical block, their answer was also rated as Mass theory. If a child indicated the middle with gestures, the answer was rated as Center theory. The children’s explanations were coded by two independent raters, Cohen’s κ > 0.90.


TABLE 2. Coding scheme.

[image: Table 2]Regarding the items that were not used for further analysis, the distribution of the children’s answers at T1 was as follows. For the first item (familiarization, symmetrical), 18 Mass, 118 Center, and 39 Other. For the second item (familiarization, symmetrical), 14 Mass, 124 Center, and 37 Other. For the fourth item (motivation, symmetrical), 19 Mass, 115 Center, and 42 Other. For the sixth item (motivation, symmetrical), 15 Mass, 96 Center, and 64 Other. The seventh item showed an asymmetrical construction but was removed from further analyses because it was inconclusive. The probability of the item remaining stable was 50% for statics reasons. Thus, there is no definite answer to this item. The third, fifth, and eighth items were asymmetrical items that were included in the data analyses and used for the assessment of children’s stability theories (cf. Figure 1).
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FIGURE 1. The asymmetrical constructions used to assess children’s reasoning. Item 1 and 2 are stable constructions, item 3 is an unstable construction.




Transfer Test

At the third point of measurement, a paper-pencil transfer test consisting of photographs of 16 asymmetrical block constructions was administered (cf. Figure 2 and Supplementary Material 5 for all transfer items), i.e., 8 stable constructions and 8 unstable constructions. The test was conducted in a group of up to six children who were seated back-to-back to prevent them from copying from each other. The test took approximately 10 min. The children were asked to rate the constructions’ stabilities by either circling the photograph for a stable construction or crossing out the photograph for an unstable construction. Thus, children were not required to verbalize their knowledge. The constructions could only be rated correctly by considering the weight distribution because if the center of gravity was supported by the brown block but the geometrical center was not, then the constructions would always remain stable. However, if the center of gravity was not supported but the geometrical center was, then the construction would always tumble. For this instrument, the children did not need to explain their reasoning and only had to rate photographs. The children’s content knowledge could be assessed to support the results of the reasoning test.


[image: image]

FIGURE 2. Example items of the transfer test, both items show stable constructions.




Aspects of Intelligence

Visual perception and figural reasoning as two aspects of fluid intelligence were assessed with the labyrinths and matrices subtests of the Culture Fair Test (CFT 1-R; Weiß and Osterland, 2013) at T1. T-values were not available, as only two subtests were conducted (for more information on test parameters, please cf. CFT 1- R handbook).

Language capacity as an indicator for crystallized intelligence was assessed with the German version of the Peabody Picture Vocabulary Test (PPVT 4; Dunn et al., 2015) at T1. The PPVT is a picture-based standardized single interview for which t-values are available. The test consists of 19 sets with 12 items each consisting of four pictures per item. Five-year-old children start with set 4, and 6-year-old children start with set 5. For each item, the children receive a word and point at the corresponding picture. This procedure is continued until the child answers 8 out of 12 items in a set incorrectly (cf. PPVT 4 handbook for more information). The PPVT 4 was also administered to ensure that all children understood and spoke the German language sufficiently.

The total testing time was approximately 1 h at T1, 10 min at T2 and 20 min at T3. At T3, the follow-up test was administered before the transfer test. During the testing, breaks were possible whenever the child or the experimenter considered it necessary.



Data Analyses

The statistics program R, version 3.6.2 (R Core Team, 2019) was used for data analyses. We used the survival (Therneau, 2015) package for the specification of survival analyses and the survminer (Alboukadel et al., 2019) package for forest plots.

In the first step, we investigated the number of children who had a Mass theory, a Center theory or Other on each point of measurement. The children received feedback about the correctness of their stability rating because after rating the stability, they removed the black block and could ascertain if they had answered correctly. Therefore, they had the opportunity to learn during testing. Thus, their answers were not independent and could not be summarized but instead were treated as individual events as the assumption of local stochastic independence was violated. Therefore, we used methods of risk-event analysis to analyze the group differences in the application of Mass theory (cf. Singer and Willett, 2003).



RESULTS


Children’s Use of Mass Theory

To address the first research question concerned with children’s use of causal relations, especially Mass theory, when explaining asymmetrical objects’ stabilities, we investigated the percentage of children who applied mass for explaining each of the three asymmetrical constructions on the first point of measurement. The following results were obtained across all groups. For the first item, 11%2 of children explained their reasoning with Mass theory, 41% with Center theory, and 48% provided another answer. For the second item, 20% of children explained their reasoning with Mass theory, 56% with Center theory, and 23% provided another answer. For the third item, 16% of children explained their reasoning with Mass theory, 48% with Center theory, and 35% provided another answer, cf. Figure 3 for percentage shares of children’s theories (cf. Supplementary Material 6 for percentages of correct answers). To compare the probability of answering with a specific theory between items, we compared the proportions of children who had answered with a specific theory (either Mass, Center or Other) using z-tests of proportions. They revealed that children were not more likely to explain their reasoning with Mass for any of the three items, z = 5.41, df = 2, p = 0.067; however, the answer probabilities for Center theory, z = 8.87, df = 2, p = 0.012, and Other, z = 23.90, df = 2, p < 0.001, differed across the items.
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FIGURE 3. Percentages of theories applied by the children to explain all three reasoning items’ stabilities per measurement point and intervention group.


The percentage of children applying each theory for each group at T1, T2 and T3 is presented in Table 3. The use of Mass theory increased at T2 and T3, especially in the Verbal group.


TABLE 3. Number of children applying each theory in each group over all three points of measurement.

[image: Table 3]


Effects of Guided Play

To address the second research question concerning whether different kinds of play can enhance children’s consistent use of Mass theory directly after the intervention as well as over a longer period of time, we used methods of survival analyses. Survival analysis is used to analyze the expected duration of time until an event takes place. In our case, the event is the children’s consistent use of Mass theory after the playful intervention.


Consistency at T2

First, we used the binomial distribution to find a cut-off that guarantees that the probability of children finding the correct answer through guessing was below 10%. This enabled us to find how many correct answers might be given through guessing with σ = 1.64, i.e., p < 0.10, and a binomial probability of 1/3. Thus, we are able to categorize the children into children who explained their reasoning with Mass theory either consistently or inconsistently directly after the intervention at T2. Children with 3 out of 3 correct answers were rated as answering consistently, p = 0.037. Seven children who had explained their reasoning with Mass theory consistently at T1 (3 out of 3 Mass answers) were excluded from these analyses.

We defined each item as a point in time; therefore, time = 1 refers to the first item of T2, time = 2 to the second item of T2, and time = 3 to the third item of T2. The event of answering with Mass theory 3 out of 3 times could only take place at time = 3 or not at all. The detailed results of the Kaplan-Meier analysis are presented in Supplementary Material 7. The survival rate implies the percentage of children who remain either Center theorists or Other, and thus are not applying Mass theory consistently at T2. Therefore, the rate of children who applied Mass theory consistently is 100% minus survival rate, e.g., 100%-77% for the Verbal group. The results indicated that 23% of the children in the Verbal group explained their reasoning with Mass consistently at T2 compared to 9% of children in the Material group and 6% of children in the Free play group.

To investigate the results of the Kaplan-Meier analysis with a stricter procedure and to include the contributions of metric predictors, i.e., fluid and crystallized intelligence, a Cox regression (cf. Table 4) was specified, likelihood ratio test = 12.87, p = 0.012. The Cox proportional hazard model assumes that the hazard curves for the groups should be proportional. This means that if child 1 is twice as likely to explain their reasoning with Mass theory than child 2 at an initial point in time, then at all later points in time, child 1 remains twice as likely to explain their reasoning with Mass theory consistently compared to child 2. In this particular Cox-regression, the event could only take place at time = 3. Therefore, the proportional hazard assumption was met.


TABLE 4. Cox-regressions for children’s acquisition of Mass theory at T2.

[image: Table 4]The Cox regression showed group differences in the consistency of answering with mass between the Free play group and the Verbal group. However, there were no differences between the Material group and the Verbal group or the Free play group and the Material group. The Verbal group was almost four times as likely to explain their reasoning with Mass theory consistently compared to the Free play group, as indicated by the regression coefficient, and by a factor of HR = 3.70. Although neither the differences between the Verbal group and the Material group nor those between the Material group and the Free play group were statistically significant, descriptively, the Cox regression implied that the Verbal group had twice the chance of applying Mass theory consistently than the Material group, HR = 1.99 and that the Material group had approximately twice the chance than the Free play group, HR = 1.86. Crystallized intelligence contributed to the consistent application of Mass theory, while fluid intelligence did not.

We tested whether crystallized intelligence interacted with the children’s Mass theory in the three intervention groups. The analysis showed a difference between the Material group and the Verbal group dependent on crystallized intelligence, crystallized intelligence∗ΔMaterial–Verbal, b = 0.15, p = 0.032. This indicates that children with high crystallized intelligence in the Verbal group profited more than children with high crystallized intelligence in the Material group (Table 5).


TABLE 5. Cox-regressions for children’s acquisition of Mass theory at T3 considering T2.

[image: Table 5]


Consistency Over T2 and T3

Next, we were interested in whether children’s answers differed in their consistency over a longer period of time to check if the effect of the guided play was lasting. Therefore, we combined the three items of T2 and T3 into 6 points in time. Again, we used the binomial distribution with σ = 1.64, p < 0.10, and binomial probability = 1/3 to categorize the children into children who explained their reasoning with Mass theory either consistently or inconsistently. Children with ≥4 Mass explanations out of 6 when combining the items of the posttest and the follow-up were categorized as answering consistently, p = 0.097. The first point in time on which the event could take place was time = 4, i.e., the first item of T3, because the children had to answer four items with Mass theory to fulfill the event. The event could also take place at time = 5, i.e., the second item of T3, and at time = 6, i.e., the third item of T3. We specified a Kaplan-Meier analysis to investigate the percentage of children using Mass theory consistently (cf. Figure 4 and Supplementary Material 7). Extending the descriptive results, the children in the Verbal group had the highest percentage of using Mass theory consistently at each point in time compared to the other two groups, Verbal group = 40%, Material group = 23%, Free play group = 15%.
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FIGURE 4. Survival curves of the three play groups.


Next, a Cox regression (cf. Table 5) was specified, likelihood ratio test = 22.38, p < 0.001. First, we tested the proportional hazard assumption by correlating the scaled Schoenfeld residuals for group membership with time to ensure that the time and the residuals were independent. The hazard curves for the groups were proportional, as indicated by the global test, χ2 = 5.56, p = 0.234, as well as the group comparisons, all p > 0.05. The Cox regression showed group differences between the Verbal group and the Free play group, with the Verbal group having a higher chance of explaining their reasoning with Mass theory consistently by factor HR = 3.45. Again, there were no group differences between the Material group and the Free play group or between the Material group and the Verbal group. However, descriptively, the Verbal group had the highest chance of explaining their reasoning with Mass theory. Fluid and crystallized intelligence contributed to the consistent explanation with Mass theory. For the hazard ratios, cf. Figure 5.
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FIGURE 5. Forest plot with hazard ratios for the intervention groups including T2 and T3. ∗p < 0.05. ∗∗p < 0.01.


Again, the interaction of crystallized intelligence and the intervention group was included in the Cox regression (cf. Table 5). Crystallized intelligence contributed to the consistent use of Mass theory in the Verbal group and in the Free play group but not in the Material group. These differences were statistically significant. For low crystallized intelligence, the children in the Material group profited most from the intervention compared to the Verbal group and the Free play group.



Relationship of Children’s Theory at T1 and Children’s Consistent Use of Mass Theory

To address the third research question concerned with the relationship of the children’s prior theories and their consistent use of Mass theory after the playful intervention, we categorized the children into those answering consistently or inconsistently at T1. For this method, we used the same criterion used for the prior analyses, i.e., children explaining their reasoning with either Center theory or Other 3 out of 3 times, σ = 1.64, p < 0.10, binomial probability of 1/3, were categorized as answering consistently at T1, and the other children were categorized as answering inconsistently. Hence, for the following analyses, the sample was divided into six groups, i.e., a consistent and inconsistent group for each of the three intervention groups. For categorizing children consistently answering with Other, we considered those children who had provided a theory neither concerned with the center nor the mass of constructions for all three items of the pretest.

For the survival analysis, we applied the criterion of children explaining their reasoning with ≥4 Mass out of 6 to investigate whether children’s prior theories relate to their acquisition of Mass theory. Kaplan-Meier analysis indicated that the children in the Verbal group who had answered inconsistently at T1 had the highest chance of explaining their reasoning with Mass consistently after the guided play, with 62% (cf. Supplementary Material 7 for the comprehensive results).

Next, a Cox regression (cf. Table 6) was specified, likelihood ratio test = 26.15, p < 0.001. The hazard curves for the groups were proportional, as indicated by the global test, χ2 = 7.13, p = 0.416, as well as the group comparisons, all p > 0.05. We decided to use the Verbal group children who had answered inconsistently at T1 as the reference group for the Cox regression because theory suggests that this group should have the highest probability of explaining their reasoning with Mass theory. We found that this group had a significantly higher probability of explaining their reasoning with Mass theory than the Free play group children who had answered inconsistently at T1. Furthermore, descriptively, the Verbal group children who had answered inconsistently at T1 had the highest probability of all groups for explaining their reasoning with Mass theory (cf. Figure 6). We found no differences between the Free play group children who had answered consistently at T1 and any of the other groups. Fluid and crystallized intelligence contributed to the consistent use of Mass theory for all groups.


TABLE 6. Development of Mass theory consistencies between groups (Cox-regression) at T3 considering T2.
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FIGURE 6. Forest plot with hazard ratios for the intervention groups in consideration of children’s prior theories and including T2 and T3. ∗p < 0.05. ∗∗p < 0.01.




Transfer Test

To address the fourth research question concerned with children’s performance on the transfer test, we compared children who had explained their reasoning with Mass theory consistently at T2 and T3, M = 11.44, SD = 3.50, to children who had not explained their reasoning with Mass theory consistently at T2 and T3, M = 7.41, SD = 4.16. Regardless of the intervention group, those children who had explained their reasoning with Mass theory consistently at T2 and T3 performed better on the transfer test than the other children, t(65.83) = −5.26, p < 0.001. A multiple regression analysis showed that neither fluid, b = 0.05, p = 0.571, nor crystallized intelligence, b = 0.04, p = 0.319, contributed to children’s performance on the transfer test beyond the consistent use of Mass theory. In addition, crystallized intelligence did not moderate the consistent use of Mass theory on children’s performance on the transfer test, b = 0.17, p = 0.082.

Furthermore, we compared the three intervention groups on the transfer test: Verbal group, M = 8.17, SD = 4.64; Material group, M = 8.89, SD = 4.19; Free play group, M = 8.57, SD = 4.25. Crystallized intelligence did not moderate the effect of the intervention group on the children’s performance on the transfer test. An ANOVA showed no differences between the groups on performance in the transfer test, F(2) = 0.27, p = 0.762. Furthermore, there were no differences between the groups if the consistency at T1 was included, F(5) = 1.37, p = 0.242. Crystallized intelligence did not moderate the effect of consistency at T1∗intervention group on performance in the transfer test.



DISCUSSION

Science learning in early childhood can and should be promoted (Eshach and Fried, 2005; Trundle and Saçkes, 2012). However, studies on early science learning are quite sparse, and it remains unclear how to best support young children with different individual prerequisites.

Therefore, we conducted a study on 5- to 6-year-olds’ science learning in the specific domain of statics with regard to their prior intuitive theories and their individual cognitive prerequisites to investigate the effects of different types of play on theory adjustments. First, we were interested whether children explained their reasoning with Mass theory. In accordance with Pine et al. (2007), the children in our study faced problems estimating the stability of asymmetrical constructions and explaining the reasons for these stabilities. Most children provided another explanation and referred to characteristics of building blocks that have nothing to do with the mass or the center. Some children considered the center, and few considered the mass. This is in line with findings from other studies concerning the development of children’s knowledge of mass (e.g., Siegler, 1976; Siegler and Chen, 1998; Krist, 2010; Bonawitz et al., 2012; Weber and Leuchter, 2020).

The result that young children do not have a Mass theory, but rather a Center theory or provide answers unconcerned with mass and center can serve as a starting point for designing learning environments that foster children’s scientific reasoning, i.e., their theory adjustment, by providing them with perfect evidence for Mass theory (cf. Koerber et al., 2005; Klahr et al., 2011; Gopnik and Wellman, 2012). These learning environments should consider developmentally appropriate practice, i.e., play with scaffolds (Copple and Bredenkamp, 2009; Weisberg et al., 2016). Thus, we investigated whether a playful intervention could support children’s theory adjustment from an intuitive prior theory to a Mass theory. Play was implemented in the form of construction play with building blocks with differing amounts of adult guidance. The Free play group played with blocks on their own. The Material group received static material scaffolds prepared by an adult. In both of these groups, the adult only motivated and praised the children’s efforts but did not intervene in the play process. The Verbal group received the same material scaffolds as the Material group, and additionally, an adult used verbal scaffolds during the play. Thus, the Verbal group received the highest amount of adult guidance. After the playful intervention as well as after the follow-up test, the Kaplan-Meier analysis showed that the children in the Verbal group were most likely to use Mass theory consistently to explain their reasoning. The Material group was more likely to use Mass theory than the Free play group. Group comparisons with a Cox regression showed that the Verbal group outperformed the Free play group but not the Material group.

The acquisition of Mass theory however, might be dependent on interindividual variables such as intelligence and consistency of prior theory that interact with the degree of scaffolding. Thus, we investigated whether children’s prior theories are related to the adjustments of their theories to Mass theory. The link of children’s prior theories with theory adjustment to Mass theory seems to be partly dependent on intervention type. The children in the Verbal group who had answered inconsistently during the pretest were most likely to adopt a Mass theory after the playful intervention compared to all other groups.

Last, we investigated whether the use of Mass theory to explain stabilities was related to children’s results on a paper-pencil transfer test. Mass theorists performed better on the transfer test than Center theorists and children in the Other category. Our findings contribute to the literature on science education in the kindergarten years and will be discussed following the order of the research questions.


Children’s Use of Mass Theory

The first research question was concerned with children’s explanations of asymmetrical constructions’ stabilities before the playful intervention. We investigated whether 5- to 6-year-old children explained asymmetrical constructions’ stabilities with Mass theory, Center theory or Other.

Considering the assumptions of theory theory (Gopnik and Wellman, 2012), we found that children’s theories about stability encompassed causal relations, as the theories provided explanations for the stability of the constructions and allowed for predictions of whether a construction would be stable or unstable depending on how it is supported. Thus, a child with a Center theory believes that the middle of a construction needs to be supported and that the middle is the cause for a construction’s stability. A child with a Mass theory believes that a construction’s weight needs to be supported and that the weight distribution is the cause for a construction’s stability. A child providing another explanation might have other ideas concerning the causal relationship between support and stability, e.g., the color. Since most children could not explain asymmetrical constructions’ stabilities correctly, we can assume that children do not have a Mass theory (e.g., Siegler, 1976; Siegler and Chen, 1998; Krist, 2010; Bonawitz et al., 2012; Weber and Leuchter, 2020).

Nevertheless, the children were more likely to use Center theory and less likely to provide another explanation in the course of the pretest. The reason might be that they received visual confirmation of the Center theory for the symmetrical items. Hence, the children might have inferred and generalized Center theory as an explanation for constructions’ stabilities (Bonawitz et al., 2012). Therefore, the children might have acquired a Center theory instead of remaining in the Other category or kept their Center theory instead of adopting Mass theory.

Even though all the children had the opportunity to learn about the mass even during the pretest because they received feedback concerning the constructions’ stabilities, the probability that the children would explain their reasoning with Mass theory remained the same across all three items at pretest. This outcome indicates that the presented evidence at pretest might not have been sufficient to acquire Mass theory. Even though the children observed perfect evidence for Mass theory (cf. Koerber et al., 2005), a short presentation and asking for explanations about the stability in a one-to-one setting was not enough to introduce the children to Mass theory. Since the children seemed to be unable to acquire an understanding of the mass that easily, construction play with varying degrees of structuring seems to be an appropriate approach to investigate whether the children could acquire an understanding of the mass during a play.



Effects of Guided Play

The second research question was concerned with the playful interventions’ effects on children’s consistent use of Mass theory and the possible relationship with intelligence.

From the results it can be concluded that the more support the children received when confronted with evidence, the more likely they were to adjust their Other or Center theory and to explain their reasoning with Mass theory. This result indicates that children need support when learning about stabilities. Guided play with material and verbal scaffolds has been shown to support children’s acquisition of Mass theory more than free play (cf. Zosh et al., 2018). In the Material group, the children might have overlooked the evidence, and in the Free play group, the children could only have observed it randomly.

Consistent with the literature on theory theory and theory-evidence coordination (e.g., Koerber et al., 2005; Gopnik and Wellman, 2012), our results indicate that three factors should be fulfilled when supporting young children’s learning about science: (1) perfect covariation of the evidence, (2) considering the children’s prior theories, and (3) leaving the children with enough time to explore the evidence. We approached these factors by (1) taking care to present children with perfect covariation. We only used constructions that included asymmetrical features that always confirmed Mass theory but always disconfirmed Center theory. (2) We assessed children’s prior theories at pretest and tried to confront them with evidence supporting Mass theory and contradicting their Center theory. (3) The children were free to play with the provided materials for an hour so that they had a sufficient amount of time to explore and play with the materials. Furthermore, we considered the children’s developmental constraints and related science to their everyday activities by using different playful activities with building blocks as a learning setting (Copple and Bredenkamp, 2009).

The activities the children engaged in fulfilled the characteristics of play (Rubin et al., 1983; Pellegrini, 2013; Weisberg et al., 2013; Trawick-Smith, 2015; Daubert et al., 2018). The children played voluntarily, and the play was child-directed and contained elements of choice. We did not measure the children’s motivation during the play. Therefore, we cannot make a statement about their intrinsic motivation. An indication of their motivation might be that the children could stop playing at any time, but approximately 95% of the children continued to play for the provided time in all groups, as the video recordings for the manipulation check and the experimenters’ written records showed. Furthermore, highly inferential analyses of the recordings demonstrated that all of the children in all of the groups showed playful behavior (cf. Bundy et al., 2001). The play was not free of goals because we had a specific learning goal, namely, the acquisition of Mass theory, in mind. However, the play was still process-oriented, as we did not push this goal on the children.

Our playful intervention was based on the continual view postulated by, e.g., Zosh et al. (2018). The free play was free of an adult’s guidance, the guided play with material scaffolds was structured and offered children suggestions for playing with blocks, and the guided play with material and verbal scaffolds offered additional verbal guidance. Specifically, when implementing the verbal scaffolds, we asked for the children’s prior knowledge to allow them to express their presumptions to facilitate the adjustment of their theory (Mayer, 1997; Weinert and Helmke, 1998; Gurlitt and Renkl, 2010). By asking for reasoning, the children could be made aware of their theory, and they were supported in structuring their theory (Hsin and Wu, 2011). The provision of explanations helped the children organize new knowledge, e.g., knowledge about the mass, and integrate this new knowledge into their theories (Richey and Nokes-Malach, 2013). By encouraging comparisons, we tried to support the children in comparing stable and unstable constructions and to generalize the underlying principle, i.e., the mass (Hsin and Wu, 2011; Richey and Nokes-Malach, 2013). Last, modeling might have offered the children the possibility for imitation (Mayer, 2004; Hmelo-Silver et al., 2007).

Our study showed that crystallized intelligence had a positive relationship with children’s consistent application of Mass theory directly after the intervention. The interaction of crystallized intelligence with the intervention group showed that children with high crystallized intelligence profited more in the Verbal group than did children with high crystallized intelligence in the Material group. Fluid intelligence did not relate to the consistent explanation with Mass theory directly after the intervention. This outcome indicates that children acquired Mass theory regardless of their ability to mentally represent and abstract the spatial features of constructions’ stabilities. After including the follow-up, both fluid intelligence and crystallized intelligence related to the consistent explanation with Mass theory over an extended period of time. Crystallized intelligence interacted with the intervention group and related to the consistent application of Mass theory in the Verbal group and the Free play group but not in the Material group. Children with low crystallized intelligence were more likely to adjust their theories in the Material group, while children with high crystallized intelligence were more likely to adjust their theories in the Verbal group.

Language capacity is understood as an indicator of crystallized intelligence (Cattell, 1987; Flynn and Blair, 2013). Thus, our results suggest that the children with a low language capacity profited most from the Material group. Seemingly, the material scaffolds were sufficiently self-explaining so that the children with a low language capacity could observe evidence for Mass theory and adjust their theories. Moreover, the children with a low language capacity in the Verbal group did not profit from the intervention because they may have suffered from a high cognitive load (Kirschner, 2002). They not only needed to process the new information about the learning content provided through the verbal scaffolds but also the language itself. In contrast, the children with a high language capacity profited from the verbal scaffolds that were provided in the Verbal group. Our findings imply that when providing verbal instructions and support, it may be important to consider children’s language capacity.

Children with a higher fluid intelligence, i.e., a capacity to represent constructions mentally and abstract important spatial features (Cattell, 1987; Weiß and Osterland, 2013; Weber and Leuchter, 2020), were more likely to acquire Mass theory over the course of 10 weeks. This outcome is in line with studies from developmental psychology showing that children’s Mass theory develops between ages five and seven (Bonawitz et al., 2012). In their everyday lives, children have many possibilities to explore stabilities and develop an understanding of the underlying principles. A possible explanation might be that children with a higher fluid intelligence learn these principles faster than children with a lower fluid intelligence (cf. Weber and Leuchter, 2020).

In addition to intelligence, other individual competencies, such as children’s prior theories about stabilities, could relate to children’s acquisition of Mass theory.



Relationship of Children’s Prior Theories and Their Consistent Use of Mass Theory

The third research question was concerned with the role of children’s prior theories on their consistent use of Mass theory after the interventions.

The children with inconsistent prior theories who received the highest amount of support (Verbal group) acquired a Mass theory, while those children who received less support (Material group and Free play group) did not acquire a Mass theory. This result indicates that prior theories play a role in theory adjustment, which is in line with findings concerned with Bayesian inference in the context of theory-theory by, e.g., Bonawitz et al. (2012) and Sobel et al. (2004). The children who answered inconsistently at T1 did not have a consistent prior theory and therefore had the highest chance of acquiring a Mass theory. Their theoretical assumptions were inconsistent compared to the theories of children who had explained their reasoning consistently with Center theory or Other (cf. Koerber et al., 2005; Griffiths et al., 2011; Gopnik and Wellman, 2012; Gopnik, 2013). Since the children in the Verbal group were most likely to acquire a Mass theory, children seem to profit from high amounts of guidance and support; moreover, in our study, only observation seems to be insufficient for the understanding of counterevidence. In sum, children with inconsistent prior theoretical assumptions profit from supported play but do not adjust their theories by playing with blocks freely.



Transfer Test

The fourth research question was concerned with children’s performance on a transfer test at follow-up. Independent of intervention group, we compared children who had used Mass theory consistently after the playful intervention to children who had failed to do so on a transfer test with asymmetrical block constructions. The children who had answered consistently outperformed children who had answered inconsistently. This result indicates that children who explain their reasoning with Mass theory are also more likely to rate asymmetrical constructions’ stabilities correctly, which suggests that the children acquired an understanding of Mass theory.

However, comparing the three intervention groups, children performed equally well on the transfer test, even though we found group differences on the reasoning test. The transfer test, unlike the reasoning test, was a paper-pencil test and according to Karmiloff-Smith (1992) and Pine and Messer (2003) rather tested knowledge that children might not have been able to verbalize. The transfer test indicates that children in all groups had knowledge about stabilities at T3, but only the children in the Verbal group were able to verbalize their reasoning.

The children who had a low language capacity succeeded in the transfer test but not in the reasoning task. They did not have to explain their reasoning in the transfer test; they were only required to decide about the constructions’ stabilities. Although we tried to consider a low language capacity in the reasoning task by counting specific gestures as indicators for Mass theory, e.g., pointing to the Mass, or Center theory, e.g., pointing at the middle, the transfer test was seemingly easier for the children to handle. This is especially meaningful for children with a different native language because these children might face challenges in explaining their reasoning adequately but might be able to show their knowledge about stability with a non-verbal test. Therefore, to offer children the opportunity to show their knowledge about science phenomena such as stability, methods that do not require the children to speak might be helpful.



Limitations

There are some limitations to this study concerning the implementation and measurement.


Implementation of Play

Regarding the implementation of the playful intervention, we compared material scaffolds, material + verbal scaffolds and free play regarding their effects on children’s Mass theory. The effect of verbal scaffolds uncoupled from material scaffolds was not investigated. Future studies could implement a verbal scaffolds group by presenting children with the same unstructured building blocks a free play group receives and adding verbal scaffolds. Moreover, the implementation of a baseline group not receiving any intervention would allow investigating whether free play has an effect on children’s theory adjustment toward Mass theory compared to children’s development.

We videotaped only some of the playful interventions for a manipulation check; as some children or their parents denied permission to videotape, some interventions were only audio-recorded. Moreover, for a few interventions, neither videos nor recordings exist due to technical failures with the equipment. Therefore, children’s behavior during play cannot be analyzed, even though there might be interindividual differences in how children interacted with the experimenter and used the provided materials. For example, some children might have asked for help more often or might have built with the building blocks more actively, while others may have instead watched other children build. Furthermore, the materials provided in the guided play groups served as suggestions, and children in all groups were free to build other buildings. From the existing videos and recordings, we assume that the children in the guided play groups played the suggested activities and used the scaffolding materials. However, some children might have built at a higher pace and thus may have built more of the suggested structures than other children. Last, regarding children’s behavior, the amount of time that the children spent playing on their own or with other children, their manipulation of and their conversations about the building blocks might have contributed to children’s Mass theory after the intervention. These factors should be investigated in a future study.

In this study, we only used a limited set of verbal scaffolds and did not control for the verbal scaffolds’ adaptability. However, the adaptability might have contributed to children’s acquisition of Mass theory. Therefore, children’s and experimenters’ behavior during play should be investigated in the future.



Measures

The children received eight items showing different block constructions, and three asymmetrical items were used to assess children’s theories about stability. The other symmetrical items were used to familiarize the children with the test and motivate them during testing because children find it easier to estimate symmetrical constructions’ stabilities (Krist, 2010). These Center theory-compliant items might have led some children to adopt a Center theory instead of remaining in the Other category, even though the evidence for Center theory was imperfect. The results of this study show that although the children received these Center theory items, many still adopted Mass theory after the playful intervention. Future studies might benefit from the use of more items, which would also prolong the testing time, as more asymmetrical as well as symmetrical items would be needed. This addition could impact the children’s attention capacity and their motivation to participate.

Children received feedback about the constructions’ stabilities during testing because they built the construction and then removed the supporting black block to ascertain whether they had rated the stability correctly. Therefore, children had the opportunity to learn during testing, and the items were dependent on each other. As a result, we could not just sum up the items, and every item was considered a point in time. Thus, we used methods of risk-event analysis to analyze the data. Independent measurements would allow for different statistical approaches, e.g., statistical procedures that refer to the mean. Thus, in future studies, to achieve independent measures, children could not build constructions on their own but only rate and explain stabilities on the basis of photographs so that they do not receive feedback about stability.

Nevertheless, our study indicates that guided play can support young children’s science learning. Differing degrees of scaffolding in guided play can be beneficial for helping children with different prerequisites adjust their theories when observing new evidence.
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FOOTNOTES

1By Other, we do not imply that children have no theory at all, but rather treat it as a rest category for children’s answers that were neither concerned with the center nor the mass of constructions (cf. Bonawitz et al., 2012, p. 221).

2Rounded percentages.
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There is common agreement that preschool-level science education affects children’s curiosity, their positive approach toward science, and their desire to engage with the subject. Children’s natural curiosity drives them to engage enthusiastically in all forms of exploration. Engaging in scientific exploration necessitates self-regulation capabilities and a wide repertoire of cognitive and metacognitive strategies. The purpose of this study was to examine to what extent preschoolers (aged 5–6 years) implement nascent inquiry skills, metacognitive awareness, and self-regulation capabilities during play-based scientific exploration tasks. An additional purpose was to investigate the relationships between these capabilities, a relationship not yet investigated in the context of play-based, scientific exploration among young children. The study consisted of 215 preschoolers, from 10 preschools. For this study, we developed two scientific exploration tasks – structured and open-ended. Our motivation was to examine whether preschoolers’ capabilities will differ in the context of structured task which is aligned with the view that young children need guidance and explicit instructions compared to the context of open-ended, play-based task–allowing the children to apply and test their intuitive theories and skills. During performance participants were videotaped. Their verbal and non-verbal responses were analyzed by means of a coding scheme. The results of a micro-analysis of about 100 h of video showed that given the opportunity, even without setting explicit goals and instructions, children exhibit inquiry capabilities: they ask questions, plan, hypothesize, use tools, draw conclusions. Asking questions and planning were better manifested during the structured task. Children also manifested higher levels of attention, persistence, and autonomy during the structured task. However, significant higher scores of self-regulation indications were revealed in the context of the open-ended, play-based, exploration task. Moreover, results indicate significant correlations between the five measures of preschoolers’ inquiry capabilities and measures of metacognitive strategic awareness and self-regulation. The results of the present study suggest the importance of combining various learning environments and experiences in early science education that encourage children to engage in structured exploration alongside play-based, open-ended, exploration.
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INTRODUCTION

There is a consensus among researchers that preschool-level science education affects children’s curiosity, their positive approach toward science, and their desire to engage with the subject (Eshach, 2006; Patrick et al., 2009; Worth, 2019). These factors predict the likelihood of engaging in science and of scientific achievements in both the short and long terms (Osborne et al., 2003; Tao et al., 2012). The American National Science Teachers Association (National Science Teachers Association [NSTA], 2014) recommended the adoption of an official position on teaching science in early childhood, claiming that the scientific inquiry process is based on principles of active and independent activity on the part of the child. The aspiration is to bring the child to a level of open, independent inquiry, wherein s/he can raise research queries on her/his own, plan the research, and carry it out. In addition, the National Science Teachers Association [NSTA] (2014) presented principles aimed at shedding light on those activities, and ways to make engagement in science accessible to children to help them develop skills and knowledge over time. As engagement in science is a knowledge-building process, it is recommended to expose children to many varied opportunities to engage in scientific inquiry processes on a regular basis. Children need time to play, to observe new phenomena, to think about what they have seen and discovered, and to draw conclusions (National Science Teachers Association [NSTA], 2014). These complex capabilities require learners to criticize and regulate their own thinking, learning, and outcomes. Thus, the scope of this study involves identifying these nascent capabilities in order to nurture and develop them through providing inquiry-based learning opportunities.



LITERATURE REVIEW


Early Childhood Science Education

Over the years, scholarly literature has increasingly acknowledged the advantages of beginning science education in early childhood (Eshach, 2003; National Science Teachers Association [NSTA], 2014; Early Childhood Stem Working Group, 2017; McClure et al., 2017).

One important objective of science education is to assist children in discovering the world and to answer their questions as they employ their cognitive and physical skills (Jones et al., 2008). It is essential to present science to children in developmentally appropriate ways, thus enabling them to explore the world through sensory investigations. This also helps children to absorb basic knowledge and abilities that are necessary for lifelong science learning and appreciation of nature (Trundle and Saçkes, 2015). The guided process could begin by observing children during their explorations and offering them appropriate support to improve their thinking and inquiries.

Some researchers view the child as a natural scientist (Gopnik, 2012), a contention based on studies indicating that young children possess cognitive abilities enabling them to comprehend scientific concepts and implement inquiry skills (Buchsbaum et al., 2011). According to this view, children understand and explain the world by means of intuitive theories and are able to transform these theories in light of new, cumulative knowledge (Williams and Lombrozo, 2013). In contrast, other studies argue that children have difficulty spontaneously acquiring the components of scientific inquiry and implementing scientific thinking skills – such as designing experiments, recording data, and processing existing knowledge with new knowledge – without guidance and explicit instruction. Therefore, they must be taught all these capabilities in a structured way (Zimmerman, 2007).



Inquiry in Preschool

Implementation of early childhood science curricula and exposing children to enjoyable, exciting science activities can help them develop scientific knowledge, inquiry capabilities, scientific discourse, and positive attitudes toward science (French, 2004; Samarapungavan et al., 2008; Patrick et al., 2009). Policy papers and scholarly literature have recommended teaching science in the manner conducted by scientists; that is, via inquiry (e.g., National Research Council (NRC), 2012; NGSS Lead States, 2013). Inquiry-based learning reflects the constructivist approach, according to which educators must strive to create a learning environment wherein the learners are required to examine thought processes: to gather, record, and analyze data; to analyze and test hypotheses; to test prior knowledge, and to formulate new significance on their own (Dewey, 1938; Kuhn et al., 2000; Greeno, 2002; Loyens and Rikers, 2011; Andiema, 2016). Indeed, young children can hypothesize and modify hypotheses as needed (Legare, 2012); provide explanations that draw upon high-level, abstract thinking; and process existing knowledge with new knowledge (Schulz, 2012; Williams and Lombrozo, 2013). They can carry out observations, establish hypotheses based on evidence, understand experiments, identify reliable information sources (Klahr et al., 2011), use their own hypotheses to predict results, and evaluate evidence (Piekny and Maehler, 2013; Walker et al., 2014).

It is recommended that children be engaged in science topics, and that science constantly be incorporated into other subjects learned in preschool (National Research Council (NRC), 2012; NGSS Lead States, 2013). The first step in teaching the sciences is to enable children to engage with various objects and materials and to provide a range of possibilities, materials, and opportunities (Sheridan and Samuelsson, 2001). It is fundamental to direct any activity with suitable inquiries and practices, rather than tell the children what to do (Tunnicliffe, 2015). The engagement with scientific thinking skills in such varied ways provides children with opportunities to develop other skills, such as mathematical language and social skills (Bustamante et al., 2018). Moreover, science learning and the scientific inquiry process provide stimulating contexts for the development of metacognitive and self-regulation capabilities (Michalsky et al., 2007; Zimmerman, 2008; Jirout and Zimmerman, 2015).



Metacognition and Self-Regulation

In recent years, the term metacognition has been widely used in the field of education and the study of metacognition has evolved into a flourishing field of research in cognitive psychology. Flavell (1976), who coined the term metacognition, defined it as the individual’s knowledge, regulation, and control of the processes and outcomes of her/his own cognitive system. Over the years, this definition has expanded to include the emergence of associated concepts such as reflection, self-regulation, metacognitive awareness, etc. Metacognition is higher-order thinking, and includes critical thinking about one’s own thinking, planning, controlling, monitoring, assessing, knowing what information is required for a task, and how to use the appropriate tools needed to perform the task (Flavell, 1979).

The increased number of studies of the concept of metacognition has led to confusion and discussions about the distinctions between the various components of metacognition and their relationships (Veenman et al., 2006). The scope of this review does not allow for a survey of all the approaches and taxonomies of metacognition.

We have adopted the view that distinguishes between two major components of metacognition: knowledge about cognition and regulation of cognition (Flavell, 1976; Brown, 1987; Schraw and Dennison, 1994). Knowledge about cognition is realized through three reflective processes: declarative knowledge (what), procedural knowledge (how), and conditional knowledge (when and why). Regulation of cognition is realized through the following processes: planning, monitoring, and management of strategies – control, debugging, and evaluation (Schraw and Dennison, 1994; Schraw and Moshman, 1995).

In this study, regulation of cognition is called self-regulation. Self-regulation refers to how we use external and internal clues to determine when to start, continue, or stop a particular action to achieve the desired goal. Accordingly, self-regulation includes the ability to choose behaviors while controlling the intensity of the response, the ability to plan the response, and to respond effectively during internal and interpersonal discourse (Zimmerman, 2000).

Self-regulation is one indicator of the relationship between emotion and cognition (Lee, 2005). A wide range of motivation-related cognitive interactions and metacognition control the process of acquiring self-regulation skills (Zimmerman, 2000; Schraw et al., 2006). Motivation relates to perceptions, attitudes, and desires that influence the use and development of cognitive and metacognitive skills (Schraw et al., 2006).

At every age, self-regulation for learning is the ability to identify or set goals; identify a mismatch between goals and the state of one’s current expertise; monitor learning behaviors continuously and accurately; and initiate regulation processes for the performance of a task (Best and Miller, 2010).



Metacognition and Self-Regulation Among Young Children

According to Vygotsky (1978, 1986), learning begins in a social context, where an adult supports the young learner, providing her/him with a safety net. It is a process of internalization that begins with regulation through others and evolves into self-regulation.

Evidence of self-regulation of learning and cognition in early childhood has accumulated in recent decades (e.g., Istomina, 1975; Schweinhart and Weikart, 1997; Bronson, 2000; Whitebread et al., 2005, 2007, 2009; Blair and Razza, 2007; Rodríguez and Palacios, 2007; Hattie, 2009). In addition, much research evidence about metacognitive knowledge and self-regulation has accumulated regarding children of 3–5 years of age (Mevarech, 1995; Shamir et al., 2009; Whitebread et al., 2009).

Studies such as the longitudinal national cohort study, Pre-COOL (Mulder et al., 2014), and the Effective Provision of Pre-School Education (EPPE) project (Sylva et al., 2004) have indicated the importance of self-regulated learning in early childhood. Fostering self-regulated learning as early as possible is crucially important, since children develop their learning abilities during their first early years (De Corte et al., 2000; Hendy and Whitebread, 2000). Bryce and Whitebread (2012), as well as Bryce et al. (2015), contend that monitoring and control are some of the abilities that have already been developed by preschool age. Therefore, it seems prudent to foster young children’s metacognitive and self-regulation capabilities at an early stage (Winne and Hadwin, 2008). Fostering these capacities proves beneficial to scholastic performance (Butler et al., 2004; Blair and Razza, 2007; Hidi and Ainley, 2008; Rimm-Kaufman et al., 2009; Moffitt et al., 2011; Butler and Schnellert, 2012; Diamond et al., 2013; Dunn et al., 2014; Kitsantas et al., 2017; Dörr and Perels, 2019).

Metacognitive thinking develops intuitively in children, along with the evolution of intelligence through their interaction with the environment, with parents, with teachers, with friends, and with others (Beishuizen and Veenman, 2004). According to Bronson (2000), the optimal environment for encouraging the development of emotional and behavioral self-regulation has a number of characteristics: It is regular, safe, sufficiently stimulating, responsive, and sensitive to the child’s needs and perspectives, and affords security and encouragement. It sets clear boundaries and standards, offer examples and role modeling, and provides opportunities for activities that are directed toward the development of autonomous self-regulation (Klein and Yablon, 2008).

In this study we will focus on nascent metacognitive thinking in the context of play-based scientific experiments among young children. Since it is challenging to differentiate between the three components comprising knowledge of cognition: (declarative, procedural, and conditional; Schraw and Dennison, 1994) in very young children, we will relate to the general manifestation of metacognitive strategic awareness (e.g., looking for evidence like planning, looking at the available materials, and pausing to think). We will also look for evidence of nascent self-regulation (e.g., task awareness, planning, monitoring and debugging, controlling, and evaluating).



Inquiry and Self-Regulation Capabilities

Over the past three decades, research on cognitive development has yielded data on the development of children as independent learners. Inquiry and exploration processes provide opportunities to develop independent learning capabilities. During the course of inquiry processes, a process of formulating knowledge and, when needed, transforming knowledge takes place, and more sophisticated inquiry skills are developed. Concurrently, as metacognitive and meta-strategic knowledge develop, children and adolescents gain a better understanding of the nature of inquiry and the skills used in the inquiry process. Thus, the entire process is iterative and cyclical, involving some or all of the components of scientific inquiry – such as designing experiments, evaluating evidence, and drawing inferences – serving to form and/or revise theories about the phenomena under investigation (Jirout and Zimmerman, 2015). Kuhn (1989, 2002) contends that the defining feature of scientific thinking is the set of cognitive and metacognitive skills involved in differentiating and coordinating theory and evidence. In particular, metacognitive awareness is what differentiates more sophisticated scientific thinking from less sophisticated. Instruction that develops higher-order thinking contributes to building students’ knowledge and aids their transition from memorizing and rote learning to learning that emphasizes the building of knowledge in meaningful ways. It encourages their self-regulation and motivation to succeed at science by means of modeling effective inquiry strategies (Chinn and Malhotra, 2002). Therefore, understanding the ways nascent inquiry and self-regulation capabilities emerge, develop and are mutually related in early childhood is a prerequisite.

A review of the literature on early childhood science education reveals that despite the existing volume of research accumulated over the years, what we know about very young children’s science learning is limited, as most of the research has focused on the later elementary school years and beyond (Trundle and Saçkes, 2015). While this may be partially due to a lack of priority in early childhood research funding, it is also important to acknowledge the challenges of researching scientific knowledge and understanding among very young children, where language, both oral and written, may not reflect children’s skills, reasoning, and understanding (National Science Teachers Association [NSTA], 2014). Therefore, the main aim of this study is to analyze verbal and non-verbal responses of preschool children (5–6 years of age), to identify their nascent and intuitive inquiry thinking and behaviors, metacognitive strategic awareness, self-regulation capabilities and the relation between these capabilities, while they are engaged in structured and open-ended, play-based scientific experiences. Previous studies, as noted above, showed significant evidence that engaging in scientific inquiry processes necessitates self-regulation capabilities and a wide repertoire of cognitive and metacognitive strategic awareness. The extent to which these combined capabilities are developed and manifested in early childhood are rarely investigated among preschool children (5–6 years of age), particularly in the context of open-ended scientific exploration.



Play-Based Scientific Exploration

A great deal of research has focused on testing and describing children’s responses while encountering a novel occurrence in a structured setting and inferring the children’s assumptions and conceptions. Less attention has been paid to the ways that these processes occur in everyday environments and the ways these processes occur in free-play and play-like situations (Wager and Parks, 2014). Why play? Researchers and educators are often skeptical of play-based learning activities, seeing them as just play. However, as Bergen (2009) contends, playfulness appears to provide a predisposition toward certain types of creative acts, including those employed in scientific and mathematical fields. Play is valuable for children primarily because it is a medium for development and learning (Bergen, 2009). Play enables children to examine materials and try out techniques in artistic and creative endeavors. Therefore, scientific exploration tasks may provide play-based situations in which to examine preschoolers’ intuitive inquiry and self-regulation processes.

In this present study, we designed a mini Manipulative Environment (ME; Bumbacher et al., 2018) that invites preschoolers to explore and manipulate materials using an inquiry-based approach. The representational aspects of the ME relate to the concept of affordances: the information a ME provides which builds the basis for decisions of how to interact with it.

While planning the ME, we were inspired by Fleer (2009) who described a “potion center” (p. 1076) to explore materials and their properties. The potion-play involved the provision of numerous plastic bottles, plastic tubing, buckets, colored water, and funnels. In addition, at appointed times the children were also given fragrant oils, vinegar, peanut oil, and more. Following Fleer (2009), we designed two mini MEs for play-based scientific exploration implementing both open-ended and structured play-like tasks.

The play-based scientific exploration tasks developed for this study were performed in preschool classrooms. The open-ended tasks did not impose clear task goals for the child to reach. This authentic, ecological methodology has rarely been applied so far, and thus has the potential to contribute to the theoretical and practical knowledge in the field of early science education.



RESEARCH QUESTIONS

The purpose of this study is to examine to what extent preschoolers implement nascent intuitive inquiry processes, metacognitive strategic awareness, and self-regulation capabilities during open-ended and structured play-based science experiences, and to what extent a relationship exists between these capabilities. Such relationships have not yet been studied among young children in the context of an authentic, ecological approach involving play-based science experiences in the preschool classroom.

We gathered data directly from the children during the performance of two scientific exploration tasks. Our three research questions and hypotheses were as follows:


1.To what extent do preschoolers manifest intuitive inquiry capabilities during open-ended and structured play-based scientific exploration tasks?



In this present study, we hypothesize that in the context of play, children will perform intuitive inquiry processes to a significant extent. This hypothesis is based on structured experiments showing that young children can carry out observations, establish hypotheses based on evidence, interpret, and infer (Klahr et al., 2011; Piekny and Maehler, 2013; Walker et al., 2014). Moreover, Bergen (2009) argues that free play is valuable for children and provides an enjoyable medium for development and learning. Play enables children to examine materials and try techniques in explorative and creative endeavors. Therefore, our hypothesis will be tested in an open-ended, play-based scientific exploration task as well as in a structured task.


2.To what extent do preschoolers manifest metacognitive strategic awareness and self-regulation capabilities during open-ended and structured play-based scientific exploration tasks?



We hypothesize that in the context of play, preschoolers will manifest similar significant metacognitive strategic awareness and self-regulation capabilities as previously noted in the Literature Review, whereby there is accumulated evidence of preschoolers’ capabilities to perform metacognitive awareness and self-regulation capabilities in the context of structured tests (Bronson, 2000). In a previous study, young children showed such capabilities during play-based construction tasks (Spektor-Levy et al., 2017). Therefore, our hypothesis will be tested in an open-ended, play-based scientific exploration task as well as in a structured task.


3.What is the nature of the relationship between the implementation of inquiry processes, metacognitive strategic awareness, and self-regulation capabilities among preschoolers during an open-ended and structured play-based scientific exploration task?



We hypothesize that positive, medium-strength correlations will be found between the implementation of inquiry processes, metacognitive awareness, and self-regulation capabilities among preschoolers during an open-ended and structured play-based scientific exploration task, as the literature is replete with such evidence among older students (Kuhn, 1989, 2002; Jirout and Zimmerman, 2015). Following a thorough search of the scholarly literature, we scarcely found any studies that examined the relations between metacognitive strategic awareness, self-regulation capabilities and inquiry capabilities among preschoolers during authentic play-based scientific exploration in the context of scientific exploration tasks.



METHODOLOGY


Study Sample

The study sample consisted of 215 children: 120 boys (55.8%) and 95 girls (44.2%). The mean age of the participants was 64.79 months (SD = 4.2). Children were randomly assigned from 10 urban, middle SES, mainstream preschool classrooms, with parents’ consent. The study was reviewed and approved by the Ethics Committee #10495, The Office of the Chief Scientist of the Ministry of Education, Israel.

Baseline measures were collected using two tools: The Raven’s Progressive Matrices (Raven, 1956), designed to measure general cognitive ability and meaning-making. Raven scores ranged from 85 to 129 (M = 110.07; SD = 10.75). The Peabody Picture Vocabulary Test (PPVT-4; Dunn and Dunn, 2007), which measures an individual’s receptive vocabulary, providing an estimate of verbal ability and scholastic aptitude. PPVT scores ranged from 85 to 128 (M = 109.43; SD = 8.38). All participants scored within the typical range. None of the participants were diagnosed as having any developmental or language delays, nor any motor disabilities.

In Israel, the preschool (3–6 years of age) curriculum requires the implementation of an obligatory Science and Technology curriculum that emphasizes inquiry activities. However, all teachers of the 10 preschool classrooms in this study reported that they employ neither open inquiry processes nor the acquisition of inquiry practices in their classrooms.

Data collection was carried out over a 2-year period. During the first year, data were collected from 68 children who engaged in the free, open-ended scientific exploration task. During the second year, data were collected from 147 children who engaged in the open-ended scientific task and another task, a structured scientific exploration task. For the entire sample of 215 preschoolers, only descriptive statistics and correlations were used.

The optimal overall sample size was determined a priori using G Power software. The desired sample size is at least 197 subjects for a two-tailed hypothesis, a small effect size of 0.25, an alpha 0.05 error, and a very high power of 0.95.

The optimal sample size of the 147 subjects, for whom Wilcoxon tests were performed to analyze paired comparisons, was also determined a priori using G Power software. The desired sample size is at least 146 subjects for a two-tailed hypothesis, a small effect size of 0.25, an alpha 0.05 error, and a high power of 0.85.



Research Procedure

Data collection employed a mixed-method approach, combining qualitative and quantitative research tools. In a mixed method study, the researcher or group of researchers combine elements from the qualitative and quantitative research methods in order to expand, deepen, and reinforce the intellectual and practical insights based on quantitative and qualitative evidence (Johnson et al., 2007).

Task performance was carried out with each child individually, during school hours, in a quiet space within the preschool facility. Each task included a pre- and post-exploration interview. The first phase of the pre-exploration interview was intended to facilitate the acquaintance between the researcher and the child, and to gather background information (e.g., “What’s your name?,” “How old are you?”). The next phase of the pre-exploration interview included the following questions: “Do you like to investigate things? If you do like to investigate things, how do you go about it?,” “What’s on the tray?,” “What would you like to do with the materials and equipment on the tray?,” “What do you think will happen?,” “Do you have any questions? Would you like to know more about anything that’s here?” After the exploration task, a post-interview was conducted: “What happened during your investigation?,” “Why do you think it happened? Can you explain?,” “Are you satisfied/happy with what happened? Why?,” “If you had more time, what else would you have done?,” “Do you like to investigate things like what we did here?”. Next, the two scientific exploration tasks were performed in a counterbalanced manner.

The scientific exploration tasks afforded opportunities for planning, hypothesizing, concluding, asking questions, using scientific tools, self-regulation, and constant awareness of task requirements, monitoring, and problem-solving capabilities involving trial and error.



Research Tools


Exploration Tasks

As young children lack the verbal proficiency necessary for prospective and retrospective self-report measures (e.g., questionnaires, interviews, and thinking aloud), it is increasingly recognized that research with very young children should be based on behavioral, exploratory methodologies (Winne and Perry, 2000; Whitebread et al., 2005). Studies relying less upon children’s verbal abilities have tended to show children to be more knowledgeable and skilled than originally believed (Whitebread et al., 2009; Spektor-Levy et al., 2017). Therefore, for this study, we developed two tasks to identify indications of nascent inquiry, metacognitive strategic awareness, and self-regulation capabilities during play-based scientific exploration.

Both tasks lasted about 15 min and comprised three parts: a pre-exploration interview, a scientific exploration task (open-ended or structured), and a post-exploration interview. In the pre-exploration interview, the participants were asked about their attitudes toward science, what they knew about science, and when and how they had engaged in science. In addition, both interviews (pre- and post-exploration) included questions aimed at examining and identifying the nascent scientific thinking of the children, and their ability to implement components of inquiry such as asking questions, planning, hypothesizing, and drawing conclusions (see Supplementary Data Sheet 1). The interviews and the exploration took place during preschool hours, and each child was interviewed individually spoons (Figure 1).
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FIGURE 1. Open-ended and structured scientific exploration tasks.


Throughout the exploration tasks, video-recordings were made of the children’s behavior and responses. Our intention was to closely observe and record the verbal and non-verbal-behavioral responses of the preschoolers while they were intuitively engaged in the exploration tasks. Micro-analysis of the video recordings (described below in the coding scheme) enabled the researchers to quantify the inquiry, metacognitive strategic awareness, and self-regulation capabilities that were identified.


Open-ended scientific exploration task (N = 215)

On the table there was a tray with jars containing various liquids (still water, seltzer water, oil, juice, and milk) and the following items: a syringe, two droppers, a funnel, measuring cups, and measuring spoons. The children were asked to experiment freely with the liquids and objects for 5 min. They were told, “You have 5 min to do whatever you want with these items. When the timer goes off, your time is up, and you have to finish.”



Structured exploration task (N = 147)

This task followed the Predict-Observe-Explain (POE) approach, which requires that before each experiment learners make predictions about the outcome (Bumbacher et al., 2018). Then they design the experiment and re-examine the predictions in light of their new observations (Rickey and Stacy, 2000). Despite its caveats, POE is a simple intervention that prompts learners to think more carefully about the experiment’s design, expected outcomes, and what can be learned, which manifests intentional and unconfounded experimentation capabilities (Kearney et al., 2001).

In this task, the table held a tray with jars containing liquids (two jars containing still water, one jar containing juice, one containing oil, two empty jars), a syringe, two droppers, a funnel, measuring cups, and measuring spoons (Figure 1). The children were asked to follow these instructions: “Mix half of the water with half of the oil, and half of the water with half of the juice; and then tell us when you’re done. After telling us you’re done, leave the items in place.”



Coding Scheme

The coding scheme was based on the Metacognitive Skills in Constructional Play Engagement (MetaSCoPE) coding scheme. It was designed by Bryce and Whitebread (2012) and was further developed for accuracy by Spektor-Levy et al. (2017). For the present study, the coding scheme was adapted to identify emerging inquiry capabilities. The video analysis coded both verbal and non-verbal responses. Non-verbal responses could be manifested by private gestures, that is, signs that children intentionally direct toward themselves or objects (Rodríguez and Palacios, 2007; Basilio and Rodríguez, 2011). Private gestures may reflect a cognitive function (Garber and Goldin-Meadow, 2002; Pine et al., 2004) or manifest as a spontaneous production of gestures when solving tasks that involve the use of spatial information (Chu and Kita, 2008). The analysis also looked for private speech. Private speech emerges during preschool years and becomes critical to the development of self-regulation. It is an intermediate step between self-regulatory external speech, and internal speech (Savina, 2014); and although private speech is spoken aloud, it is used for self-guidance, planning, and problem-solving, rather than for a communicative purpose (Vygotsky, 1997; Lee et al., 2014).

The coding was based on several indicators, which encompassed various indications. For each inquiry indicator, the coding scheme specifies the behaviors and responses that manifest the specific capabilities (Supplementary Data Sheet 1). We then converted the codes into numeric values (Supplementary Data Sheet 1).

Three preschool educators and three early STEM education researchers determined the validity of the two scientific exploration tasks and the coding scheme. They examined the tasks and rubrics as per the objectives of the study and age-appropriate requirements. Following the first validation, there was disagreement regarding some indicators and statements. For example, the planning indicator is coded as part of the inquiry capabilities and also as a self-regulation capability (Supplementary Data Sheet 1). Planning is a very important stage before engaging in any task or action and has many ways to be realized. Therefore, planning should be perceived as part of the scientific inquiry process and also when regulating cognition in this context and other contexts. All validators agreed that planning should be scored both in terms of inquiry skills and self-regulation. Disagreements were resolved by discussion until a consensus was reached, and only statements achieving full agreement were included in the analyses.

Three raters, specialists in early childhood science education research, coded 10% of the video data gathered in this study. The three raters watched the videos carefully (each video was viewed at least twice) and analyzed each video according to the coding scheme (Supplementary Data Sheet 1). Inter-rater reliability between the three raters was calculated, producing a Cronbach’s Alpha score ranging between 0.70 and 1 for the different indicators.

A fine-grained, video micro-analysis was conducted for each video (for a total of about 100 h of video recordings). Each video was carefully viewed, and every second was coded. We coded every statement the children made, as well as every gesture or facial expression.

Quantitative data were analyzed using the IBM SPSS Statistics software, version 25.0. Using this software, we calculated frequencies, mean values, t-tests for independent surveys, ANOVA, Bonferroni analysis, etc. Qualitative data included participants’ verbal responses, which were analyzed deductively, according to the indicators measured and the research questions. A mapping analysis was performed to identify relationships between the categories while reassigning them to the appropriate groups and arranging them by various indicators and on various levels (Strauss and Corbin, 1990; Shkedi, 2003). Finally, each indication was counted and added to the quantitative analysis.



RESULTS

The dependent variables in the current study were divided into nominal variables, ordinal variables, and variables on a numerical scale. Prior to examining the study questions and hypotheses, we examined whether the dependent variables measured numerically were normally distributed, using the Shapiro-Wilk tests. Due to the large variability in children’s ability at this age, some of the dependent variables were not normally distributed. Therefore, we examined the study questions and hypotheses by conducting parametric and non-parametric tests. The non-parametric analyses findings matched the findings of the parametric analyses. Therefore, we have presented the findings of the parametric analyses, which were measured on numerical scales.


The Children’s Intuitive Inquiry Capabilities in an Open-Ended Task

The children’s inquiry capabilities were measured by five indicators: their ability to ask questions (total no. of questions), to use tools, to plan, to hypothesize, and to draw conclusions (see Supplementary Data Sheet 1). The means, standard deviations (SD), and the Min and Max values of their inquiry capabilities measures are presented in Table 1.


TABLE 1. Mean, SD, Min, and Max values of the children’s inquiry capabilities measure in an open-ended task (N = 215).

[image: Table 1]As Table 1 indicates, there was high variability in the children’s inquiry capabilities. The highest variability was in the measure of the number of questions asked by the children during the entire scientific exploration. While ∼70% of the children asked between two and seven questions during the entire scientific exploration (146 children), a handful (10; i.e., 4.7%) asked over 10 questions. Therefore, the mean is 4.87 and the standard deviation is 2.96. The questions the participants asked were mostly of two types. The first type included questions related to visual aspects, such as: “What color is that?” or “How come it didn’t disappear?” The second type included questions related to activity, or instructions, such as: “Can I mix this?” or “Can I touch it?” We found that despite the children’s young age, and the fact that they did not have direct instruction or mediation on the part of the researcher, a few children succeeded in asking questions that testified to a high level of questioning, such as: “I mixed seltzer and oil. If I mix everything together, what will I get?”

Regarding the children’s ability to use tools, the mean was in the mid-range. Namely, only 13 children (13.0%) used all four tools competently. Regarding the children’s ability to plan and to hypothesize, none of the children attained the maximum score, and their abilities were average. Regarding the children’s ability to draw conclusions, their ability was in the mid-range. Only four children (1.9%) scored the maximum value of seven, available in this measure. However, this capability was manifested to the highest extent compared to competent tool use, planning, and hypothesizing.



The Children’s Metacognitive Strategic Awareness and Self-Regulation Capabilities in an Open-Ended Task

The children’s metacognitive strategic awareness and self-regulation capabilities were measured by means of seven indicators: the level of the children’s strategic awareness, self-regulation, their lack of self-regulation, and their regulation of motivation: attention, persistence, autonomy, and engagement level) (see Supplementary Data Sheet 1). Table 2 presents the means, standard deviations, Min, and Max values of the children’s metacognitive strategic awareness and self-regulation capabilities measures.


TABLE 2. Mean, SD, Mdn, and range of the children’s metacognitive strategic awareness and self-regulation capabilities in an open-ended task (N = 215).

[image: Table 2]As Table 2 shows, the children’s scores on the strategic awareness, attention, persistence, autonomy, and engagement measures were high, with a mean score of over 2.8 out of a maximum score of 4. Moreover, their scores on the lack of self-regulation measure were low, with a mean score of 1.75 out of a maximum score of 7. None of the participants scored the maximum score of 7 in the self-regulation measure, and only six children scored 6 on this measure (2.8%).



Correlations Between the Children’s Inquiry Capabilities, Their Metacognitive Strategic Awareness, and Self-Regulation Capabilities in an Open-Ended Task

In order to examine whether correlations would be found between the children’s inquiry capabilities and their metacognitive strategic awareness, and self-regulation capabilities, Pearson and Spearman correlations analyses were conducted: Pearson correlations coefficients were calculated for the numerical scale variables, and Spearman correlations coefficients were calculated for the ordinal scale variables.

The analyses and calculation revealed significant positive correlations between the children’s five inquiry capabilities measures and the self-regulation capabilities measures. Specifically, we found the highest correlations between the children’s inquiry capabilities and their scores on the metacognitive strategic awareness, self-regulation, persistence, autonomy, and engagement measures. These results indicated that as the children’s scores on the metacognitive strategic awareness, self-regulation, persistence, autonomy, and engagement measures increased, their scores on the inquiry capabilities measures increased accordingly.

Note that although significant correlations were found among the 215 children who participated in the current study, their strengths were of a medium degree and below (all correlation coefficients were below 0.35). Moreover, no significant negative correlations were found between the five inquiry capabilities measures and their level of lack of self-regulation (see Table 3).


TABLE 3. Pearson and Spearman correlation coefficients between the children’s self-regulation capabilities and their ability to ask questions, to use scientific tools, to plan, to hypothesize, and to draw conclusions in the open-ended task (N = 215).

[image: Table 3]Partial correlation analyses were conducted controlling for the general intelligence measured by the Raven’s Progressive Matrices, receptive vocabulary measured by the Peabody Picture Vocabulary Test and the age of the participants. The significant correlations remained significant and in some cases were even strengthened (see Supplementary Table 1).



Correlations Between the Children’s Inquiry Capabilities and Their Metacognitive Strategic Awareness and Self-Regulation Capabilities in the Structured Task

In order to examine whether correlations would be found between the children’s inquiry capabilities and their metacognitive strategic awareness and self-regulation capabilities while conducting the structured task, Pearson and Spearman correlations analyses were conducted: Pearson correlations coefficients were calculated for the numerical scale variables, and Spearman correlations coefficients were calculated for the ordinal scale variables (Table 4).


TABLE 4. Pearson and Spearman correlation coefficients between the children’s self-regulation capabilities and their ability to ask questions, to use scientific tools, to plan, to hypothesize, and to draw conclusions in the structured task (N = 147).

[image: Table 4]The analyses and calculation revealed significant positive correlations between four of the five children’s inquiry capabilities measures and the self-regulation capabilities measures. Specifically, we found correlations between the total number of questions asked, competent use of tools, hypothesizing, and drawing conclusions and their scores on self-regulation. Negative significant correlations were found with the variables of attention (with competent use of tools), persistence, and autonomy (with total number of questions asked). These findings will be further elaborated in the “Discussion” section.

Partial correlation analyses were conducted controlling for the general intelligence measured by the Raven’s Progressive Matrices, receptive vocabulary measured by the Peabody Picture Vocabulary Test and the age of the participants. The significant correlations remained significant and in some cases were even strengthened (see Supplementary Table 2).



Differences in the Children’s Intuitive Inquiry, Metacognitive Strategic Awareness, and Self-Regulation Capabilities by Type of Task

In the current study, 147 children engaged in a structured task in addition to the open-ended task. In order to examine the differences between the two types of tasks in the dependent variables, we performed three different analyses, depending upon the variable scale. To examine the differences between the two tasks on the ordinal scale variables, we performed Wilcoxon analyses; and to examine the differences between the two tasks on the numerical scale variables, we performed paired samples t-test analyses.


Differences in the Children’s Inquiry Capabilities by Type of Task

We found significant differences between the two task types in the number of questions the children asked during the entire scientific exploration process, their ability to use tools, and their ability to plan. Table 4 presents the means and SD of the children’s inquiry capabilities measures by type of task.

As Table 5 shows, the number of questions asked by the children during the scientific exploration tasks and their ability to plan were significantly higher in the structured task than in the open-ended task. However, the children’s ability to use tools competently was significantly higher in the open-ended task than in the structured task.


TABLE 5. Mean, SD, and t-values of the scores of the children’s inquiry capabilities measures by type of task (n = 147).

[image: Table 5]


Differences in the Children’s Metacognitive Strategic Awareness and Self-Regulation Capabilities by Type of Task

Significant differences were found between the two task types in the scores on self-regulation, lack of self-regulation, attention, persistence, and autonomy. Table 6 presents the means and SD of the children’s metacognitive strategic awareness and self-regulation measures by task type.


TABLE 6. Mean, SD, t- and z-values of the children’s metacognitive strategic awareness and self-regulation capabilities by task type (N = 147).

[image: Table 6]As Table 6 shows, the scores on the self-regulation and lack of self-regulation measures were significantly higher in the open-ended exploration task as compared to the structured exploration task. During the open-ended task, participants showed significantly higher frequency and level of evidences-manifesting checking and monitoring, controlling, and evaluating (Supplementary Data Sheet 1). The scores on the attention, persistence, and autonomy measures were significantly higher in the structured task than in the open-ended task. These differences will be elaborated in the “Discussion” section.



DISCUSSION AND CONCLUSION

This study sought to examine nascent inquiry, metacognitive strategic awareness, and self-regulation capabilities among preschoolers during play-based scientific exploration tasks (open-ended, and structured). In addition, it sought to examine the relationship between inquiry and self-regulation capabilities while preschoolers engage in play-based scientific exploration tasks.


Inquiry Capabilities During the Open-Ended Exploration Task

The study findings show that given the opportunity, children quite naturally exhibit inquiry capabilities during situated scientific exploration: they ask questions, plan, hypothesize, use tools, draw conclusions, and can explain their conclusions. This study’s findings are in line with findings of other studies indicating that young children hypothesize and can modify hypotheses when necessary (Legare, 2012); pose scientific queries; comprehend basic scientific concepts (Patrick et al., 2009); and use hypotheses to predict results, evaluate evidence, and produce explanations (Piekny et al., 2014; Walker et al., 2014). Moreover, children’s free play involves intuitive experiments that enable them to activate complex mechanisms and comprehend phenomena better (Gopnik, 2012). Most of the studies so far have not tested these capabilities in young children in the context of ecologically situated scientific explorations. The current study is innovative in its focus on children’s inquiry capabilities in contexts of authentic, play-based scientific exploration. This study reveals that when presented with materials and equipment of a scientific nature, even without setting explicit goals and rules, children do exhibit scientific inquiry capabilities.

The results suggest that the children’s ability to draw conclusions was manifested to a greater extent than other inquiry capabilities tested, given the number of children who succeeded in drawing conclusions without mediation, as well as the level of their conclusions. Drawing conclusions is the final stage of the inquiry process, leading to the production of new information and posing new research questions. ErgaZaki and ZogZa (2013) reason that involvement in inquiry improves inductive ability. The findings that have emerged in our study are in line with that claim. The children in our study referred to what happened to the materials during their explorative actions. For example, when they mixed water with oil, they could see that the oil floated on the water, but when they mixed juice with milk, the juice tinted the milk and changed its color. Therefore, in accordance with the concrete, visible results, the children were able to draw conclusions. Other inquiry capabilities, such as planning and hypothesizing, involve more complex, abstract thinking skills that are of a predictive type, rather than being based on concrete, visual information. Thus, capabilities such as planning and hypothesizing are more challenging, as they are based on abstract thought and thinking a few steps ahead.

Scholarly consensus holds that the skill of posing questions is fundamental to inquiry processes and contributes to cognitive development and higher-order thinking (National Research Council (NRC), 2012). In terms of the nature of science, it is important that children understand that with the aid of questions, they access new information they did not previously have (Kuhn and Dean, 2005). In our study, the children’s ability to pose questions developed during the course of the open-ended exploration task. The participants actively explored the use of tools and materials, and observed what happened to the materials after mixing them, which generated more questions about the task, such as how the tools work, etc.

Engaging in science is a complex process that leads to creating new knowledge. Zimmerman and Croker (2013) contend that knowledge of science and mastery of inquiry skills are mutually enriching and lead to the development of scientific thinking. This bears out the importance of providing children with play-based scientific exploration experiences that include exposure to a range of phenomena, tools, and materials that, with time, become familiar, enrich their knowledge of science, and raise the level of their inquiry capabilities (Tunnicliffe, 2015).



Metacognitive Strategic Awareness and Self-Regulation Capabilities During the Open-Ended Exploration Task

The second research question sought to study nascent metacognitive strategic awareness and self-regulation capabilities among children during scientific exploration tasks. The study examined four parameters (comprising 13 indicators; Supplementary Data Sheet 1) that characterize the emerging metacognitive strategic awareness and self-regulation capabilities in children. According to our findings, the young participants exhibited capabilities of metacognitive strategic awareness, self-regulation, and a very high level of attention, persistence on task, and engagement. They exhibited abilities of monitoring and control, such as defining difficulty and then addressing a solution; they exhibited capabilities of testing and evaluating; they expressed satisfaction or dissatisfaction with the results and could explain why.

This study corroborates the results of other studies, indicating that through the use of age-appropriate methodology, such as real-time (online) data gathering while young children are engaged with a task, we can see the nascent abilities of planning, monitoring, control, and reflection in young children (Whitebread and Coltman, 2010; Whitebread et al., 2010; Bryce and Whitebread, 2012). Our results are in line with studies showing that preschool-aged children can plan, set goals, and conduct reflective processes on their learning (Whitebread et al., 2007; Shamir et al., 2009; Larkin, 2010; Whitebread and Coltman, 2010).

The literature indicates that children activate strategies when their task is appropriate and of significance for them (Whitebread and Coltman, 2010). In our study, despite the children’s young age, and the fact that most of them experienced scientific exploration of this type for the first time, one conspicuous result was their low score on the measure of lack of self-regulation. The average lack of self-regulation score was 1.8 (out of a maximum of 7). Consequently, the researchers could only observe indications such as brute force and repeated errors in rare instances.

Self-regulation includes the ability to control the intensity of one’s responses. Metacognitive experiences relate to the emotional aspect of learning, including motivation and social-emotional processes (Efklides, 2006). These occur in the learner through cognitive experiences, including feelings, judgments, and knowledge about the task. Self-regulation is therefore one of the manifestations of reciprocity between emotion and cognition (Lee, 2005). In this study, we examined four measures related to emotion and motivation: attention, persistence, autonomy, and engagement with the task.

Most of the children worked happily while maintaining their focus on the task. They persevered independently while facing the difficulties that arose during the task, and exhibited involvement, interest, and enjoyment during its performance. When children engage in age- and developmental stage-appropriate activity, they perform better in aspects like self-regulation and cognitive procedures, as well as emotionally and behaviorally (Efklides, 2006).

Consistent with the literature (e.g., Bronson, 2000; Winne and Perry, 2000; Winne, 2018), this study shows that even without formal instruction in the subject area, without explicit task instructions, and without explicit goals, preschoolers succeeded in implementing components of scientific inquiry and exhibiting manifestations of metacognitive strategic awareness and self-regulation during an open-ended scientific exploration task that included the use of tools and materials.



Relationship Between Inquiry, Metacognitive Strategic Awareness, and Self-Regulation Capabilities During an Open-Ended Exploration Task

The study results support our initial hypothesis and indicate significant correlations between the five measures of preschoolers’ inquiry capabilities and manifestations of metacognitive strategic awareness and self-regulation. Specifically, we found correlations between the children’s inquiry capabilities and most of their scores on the strategic awareness, self-regulation, persistence, and engagement measures in the open-ended play-based task. These results indicated that as the children’s scores on the inquiry capabilities measures increased, the scores on the metacognitive strategic awareness, self-regulation, persistence, and engagement measures increased accordingly. As the children’s strategic awareness and self-regulation grew while they were performing the task, skills such as planning the process, gathering data, making the connection between cause and effect, and drawing conclusions improved. Through using these skills, they succeeded in addressing the questions themselves: “What is the nature of this task?,” “What type of strategies do I need to adopt in order to succeed?,” “Did I choose the right strategy or shall I change it?,” and so forth.

Data analysis revealed no significant correlations between the five inquiry capabilities measures and the children’s level of lack of self-regulation. As previously mentioned, the result shows that even without formal instruction of scientific inquiry skills, preschoolers succeeded in monitoring and controlling their actions and responses, while rarely showing brut or negative responses, nor repeated errors.

Note that among the 215 children who participated in the current study, the correlations between the five inquiry capabilities measures and manifestations of metacognitive strategic awareness and self-regulation, were significant but weak. These results might be explained by virtue of the very young age of the participants of this study, whose thinking and learning capabilities were still in the early stages of development. The variability in their inquiry level of performances (SD presented in Table 1) might explain the weak correlations between the measures tested. The significant correlations, although weak, support our hypothesis, yet further studies are needed with a possible refinement of the coding scheme and of the play-based exploration task itself.

This study corroborates studies that attest to significant correlations between inquiry skills and self-regulation and metacognitive thinking. The defining feature of scientific thinking is the set of cognitive and metacognitive skills involved in differentiating and coordinating theory and evidence. In particular, it is precisely metacognitive awareness that differentiates more from less sophisticated scientific thinking (Kuhn, 2002). Scientific thinking is an umbrella term that encompasses the reasoning and problem-solving skills used in generating, testing, and revising hypotheses or theories, and in the case of fully developed skills, reflecting on the process of knowledge acquisition and modification. Acquired inquiry skills lead to knowledge modification, and in turn, this developing knowledge influences the development of more sophisticated inquiry skills. Concurrently, as metacognitive capabilities develop, children and adolescents gain a better understanding of the nature of inquiry and the use of skills (Zimmerman, 2007). For these reasons, examining the relations between inquiry, metacognitive strategic awareness, and self-regulation capabilities during an open-ended, play-based exploration task, bear great importance toward developing appropriate early science pedagogy.



Inquiry, Metacognitive Strategic Awareness, and Self-Regulation Capabilities During Structured Scientific Exploration Task

This study has attempted to examine nascent inquiry, metacognitive strategic awareness, and self-regulation capabilities in preschoolers during a structured exploration task and compare them to the same abilities exhibited during an open-ended exploration task. Our motivation was to examine whether preschoolers’ capabilities will differ in the context of structured task which is aligned with the view that young children need guidance and explicit instruction to acquire the components of scientific inquiry (Zimmerman, 2007) compared to the context of open-ended, play-based task–allowing the children to apply and test their intuitive theories and improve their nascent inquiry capabilities (Buchsbaum et al., 2011).

The study findings indicate significant differences between the two task types regarding the children’s capabilities to plan, use tools, and pose questions. While each of the scientific tasks – structured and open-ended – both invite and emphasize inquiry capabilities at various intensities among the study participants, the ability to plan was better manifested during the structured task.

It is likely that when the task establishes a final goal, it is easier for children to plan their steps toward reaching it. The ability to use tools was better manifested in the open-ended, play-based exploration task. The open-ended task provided the participants with endless options to make attempts and to carry out the experiments with the tools and materials that were situated in front of them. In the structured exploration task, however, the children were focused on the instructions and the actions required for carrying out the task, and they did not necessarily need to undertake many actions or use many tools in order to do so. The number of questions asked during the exploration process was greater in the structured task; however, during both tasks, questions arose regarding the use of tools and materials and about how to carry out the task. This finding is in line with Samarapungavan et al. (2008) who affirmed that questioning encourages reflective scientific thinking and learning.

Our findings show that although the children manifested higher levels of attention, persistence, and autonomy during the structured task, they manifested lower levels of self-regulation. These findings may indicate that the young participants could better regulate their emotions (while, to a lesser degree, regulating their cognition) when they had clear task instructions. Considering that the cognitive and emotional aspects of self-regulation can be correlated (Efklides, 2006), these findings may appear to be contradictory; however, they are not: The more demanding task of the two was the structured exploration task, which involved specific instructions and required more self-regulation than the open-ended task. Despite the particularly young age of the participants, the clear instructions provided for the structured exploration task reduced their emotional load, thus enabling them to muster the effort needed to accomplish the task.

However, during both tasks, the children were active during the exploration. This likely stems from the fact that the open-ended task enabled the children to make their own decisions on the matter of what to investigate with the items at hand, while the structured task included clear instructions with required, defined results.

Data analysis revealed weak but significant correlation coefficients between the children’s self-regulation capabilities and some inquiry capabilities in the structured task and in the open-ended task. These significant correlations remained after controlling for age, PPVT, and Raven scores. These findings show that both crystalized and fluid intelligence positively support regulation of cognition and actual scientific exploration capabilities. Intelligence is associated with a greater ability to regulate one’s impulses, emotions, and behavior, and may further explain why these two traits (intelligence and self-control) are generally so closely related to important life outcomes such as success in primary and secondary education. A growing body of convincing evidence suggests that intelligence is closely tied to the development of self-regulation in the early stages of the course of life (Primi et al., 2010).

The literature addresses the effects of structured environments vs. those of open environments on engagement in science and exploratory processes among children (Chinn and Malhotra, 2002; Bergen, 2009). Most studies recommend providing a structured environment, based on research showing that without guidance and explicit instructions, children find it difficult to acquire the components of scientific thinking, as well as to implement scientific thinking skills such as planning experiments, documentation, and processing existing knowledge with new knowledge. In other words, they should be taught these processes in a structured manner (Zimmerman, 2007). According to this view, a curriculum that emphasizes a structured planning of science engagement – including details regarding the type of activity, the content, and the sequence – mitigates the cognitive burden and maintains the focus on the goals. Such an approach even improves children’s cognitive, lingual, and emotional level of engagement in science (Weisberg et al., 2013). The results of the present study do support this approach. However, although the participants in this study showed better inquiry capabilities in the structured scientific exploration task, this was not the case regarding self-regulation capabilities. Significant higher scores of self-regulation manifestations were revealed in the context of the open-ended, play-based, exploration task. Other researchers also support open-ended exploration, based on studies attesting to the effectiveness of learning that stems from spontaneous investigation, as well as testimonies that this method improves the young students’ cognitive, emotional, and social abilities (Bergen, 2002; Hyson, 2003), as well as their creative imagination. The results of the present study suggest the importance of combining various learning environments and experiences in science instruction that encourage children to engage in structured exploration alongside spontaneous, play-based, open-ended, exploration.



Limitations of the Study

Working with 5- to 6-year-old children requires adapting the research tools to meet the cognitive, linguistic, emotional, and behavioral capabilities of children at this age. Thus, due to the age limitations of the research sample, the findings are based primarily on deriving meaning from observing the children’s behaviors, rather than being solely based upon what a child reported verbally. Although the validation process of the tasks and coding scheme was accomplished with six experts, and the inter-rater reliability was accomplished with three experts who coded 10% of the video data, for the sake of reliability, future studies should analyze a greater percentage of the video data, given the relatively high inference used in the coding system.

The exploration tasks and coding scheme of this study were developed especially for preschool-age children and were based on the children’s behavioral and verbal responses. However, the tasks lack direct questions addressed to the children, seeking to find out what they think about structured vs. open-ended exploration tasks. Future research should address this gap.

Regarding the study procedure, although the open-ended and structured tasks were presented in a counterbalanced manner, one may argue that those children who began with the structured task may have experienced behaviors associated with structure and clear goals, leading to higher incidences of inquiry skills, metacognitive strategic awareness, and self-regulation. In turn, this may have affected their performance of the open-ended task. This issue can be investigated by further data analysis. Findings may have potential pedagogical implications and can enrich the discourse on children’s intuitive capabilities and the ways they develop.

In this study, the children’s experiences during the open-ended exploration task enabled them to decide what to explore using the tools and materials at their disposal. While they decided how to act, they were limited in terms of location; in other words, they worked at a table, over a tray, and could not choose to work elsewhere. Future research should examine these abilities through an open-ended task that allows the children to decide what, how, and where (for example, outside in the schoolyard) to explore. This would offer researchers the opportunity to provide the children with additional phenomena to investigate.

Another limitation of this study may lie with the measurements of each variable in the scoring scheme. For example, some behavioral items in the scoring scheme of scientific inquiry skills overlapped with those of metacognitive strategic awareness and self-regulation. Specifically, planning appears in the metacognitive variables and also as a variable of the inquiry capabilities. Each planning variable refers to a different issue: in one instance it is the planning of physical actions, while the other refers to planning on a mental level (e.g., how to monitor my strategies).

We considered this potential bias when developing the coding scheme. For that reason, we conducted an intensive validation process, with six preschool educators and early STEM education researchers. However, more accuracy is needed to differentiate between these variables. These overlaps pose a potential risk of overestimating correlations among the variables and deviating from the study assumptions. Thus, further studies are needed to refine these measures.



SUMMARY

To conclude, this study offers insights related to various aspects of nascent scientific thinking in children, focusing on inquiry, metacognitive strategic awareness, and self-regulation capabilities. Few studies have examined these nascent abilities in children while performing situated, scientific exploration of materials. This study shows that preschoolers like to explore and engage in science activities, and can maintain their attention, persistence, and engagement. Preschoolers exhibit verbal and behavioral responses and actions that demonstrate nascent inquiry capabilities, as well as indications of metacognitive strategic awareness and self-regulation capabilities. Some of these capabilities are better manifested during structured exploration, and others during open-ended exploration tasks. Significant correlations were found between these capabilities. These findings indicate the importance of offering children a learning environment that provides them with rich opportunities to explore and develop their intuitive inquiry capabilities: An environment that draws children into active involvement in the inquiry process and development of nascent metacognitive awareness and self-regulation capabilities.
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Children accrue experiences with buoyancy on a daily basis, yet research paints a mixed picture of children’s buoyancy knowledge. Whereas children’s predictions and explanations of the floating and the sinking of common objects are often based on a single feature (e.g., mass or facts), children’s predictions of novel cubes reveal solution strategies based on mass and volume integrations. Correspondingly, category learning theory suggests that categories (e.g., floaters vs. sinkers) are easier to identify when items mainly vary from one another in the relevant defining features. For example, a set of cubes only varies in mass and volume and hence density, thereby being able to highlight the deterministic role of density when placed in water. Here we asked how item variation during hands-on exploration affects children’s subsequent predictions and explanations of buoyancy. Kindergarteners and first-, second-, and third-grade children individually explored either a set of 10 systematically varied cubes (i.e., systematic condition; n = 95) or a set of 10 common objects (i.e., non-systematic condition; n = 96) in a water basin. Next, the children predicted the buoyancy of five new cubes and five new common objects one at a time. Subsequently, the children explained their predictions one subset at a time. The children in the systematic condition were more accurate in their predictions of the test cubes than the children in the non-systematic condition. Latent class regression analyses identified three cube prediction solution strategies. The children in the systematic condition were more likely to use a strategy in which buoyancy decisions were made based on an accurate integration of mass and volume, while the children in the non-systematic condition were more likely to use a strategy in which mass was given more predictive load than volume. A third strategy was characterized by guessing. Latent class analyses of the children’s explanations revealed different explanation strategies, each appealing to several features, but as hypothesized, no clear condition differences were found. The findings indicate that even 5 min of exploration with systematically varied cubes can already help children use an advanced buoyancy prediction strategy. This provides evidence in favor of using category learning theory to inform early science education design.

Keywords: variation, buoyancy, science concepts, inquiry-based learning, category learning


INTRODUCTION

In many Dutch kindergarten classrooms, 4- to 6-year-old can explore what happens when they place objects in water. Buoyancy lesson plans for such water corners typically suggest offering children a collection of common objects to experiment with (Franse, 2007; Kemmers et al., 2007; Mundkur, 2015; Science NetLinks, 2020). While the use of common objects arguably helps children to relate their classroom investigations to their daily experiences, these objects vary over many features (e.g., texture, rigidity) that are unrelated to their buoyancy. This surface feature variation therefore might come at a cost: it could make the relevant feature (i.e., density1) harder to isolate. Here we investigated how variation between items during hands-on exploration influences children’s buoyancy knowledge.

A solid object’s buoyancy is determined by its density, which is its mass divided by its volume, relative to the density of the surrounding fluid. Water’s density is approximately 1, and objects with a density of less than 1 float in water, while objects with a density greater than 1 sink. Density is a fundamental concept throughout the physical sciences (e.g., gases and fluids, weather). Furthermore, density is an example of proportional reasoning, entailing a multiplicative relation between quantities, which, in turn, is central to mathematical and scientific topics (Siegler, 1981; Boyer et al., 2008). Consequently, children’s understanding of buoyancy and density has been the subject of developmental and educational research from multiple perspectives (Piaget and Inhelder, 1974; Smith et al., 1985; Kohn, 1993; Penner and Klahr, 1996; Schneider and Hardy, 2013).

From a very young age, children gain experience with buoyancy in different contexts and for a range of objects. This suggests that they are starting to construct knowledge of buoyancy before necessarily being able to verbalize this knowledge. Following Pine and Messer (1999) we will refer to these different types of knowledge as implicit and explicit knowledge, respectively. In this sense, a child’s explicit knowledge necessitates a conceptual representation (although not necessarily a scientifically accurate one), while her implicit knowledge is not (yet) verbally accessible but can be used to (successfully) perform a task (Karmiloff-Smith, 1992; Pine and Messer, 1999, 2003; Messer et al., 2008). Buoyancy studies indeed indicate that both the nature of children’s knowledge (i.e., implicit vs. explicit) at a given age as well as the types of items used to elicit children’s buoyancy knowledge (i.e., common objects vs. novel cubes) paint conflicting pictures of children’s developing understanding (Rappolt-Schlichtmann et al., 2007; Kloos, 2008; Franse et al., under review).

Children’s predictions of whether common objects will float or sink (which could be made based on either implicit or explicit knowledge) are typically quite accurate. For example, in one study, kindergartners’ and second-graders’ prediction accuracies ranged between 60 and 90% (Rappolt-Schlichtmann et al., 2007). In a study by Franse et al., (under review) 4- to 12-year-old predictions of a boat, coin, ball, and pebble likewise averaged between 88 and 92% accuracy, with predictions significantly improving with age. Children’s predictions were likely accurate because they were making use of known facts or experiences. Correspondingly, the majority of these children’s explanations of why these objects float or sink (which requires explicit knowledge) relied on relevant facts, with mass explanations in second place (Franse et al., under review; see also Smith et al., 1985; Tenenbaum et al., 2004). Thus, young children’s implicit and explicit knowledge in the context of common objects both seem often to be based on one feature (i.e., facts or mass).

Whereas the floating and the sinking of common objects can be learned through daily experiences, this is not the case for novel items. Surprisingly, when young children are presented unfamiliar cubes one at a time, which vary only in mass and volume and, hence, in density, they are relatively accurate in predicting which will float and which will sink (Kohn, 1993; Kloos, 2008). This effect was analyzed further in the aforementioned study by Franse et al. (under review). In this study, children compared items (cubes and common objects) one at a time to two reference cubes (a sinker and a floater) and predicted the item’s buoyancy before subsequently explaining these predictions per set of items. The authors analyzed the way the cubes’ features (e.g., mass and volume) were used by children to decide their buoyancy. The majority of the children’s predictions were shown to utilize a solution strategy that was based on an integration of mass and volume. Children’s use of these solution strategies, and the accuracy of the solution strategies, increased with age; while most 4- to 5-year-old guessed, the majority of children 6 years and older used integrative solution strategies, and the higher the age, the more advanced the solution strategy. Conversely, the same children’s explanations for the buoyancy of the cubes were largely one-dimensional, with the majority of children relying only on mass (Franse et al., under review).

Taken together, across common objects and cubes, prediction accuracy increases with age. However, the predictions of objects are typically based on facts, while (the implicit) predictions of cubes reveal the children’s emerging ability to use the relevant features of mass and volume by the end of kindergarten. Explanations regarding common objects and cubes are both largely one-dimensional and hence inaccurate. Improving (young) children’s concepts of buoyancy would thus require both drawing attention toward the less apparent features of items (e.g., density) and a shift toward multidimensional thinking (Kuhn et al., 2008; Schneider and Hardy, 2013). Considering the integrative solution strategies found when children were simply presented with cubes without experimentation (Franse et al., under review) it would seem that allowing children to experiment with a set of cubes could further trigger children’s attention to the integration of mass and volume (Franse et al., under review).

This proposition finds backing in category learning studies and theory. This research shows not only that humans are quick to identify relations across items by detecting the invariant features but also that such learning is dependent on the category structure (Erickson and Kruschke, 1998; Ashby and Ell, 2001; Sloutsky, 2003, 2010; Kloos, 2008; Kloos and Sloutsky, 2008; Goldwater et al., 2018). Categories that are dense, that is, that have multiple category-relevant features (e.g., shape and behavior of dogs) and few category-irrelevant features (e.g., floppy or upright ears), are easy to learn because of the abundance of defining, invariant features. Sparse categories, however, have multiple irrelevant features and only few relevant, invariant features, making them hard to learn without guidance (Kloos and Sloutsky, 2008). Scientific concepts, such as density, are often based on sparse categories due to their multi-contextuality. Hence, conceptual science learning requires being able to distill the harder-to-detect features across multiple instances. To do so, attention needs to be shifted from irrelevant features (e.g., texture) to relevant features (e.g., density). This selection is challenging and likely requires executive functioning systems (Sloutsky, 2010) which are notoriously prolonged in their development (Diamond, 2013). To facilitate this process, simplifying the learning input (i.e., making the instantiation of the category denser) should make it easier for children to focus on the relevant features simply because there are fewer irrelevant features to focus on. This stands in contrast to what is often done (or advocated) in educational practice. Buoyancy lesson plans often suggest using (a variety of) common objects (Franse, 2007; Kemmers et al., 2007; Mundkur, 2015; Science NetLinks, 2020). The motivation to select a range of objects could derive from a constructivist idea that experiences which build upon prior experiences facilitate knowledge construction (Campbell, 2015).

In summary, findings on children’s knowledge of buoyancy are scattered and depend on how the knowledge was elicited. While children’s predictions about the buoyancy of common objects are typically quite accurate, these are likely based on single features such as mass or facts instead of scientifically correct concepts. Intriguingly, children’s predictions of novel cubes reveal solution strategies based on mass and volume integrations. Correspondingly, category learning theory suggests that when relevant features (e.g., density) are more apparent across items (e.g., cubes), these features are easier to learn. Following from this, we asked how item variation during hands-on experience with buoyancy affects children’s implicit and explicit knowledge.

To this end, kindergarten and first-, second-, and third-grade children explored either a set of 10 systematically varied cubes (i.e., systematic condition) or a set of 10 common objects (i.e., non-systematic condition) in a water basin. Following the exploration, all children were presented with five new cubes and five new common objects one at a time in a randomized order. They were asked to predict the buoyancy of these new items and were subsequently asked for buoyancy explanations for the subsets of these items.

We hypothesized that children in the systematic condition would predict the buoyancy of the new cubes more accurately than children in the non-systematic condition. Particularly, based on the past cube prediction findings (Franse et al., under review), we expected to find that the systematic condition children would be more likely to acquire a solution strategy in which they integrate the mass and the volume of the cubes to make buoyancy decisions and that they do so to a higher degree of accuracy than the children in the non-systematic condition. We did not expect to see notable differences between the two conditions in their predictions of the new common objects because children are generally quite accurate at predicting these (Rappolt-Schlichtmann et al., 2007) and all children could still rely on their past experiences and known facts (Franse et al., under review).

With respect to children’s explanations, this study was more exploratory in nature. Studies investigating children’s understanding of buoyancy and other topics show a discrepancy between children’s predictions, which are typically more advanced, and their explanations, which lag behind (Smith et al., 1985; Butts et al., 1993; Rappolt-Schlichtmann et al., 2007). Given this study’s 5-min hands-on exploration session, it is unlikely that the systematic condition children would be able to directly explicate their experimental findings (Pine and Messer, 1999) let alone transfer this knowledge to common objects. Nevertheless, to assist this process, children in both conditions were offered the same regularly timed prompts to stimulate them to explicitly think about their experiments as well as status overviews to guide their experimentation progress (Lazonder and Harmsen, 2016). As such, children with higher prior knowledge to begin with (i.e., children in higher grades) might show some evidence of explaining the new items’ buoyancies based on their exploration.



MATERIALS AND METHODS


Participants

Kindergartners (grades 1 and 2 in the Netherlands) were recruited at seven primary schools. Of the 151 who participated, the data of 40 (26%) were excluded due to the following reasons: confusing the terms floating and sinking (n = 2), corrupt video files (n = 4), experimenter errors (n = 19), stopping the experiment early (n = 3), teacher-reported non-normal development (n = 1), not sorting items during the exploration session (n = 2), and incorrectly sorting more than two of the items during the exploration session (n = 9)2. Hence, the data of 111 kindergartners (53 girls; Table 1) were included.


TABLE 1. Number and age of the participants per grade and per condition.

[image: Table 1]Ninety-three first-, second-, and third-graders (grades 3, 4, and 5 in the Netherlands) were recruited at a science museum. Of these, the data of 13 (14%) were excluded due to corrupt video files (n = 12) and parent-reported non-normal development (n = 1). This resulted in the inclusion of 80 children tested at the science museum; 28 first graders (14 girls), 23 second graders (14 girls), and 29 third graders (11 girls; Table 1).

The final sample consisted of 191 participants (92 girls). A total of 95 participated in the systematic condition and 96 participated in the non-systematic condition. Informed consent was acquired from the parents before participation. This study was approved by the local social science faculty’s ethics committee (ECPW-2018/193 and ECPW-2018/204).



Design


Materials

Figure 1 depicts the items used in this study (see also Supplementary Table S1). The items were selected based on past findings and pilot study results. The cubes were made by 3D-printing hollow boxes and lids. These were subsequently filled with Styrofoam, lead pellets, and glue to achieve the desired masses, and the lids were super-glued shut.


[image: image]

FIGURE 1. The item sets used in the study. Top left: exploration set of 10 cubes used in the systematic condition. Bottom left: exploration set of 10 common objects used in the non-systematic condition [boat (F), sink sieve (S), lava rock (S), ping pong ball (F), metal spoon (S), 2-Euro coin (S), marble (S), bouncy ball (F), wall plug (F), and coaster (F)]. Right: the 10 test set items used in both conditions (top: branch, candy tin, bobby pin, ceramic utensil rest, and floor ball). Note that each cube had a unique symbol (visible in the top-left picture) that the experimenter used to identify it, but there was no discernable pattern so that children could not use these to decipher a cube’s buoyancy.




Pilot Study

For the pilot study, a broad range of items were selected, drawing inspiration from previous studies and buoyancy lesson plans (Franse, 2007; Kemmers et al., 2007; Mundkur, 2015; Science NetLinks, 2020). Forty-three children between the ages of 4 and 10 years were tested individually at a science museum after receiving a signed informed consent from their accompanying guardian. Following an introduction with a water basin to ensure familiarity with the terms “floating” and “sinking,” the experimenter handed items one at a time to the child and asked her to predict whether it would float or sink. Based on these data, a final selection was made, and for the objects, the materials, the shapes, and the presence of holes and hollow spaces were taken into account to create a diverse range. Several items that did not achieve the desired accuracy rates were replaced based on the accuracies of the other items and past studies’ findings; hence, not all items in the final design were piloted. Where available, pilot or previous study prediction accuracy is included in Supplementary Table S1.



Introduction Set

To introduce the water basin and the terms “floating” and “sinking,” the experimenter used a cork and a stone, respectively. As a visual reminder and to structure children’s explorations, two laminated sheets were used, one depicting a cork floating in a water basin and the word “float,” and the other depicting a stone at the bottom of a water basin and the word “sink” (adapted from Franse, 2007).



Exploration Sets

There were two exploration sets (Figure 1): one consisted of 10 common objects (used in non-systematic condition) and the other of 10 cubes (used in systematic condition). Both sets consisted of five floaters and five sinkers. Both sets had four items that were selected to be surprising for children based on the pilot study: two surprising floaters and two surprising sinkers. All of the systematic condition’s exploration set cubes were turquoise.



Test Set

The test set was the same for both conditions and was used to measure children’s predictions and explanations (Figure 1). It consisted of five common objects and five cubes. Of each set of five items (i.e., cubes or objects), two were selected to be easier and three were selected to be more difficult based on the pilot study. This resulted in four subsets: easy cubes (n = 2), easy common objects (the candy tin and the ceramic utensils rest; n = 2), difficult cubes (n = 3), and difficult common objects (the branch, bobby pin, and floor ball; n = 3). Of the easy items, one was a floater and one was a sinker. Of the difficult items, two were floaters and one was a sinker. All of the test set cubes were white.



Procedure


Introduction

Children were tested individually. The experimenter first introduced the water basin and asked what would happen to the cork (or stone, order counterbalanced) and placed the item in the water basin once the child had responded. The experimenter asked the child what had happened and then provided the corresponding definition [i.e., “If something stays on the water, we (indeed) call that floating” and “If something goes to the bottom of the water basin, we (indeed) call that sinking”]. The experimenter pointed to the corresponding laminated sheet and placed the object on it. After this was performed for both example items, these were removed and the experimenter brought out the exploration set of that child’s condition.



Exploration

During the exploration session, the child was free to test the exploration set items in the water basin. The laminated float and sink sheets remained on the table for the child to use. Before starting, the child was encouraged to try to think about why some float and others sink. To further stimulate children to test all items and think about buoyancy, children were prompted by the experimenter at regular intervals. If after 30 s the child had not yet tried anything, the experimenter asked which item she wanted to put in the water first. After 3 min or if the child had indicated that she was finished before having tried all of the items, the experimenter asked if she had tried all of the items already. After 4 min or if the child indicated that she was finished, the experimenter asked if the child already knew why some float and some sink. After 5 min, the experimenter indicated that the time was up and removed the water basin and items.



Prediction

The experimenter placed the laminated float and sink sheets upright into two bins, creating a floating and a sinking bin. The experimenter then placed the test set items one by one in front of the child and asked whether the item would float or sink. If the child did not pick up the item, the experimenter instructed her to do so. Once the child made a prediction, she was instructed to place the item in the corresponding bin. This was repeated for all 10 items in a randomized order.



Explanation

The experimenter pulled the items belonging to one subset (i.e., the easy cubes, the easy common objects, the difficult cubes, or the difficult common objects) out of the bins, regardless of whether the child had sorted them correctly or not, and placed them on the table. The experimenter pointed to the items from the floating bin (if there were any) and the items from the sinking bin (if there were any) while saying, “You thought this/these would float and this/these would sink. Why do these float and do these sink?” After the child was done explaining, the experimenter asked, “Can you explain it some more?” This was repeated for each of the four subsets in a randomized order.



Measures


Predictions

Children’s categorization of the test set items into the floating and the sinking bins was tallied in two ways: an accuracy score of incorrect (0) or correct (1) and a float–sink score of float (0) or sink (1).



Explanations

Children’s explanations were transcribed per item subset (i.e., easy cubes, easy objects, difficult cubes, and difficult objects), resulting in four sets of transcriptions per participant. The transcriptions were coded using an amended version of the coding scheme used by Franse et al. (under review). The final codes belonged to six nominal categories (1: other, 2: fact, 3: mass, 4: volume, 5: material, 6: mass and volume or scientific; see Supplementary Table S2). All applicable codes were allocated per subset. For example, a child’s explanation of the difficult objects could receive a 2, 4, and 5, for referring to a fact or experience, describing the item’s volume, and naming a material, respectively. Twenty percent (n = 40) of the transcriptions were re-coded by a second coder. The two coders had an overlap of 90.54%. Disparities were resolved on the basis of the coding scheme.

The data were subsequently reformatted for the analyses. A child received a binary absence (0) or presence (1) score for each explanation category, depending on whether their explanation had not or had included that category of explanation, respectively. This was done separately for each subset. In other words, per explanation category and per item subset, each child had a score of 0 if their explanation did not include this category and a score of 1 if their explanation did.



Data Analysis


Predictions

To test whether the conditions affected the children’s predictions of the test set items’ buoyancy, a generalized linear mixed model (GLMM) for binomial data was performed with children’s prediction accuracies of the 10 items as the dependent variables and item type (cubes and objects) and condition (systematic vs. non-systematic) and their interaction as the independent variables. The random intercept effects of items and participants were included in the model. The GLMM was performed in the R package lme4 (R Core Team, 2017). However, to test how the conditions influenced the degree to which children’s predictions incorporated item features, we needed to capture the heterogeneity across children. For this, we used latent class analysis (LCA) techniques (Hickendorff et al., 2018) to identify patterns in children’s buoyancy predictions across the different items (i.e., across the five cubes and five common objects). The LCAs were performed separately for the cubes and the objects because of their different features and are explained below.



Cubes

To test how children’s predictions incorporated the relevant features (e.g., mass and volume) of the cubes, we used latent class regression analysis (LCRA) (Huang and Bandeen-Roche, 2004) following Franse et al. (under review). LCRAs have previously also been applied to cognitive development of other science concepts (Bouwmeester et al., 2004; Hofman et al., 2015). In the LCRAs, children’s buoyancy predictions of the five cubes are modeled as a function of the mass and the volume of each cube (plus an intercept). Different combinations of the cubes’ mass and volume in the buoyancy predictions can be captured by different classes, with each class being characterized by a regression equation. For example, one class might be characterized by a regression model that accurately integrates the mass and the volume of the cubes to predict buoyancy, and another class’ buoyancy predictions might best be modeled by a higher predictive load of mass than volume. Thus, each class identifies a solution strategy, namely, the way mass and volume were combined to decide items’ buoyancies, and hence the terms class and solution strategy can be used synonymously when interpreting the results. The logarithms of the cubes’ mass and volume were used as the predictors in the regression models because people’s perception of mass and volume operates on a logarithmic scale (Jones, 1986). Since children’s buoyancy predictions (i.e., the dependent variables) were scored as float (0) or sink (1), the models indicate the probability of a child predicting that a cube will sink.

One, two, and three class models were fit to the children’s float–sink predictions, including regression terms bmass, bvolume, and the intercept, a. Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC) were used to select the optimal number of classes. Subsequent constrained models (with fewer regression terms) were compared using likelihood ratio tests based on Pearson’s χ2. Once the most parsimonious model was selected, the posterior probabilities were computed, indicating, for each child, the probability that the child belongs to each class based on their buoyancy predictions. The highest posterior probability was used to assign the child to a class.



Objects

Since the objects did not differ systematically in mass and volume, latent class analyses (McCutcheon, 1987) were used to detect underlying patterns in the dependent variables, namely, the accuracy of children’s buoyancy predictions across the five cubes. LCAs were fit with different numbers of classes, and models were compared using AIC, BIC, and bootstrapped model fit likelihood ratios (Hickendorff et al., 2018). The selected n-class model was subsequently made more parsimonious by constraining responses within classes and then between classes to be equal, freeing up degrees of freedom. LC(R)As were conducted using DepMixS4 in R (Visser and Speekenbrink, 2010) and MPlus (Muthén and Muthén, 2017).



Condition and Grade Effects

Following the “three-step approach” (Hickendorff et al., 2018) separate logistic regressions were carried out to test the effect of condition and grade on children’s cube class and object class memberships.



Explanations

Children’s explanations were also modeled using LCAs. In this manner, we could detect underlying patterns in the types of explanations children gave [i.e., the dependent variables were the absence (0) or presence (1) of each explanation category]. This is arguably more informative than examining the highest achieved explanation or the amount of explanation types given because it has the potential to reveal (combinations in) the types of features children’s explicit concepts of buoyancy rely on without defining these a priori. LCAs were again performed separately for the cubes and the objects, following the same procedure as for the predictions. The classes resulting from the LCAs differ in the degree to which class members were likely to use an explanation type per subset of items After the LCAs, separate logistic regressions were again performed on the cube and the object class memberships to test the effects of condition and grade.



Predictions vs. Explanations

To investigate whether there was a relation between children’s implicit and explicit responses, logistic regressions were carried out separately for the two item types. Children’s implicit class membership as well as grade were used to predict children’s explicit class membership.



RESULTS


Buoyancy Predictions

Children’s buoyancy prediction accuracy was compared across items between the two conditions using a GLMM (see Figure 2 for summed prediction accuracies per item type and Supplementary Figures S1, S2 for histograms). Table 2 shows the fixed and random effects of the GLMM (see Supplementary Table S3 for the correlations between the independent variables). The main effect of condition indicates that children in the non-systematic condition had a 0.35 lower odds of accurately predicting the buoyancy of an item than children in the systematic condition. The interaction between condition and item type, as displayed in Figure 2, indicates that children in the systematic condition were more accurate than children in the non-systematic condition, particularly on the cubes. This suggests that the systematic condition benefitted children’s prediction of the test set cubes while not greatly affecting children’s predictions of objects, whereas the non-systematic condition did not seem to benefit children’s object predictions relative to the systematic condition.
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FIGURE 2. Mean number of accurate predictions of the cubes and objects at test per condition. Error bars denote 95% confidence intervals.



TABLE 2. Generalized linear mixed model statistics on the prediction accuracies.

[image: Table 2]
Cubes

To give an optimal description of individual differences in children’s buoyancy decisions about cubes, LCRA models with one to four classes were fit to children’s predictions of sinking (Table 3). The best-fitting, most parsimonious model was a three-class model, with two classes that included mass and volume predictors (“mass and volume” class: bmass = −44.5, bvolume = 49.71, a = −22.19, 29% of the children; “MASS and volume class”: bmass = −1.84, bvolume = 3.68, a = −5.83, 35% of the children) and one class that only included an intercept (“residual” class: a = −0.31, 36% of the children).


TABLE 3. Fit statistics for latent class regression models of cube predictions.

[image: Table 3]The selected LCRA model is depicted in Figure 3, in which for each of the three classes (i.e., solution strategies), the probability of predicting that a cube will sink is plotted as a function of mass and volume. This is done separately in five graphs for the five constant volumes of the tested cubes (i.e., 125, 166, 216, 27, and 275 cm3), although note that the five graphs depict the same model. The black vertical line denotes the density of water (1 g/cm3), such that hypothetical cubes of constant volume with a mass to the left of this line would float and those of constant volume with a mass to the right of this line would sink. Take, for example, the volume of 125 cm3; the logistic curve of the “mass and volume” solution strategy closely aligns with the black density line, indicating that these children are modeled as correctly switching from predicting that a cube will float to predicting that it will sink when cubes have a density of around 1 g/cm3. This suggests that they quite accurately make a buoyancy decision based on mass and volume. For the tested cube of 125 cm3 and 37.5 g, this model therefore predicts that children will say that the cube will float (asterisk), which closely aligns with the observed buoyancy predictions (dot with error lines) of the children who were assigned to this class based on the posterior probabilities (see below). The “MASS and volume” logistic curve is less steep, indicating more uncertainty, and falls largely to the left of the density line. This implies that, at a lower mass, these children are already switching to predicting sinking, such that they seem to be over-compensating for mass. Indeed the model’s prediction of the probability that children will say that the tested cube (which floats) will sink is 0.2 (asterisk), overlapping with the observed buoyancy predictions for this cube (dot with error lines). Lastly, the “residual” class only has an intercept and therefore no regression slope. Overall, their observed (dot with error lines) and modeled (asterisk) buoyancy predictions are around chance, suggesting a guessing strategy.
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FIGURE 3. The three classes (depicted in different colors) found in the optimal latent class regression analysis of children’s predictions of cubes’ sinking. The probability of predicting that a cube will sink is depicted in each of the five graphs as a function of mass; each graph depicts the models for a different constant volume (i.e., the volumes of the five tested cubes: cube 11: v = 125, m = 37.5; cube 12: v = 166, m = 116.5; cube 13: v = 216, m = 194.5; cube 14: v = 27, m = 30; and cube 15: v = 275, m = 384.5). The black vertical line denotes the density of water (1 g/cm3); hence, cubes of constant volume with a mass to the left of this line would float and cubes of constant volume with a mass to the right of this line would sink. Each graph displays the modeled classes (curves as a function of mass and asterisks as a function of the predicted value for the mass of the tested cube) and the observed values (circles with standard errors). Classes “Mass and Volume” and “MASS and Volume” include all regression terms (hence, curves, and asterisks), while class “Residual” only included an intercept (hence, only asterisks). Note that the x-axis scale is logarithmic because logarithms of the cubes’ mass and volume were used.


Children were assigned to one of the three classes based on the LCRA’s posterior probabilities, which indicate for each child the probability of that child belonging to each class based on the child’s actual buoyancy predictions. Next, a multinomial logistic regression revealed that this class membership could be predicted by condition and grade [Cox and Snell R2 = 0.37, χ2(6) = 89.17, p< 0.001; Figure 4]. Relative to the “MASS and volume” class, children in the systematic compared to the non-systematic condition had an odds of 7.60 (95%CI: 3.16–18.27) to belong to the “mass and volume” class, b = 2.03, p < 0.001. In other words, children in the systematic condition were more likely to belong to the “mass and volume” class than the “MASS and volume class,” while the opposite holds for children in the non-systematic condition. Children in the systematic condition compared to the non-systematic condition also had an odds of 9.97 (95%CI: 1.73–57.47) of belonging to the “residual” class relative to the “MASS and volume” class (b = 2.30, p = 0.01). As grade increases, the odds (0.06, 95% CI: 0.01–0.44) of belonging to the “residual” class relative to the “MASS and volume” class decreases (b = −2.81, p = 0.005). There was no significant interaction between condition and grade.
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FIGURE 4. Proportion of children in each class per condition (left) and per grade (right).




Objects

To give an optimal description of individual differences in children’s buoyancy decisions about objects, LCAs were performed on the prediction accuracy of the five test objects. One, two, and three class models were compared, leading to the selection of the two-class model (Table 4). This model was subsequently constrained. In the final model (LR = −583.80; df = 7; AIC = 1,181.60; BIC = 1,204.37), the log and the bobby pin were constrained to be equal within both classes, the floor ball and candy tin were constrained to be equal within one class, and the ceramic was constrained to be equal across classes, indicating that it did not distinguish class membership.


TABLE 4. Fit statistics for latent class models of common object predictions.

[image: Table 4]Figure 5 displays the conditional probabilities of accurately predicting an object’s buoyancy for both classes. One class (54% of the children) performs poorly on two objects in which the mass is misleading (i.e., the branch floats but is relatively heavy and the bobby pin sinks but is relatively light) but performs better when predicting that relatively light items will float (i.e., the floor ball and the candy tin). The second class (46% of the children) performs well on the misleading objects (i.e., branch and bobby pin) but performs around chance on the light items (i.e., the ball that has holes and the candy tin with air inside that is made of metal). These two classes are tentatively interpreted as a class that seems to use primarily object mass to predict buoyancy and a class that makes object-specific predictions, respectively.
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FIGURE 5. Latent class analysis probabilities of prediction accuracy for the two classes across the five objects.


Limited evidence (Cox and Snell R2 = 0.07) was found for predictive effects of grade and condition on class membership as tested with a binary logistic regression (Figure 6). Children in the systematic condition had a higher odds (2.16, 95%CI: 1.18–3.94) than children in the non-systematic condition of belonging to the “object-specific” class relative to the “mass-based” class (b = 0.77, p = 0.012). As grade increases, the probability of belonging to the “object-specific” class also decreases (b = −0.57, p = 0.014). The interaction between condition and grade did not reach significance.
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FIGURE 6. Proportion of children in each object prediction class per condition (left) and per grade (right).




Explanations


Cubes

The coded explanation categories were fit with LCAs to detect patterns in which types and combinations of buoyancy explanations children gave. Models with increasing numbers of classes were compared. Models with more than four classes did not result in stable solutions, leading to the selection of the four-class model (Supplementary Table S4). This model was subsequently constrained to make it more parsimonious. Constraints were applied across easy and difficult cubes, starting with the simpler categories (e.g., other, then fact) and subsequently to the more complex categories (e.g., mass and volume or scientific). Constraints were applied within one class and, subsequently, within increasing numbers of classes. Lastly, constraints across classes were tested.

In the final model (LR = −693.22; df = 30; AIC = 1,446.44; BIC = 1,544.01), the other explanation category was constrained across easy and difficult cube explanations for three classes. Fact was constrained to be equal between easy and difficult cube explanations for all classes, as was material which was even constrained across classes, indicating that it did not distinguish classes. Mass was only constrained to be equal across easy and difficult explanations for one class, while this could be done for volume in three classes. Finally, the mass and volume or scientific category was constrained in two classes.

The four classes (Figure 7) were interpreted based on the explanation categories class members were most likely to use. The “M” class (47% of the children) was found to have a high probability of appealing to the cubes’ mass for both the easy and the difficult cube sets, as well as providing explanations in the other category. The “V” class (25% of the children) primarily had explanations that fall into the other category but appealed to volume more than the other classes did. The “M, M&V” class (14% of the children) used mainly mass in their explanations for the easy subset and mass-and-volume or scientific explanations for the difficult subset. The “M&V” class (14% of the children) had an inversed pattern, although their explanations on the difficult subset were more mixed, including both mass and mass-and-volume or scientific explanations. Notably, all classes gave explanations falling in the other category, although this was most prominent for the “M” and “V” classes.
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FIGURE 7. Latent class analysis probabilities of explanation types for the four classes across the two cube subsets. Oth, other; M, mass; V, volume; Mat, material; M&V, mass and volume, scientific.


A multinomial logistic regression with the “M” class as the reference class provided limited evidence for effects of condition and grade on class membership [Cox and Snell R2 = 0.19, χ2(9) = 40.39, p< 0.001; Figure 8]. Relative to the “M” class, the odds of belonging to the “M, M&V” class was lower for children in the systematic condition (0.32, 95%CI: 0.12–0.86) than in the non-systematic condition (b = -1.14, p = 0.023). As grade increased, the odds (0.37, 95%CI: 0.17–0.81) of belonging to the “V” class decreased relative to the “M” class (b = −1.00, p = 0.012). There was no significant interaction effect between grade and condition.
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FIGURE 8. Proportion of children in each cube explanation class per condition (left) and per grade (right).




Objects

LCAs to detect patterns in children’s explanations of the objects were run in the same way as those for the cubes (Supplementary Table S5). Note that although the prediction accuracies (see Figure 5) did not necessarily reflect the a priori classification of the objects into easy and difficult subsets, explanations were asked for an entire subset at a time and could therefore not be analyzed separately per object. Models with more than five classes did not identify. The four-class model was selected as the BIC was lower than for the five-class model and for ease of interpretation because of the qualitative overlaps with the selected cube explanation model.

This model was constrained in the same theory-driven manner as the cube model. In the final model (LR = −903.89; df = 29; AIC = 1,865.79; BIC = 1,960.10), the other, fact, material, and volume categories were constrained across easy and difficult subsets for all classes. This was also the case for the mass and the mass and volume, scientific categories for three of the classes. No categories were constrained across classes. The classes of the final model (Figure 9) resembled those of the cube model: an “M” class (44% of the children), an “M, M&V” class (13% of the children), and a “V” class (18% of the children). The most notable difference was the presence of a class that appealed to facts and materials in addition to mass across easy and difficult objects, the “facts, M, material” class (25% of the children).
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FIGURE 9. Latent class analysis probabilities of explanation types for the four classes across the two object subsets. Oth, other; M, mass; V, volume; Mat, material; M&V, mass and volume, scientific.


The multinomial logistic regression with the “M” class as the reference class revealed only one significant effect of grade on class membership [Cox and Snell R2 = 0.27, χ2(9) = 59.86, p< 0.001; Figure 10]. As grade increases, the odds (1.92, 95%CI: 1.19–3.08) of belonging to the “fact, M, material” class increases relative to the “M” class (b = 0.65, p = 0.007).


[image: image]

FIGURE 10. Proportion of children in each object explanation class per condition (left) and per grade (right).




Comparing Predictions and Explanations

To test whether there was a relation between children’s predictions of cubes and their subsequent explanations (Figure 11) beyond grade effects, we performed a stepwise multinomial logistic regression in which grade and, subsequently, prediction class membership were added in separate steps. Adding prediction class membership did significantly improve the model [χ2(6) = 17.14, p = 0.009]. In this model [Cox and Snell = 0.23, χ2(9) = 48.51, p< 0.001], the children in the “MASS and volume” prediction class had a lower odds of belonging to the “V” explanation class relative to the “M” explanation class as compared to the “residual” prediction class. In other words, children who used the guessing solution strategy to predict the cubes’ buoyancy were more likely than the “MASS and volume” prediction class to belong to the “V” explanation class.
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FIGURE 11. Proportion of children in each explanation class per prediction class for the cubes (left) and the objects (right).


The same analysis was done for the object classes. The addition of the prediction classes improved the model of children’s explanation classes beyond the effects of grade [χ2(3) = 24.38, p<0.001]. Here [Cox and Snell = 0.34, χ2(6) = 80.28, p< 0.001] the prediction classes significantly predicted explanation class membership, with the “M” class as the reference class. Children in the “mass-based” prediction class had lower odds (0.23, 95%CI: 0.12–0.70, b = −1.25 p = 0.006) of belonging to the “fact, M, material” explanation class, higher odds (4.29, 95%CI: 1.17–15.77, b = 1.46, p = 0.028) of belonging to the “M, M&V” explanation class, and lower odds (0.35, 95%CI: 0.14–0.86, b = −1.05 p = 0.022) of belonging to the “V” explanation class as compared to the “object-specific” prediction class.



DISCUSSION

The current study compared the effect of children’s hands-on exploration of buoyancy using cubes (i.e., systematic condition) vs. common objects (i.e., non-systematic condition) on children’s subsequent predictions and explanations of new cubes’ and common objects’ buoyancies. Children’s responses were investigated using categorical latent variable models to account for individual differences.


Predicting and Explaining Cubes

The latent class regression analyses of children’s cube buoyancy predictions identified three classes corresponding to three solution strategies. These three strategies replicate those identified by Franse et al. (under review). While in one class the children’s predictions were best modeled as guessing, two two-dimensional solution strategies were identified. The “mass and volume” solution strategy was characterized by a fairly accurate decision threshold, as indicated by a switch between predicting floating vs. sinking near a density of 1. This threshold was also modeled as being quite certain, as visible in the steepness of the decision curve (see Figure 3). The “MASS and volume” solution strategy was characterized as being less accurate as the threshold for predicting sinking was at a lower mass than would actually be the case for a given volume. Additionally, this solution strategy was also characterized by more uncertainty, seen in the more gradual slope from predicting floating to predicting sinking. Thus, both solution strategies made float–sink decisions based on the cubes’ relevant features (i.e., integrating mass and volume), although they differed in accuracy (i.e., how to relate the features to a decision; cf, Kuhn et al., 2008) and uncertainty (i.e., the strictness of the float–sink threshold).

Importantly, the proportion of children across the three classes differed between the two conditions. Children in the systematic condition were more likely to be in the “mass and volume” class than the “MASS and volume” class, while this was the other way around for those in the non-systematic condition. There was no evidence for an interaction between condition and grade, suggesting that the systematic condition was not more effective in one grade than another. These findings indicate that the 5 min of testing cubes in the water basin was effective in helping children to use a more accurate and certain solution strategy when faced with novel cubes.

Given that children in higher grades were also more likely to use the more advanced solution strategy, it is not the case that the systematic condition’s experience was necessary for using the “mass and volume” solution strategy. The effectivity of the systematic condition instead seems to lie in encouraging the switch to a more advanced integrative solution strategy. Since the two conditions differed in the proportion of children in one or the other integrative solution strategy but had similar proportions of children using the guessing strategy, it could further be postulated that this switch only occurs once a child already uses an integrative solution strategy but a less advanced one (e.g., the “MASS and volume” strategy; see also Siegler and Chen, 2008). This would need to be tested further by examining children’s strategy use before and after hands-on experience and by measuring solution strategy changes over a longer period of time.

Four classes of explanations were identified with latent class analyses (LCAs): “M&V,” “M,” “M, M&V,” and “V.” Grade effects revealed that children in higher grades were less likely to belong to the “V” class, which was characterized by mainly other and some mass and some volume category explanations, and more likely to belong to the “M” class, which only used other and mass categories. However, as expected given the limited duration and scope of the exploration phase, the effects of condition did not strongly carry over to children’s explanations of cubes. Only one condition effect was found; the “M, M&V” class membership was lower for systematic condition children than non-systematic condition children relative to the “M” class, yet the implications of this difference are unclear since several classes used mass and mass and volume explanations.

While by third grade all children were using a two-dimensional prediction solution strategy for the cubes, the majority of these children were explaining the cubes’ buoyancies primarily by referring to their masses. This suggests a discrepancy between predictions and explanations as found across past studies (Smith et al., 1985; Butts et al., 1993). Indeed the only significant predictive effect of prediction strategy on explanation strategy, beyond the effects of grade, indicated a relation between using the guessing prediction strategy and belonging to the “V” explanation class, which was characterized by primarily other category explanations. The absence of more clear relations suggests that it is difficult for children to verbalize their use of mass and volume or density (see also Dienes and Perner, 1999).



Predicting and Explaining Common Objects

The accuracies of children’s predictions of the common objects were analyzed with LCAs to detect underlying patterns across predictions. Two classes were identified. In one, dubbed “mass-based,” the lighter objects had a higher probability of being accurately predicted to float, while a heavy floater and a light sinker were less accurately predicted. The second, “object-specific” class, had higher probabilities of correctly predicting the heavy floater and light sinker but were around chance at predicting the lighter objects. The “mass-based” class membership was slightly higher in the non-systematic than in the systematic condition.

Although it is not possible to determine which features children used to make these predictions, the most parsimonious interpretation would be that children based their explanations on a simple, one-dimensional strategy. The “mass-based” class responses could indeed be derived using the one-dimensional rule that heavy items sink and light items float. The “object-specific” class is trickier to interpret. These children could have used facts or object-specific past experiences to be more likely to correctly predict that a branch floats and a bobby pin sinks. The guessing behavior on the other items could stem from multiple sources of information; the ball was lightweight but had holes, reflecting the common idea that items with holes sink, and the tin was made of metal which typically sinks but was filled with air which typically causes objects to float (Hardy et al., 2006).

The relation between children’s common object predictions and explanations might help to further understand the prediction strategies. Four object explanation classes were identified: “M,” “fact, M, material,” “M, M&V,” and “V.” Whereas the majority of the children in the “mass-based” prediction class went on to belong to the “M” explanation class, the children in the “object-specific” prediction class were more distributed over the explanation classes. Notably, compared to the “mass-based” children, more “object-specific” children later belonged to the “fact, M, material” class or the “V” class which were both highly likely to also mention things in the other category. It could thus be that the “object-specific” prediction class is not so homogenous in how they came to the predictions but instead used several sources of information. However, due to the discrepancy between predictions and explanations in the literature (Rappolt-Schlichtmann et al., 2007; Franse et al., under review) using the explanations to interpret predictions is limited in its validity. Nonetheless, the predictive power of prediction class membership on explanation class membership does suggest that children’s predictions about common objects were related to how they went on to explain these objects’ buoyancy. As this was not the case for the cubes, this could suggest that the (multiple) features or facts used to discern objects’ buoyancies are more easily explicable than those used to predict cubes, perhaps because they are easier to detect or recall. Relatedly, the higher the grade, the more children belonged to the “fact, M, material” class, supporting the idea that many children go on to develop explanations of objects’ buoyancies based on multiple sources of information.

What is new in this investigation of buoyancy explanations is the open-ended manner of analysis. Past studies have assigned children to particular explanation types in a hierarchy from least to most advanced (Franse et al., under review) coded the complexity level of children’s explanations (Tenenbaum et al., 2004; Rappolt-Schlichtmann et al., 2007) or examined explanation profiles on the basis of answers to multiple choice buoyancy questions designed to reflect previously identified concepts (Schneider and Hardy, 2013; Edelsbrunner et al., 2018). Here coding all of the content of what children said and analyzing this with LCAs meant that we did not need a priori hierarchies or expected concepts, allowing us to discover relations in all that children say (see also van der Maas and Straatemeier, 2008). This method, for example, revealed that all explanation classes also mentioned things that fell into the other category, thus indicating that children do not have purely singular explicit concepts of buoyancy. Like any other explanation coding approaches, the findings here are still influenced by how the explanations were coded to begin with (e.g., what falls under other and what receives its own category). It is also important to note the explorative nature of this approach, and future work is needed to corroborate or extend these findings.



Variation and Inquiry-Based Learning

This study indicates that providing children with the opportunity to explore the buoyancy of cubes stimulates the subsequent use of an advanced solution strategy when predicting whether novel cubes will float or sink. This benefit of using an item set that varies only in the relevant features is in line with the suggestions derived from category learning research (e.g., Sloutsky, 2010; Goldwater et al., 2018). In the systematic condition, the exploration cubes in effect presented children with dense categories; the only apparent features making the cubes either float or sink were the masses and volumes (hence, cubes’ densities were the defining feature between floaters and sinkers), thereby steering children to hone in on these features. In the non-systematic condition, however, multiple features might have been able to explain why some of the objects float and others sink, making it difficult for the children to identify mass and volume as the relevant features. Although the present findings require replication in future research, the successful findings of this very brief exploration session do hold promise for the use of variation and category denseness to design learning materials.

To understand how, this research can be placed in the context of inquiry-based learning. Across content domains, research indicates that well-guided inquiry-based learning is superior to explicit instruction and also that the presence and the quality of guidance is essential (Alfieri et al., 2011; Lazonder and Harmsen, 2016; Dobber et al., 2017). This is reiterated across several buoyancy studies, indicating that the more guidance the better and more prolonged the learning effects (Hardy et al., 2006; Rappolt-Schlichtmann et al., 2007; Hsin and Wu, 2011). Such guidance can be provided in different ways. For example, the present study used prompts to encourage children to test all of the items and to think about why they float or sink. Relatedly, the floating and the sinking sheets served as status overviews encouraging children to sort items, thus illustrating exploration progress. Perhaps the least explicit type of guidance is process constraints, which restrict the breadth of the learning task (Lazonder and Harmsen, 2016). The simplification of learning materials to vary only in density (i.e., the cubes) could be viewed as a process constraint as this restricted children’s exploration to the relevant features.

Whereas several studies have extensively investigated the longitudinal learning effects of mixed-method, long-term buoyancy interventions (Hardy et al., 2006; Schneider and Hardy, 2013; Leuchter et al., 2014; Edelsbrunner et al., 2018; Schalk et al., 2019), the aim of the current experimental study was simply to zoom in on the effect of item variation during hands-on exploration. Nevertheless, by placing the current findings in the context of inquiry-based learning, this study, like those classroom studies, emphasizes the importance of both considering fundamental learning processes in science education design and introducing science early (Leuchter et al., 2014). First, basing the design of inquiry-based learning guidance on a simple model of children’s category learning, as was done in this study, seems to provide an effective means of structuring the learning context. In future work, these ideas can be further worked out to provide an informed yet simple blueprint for designing inquiry-based learning founded on the (category) structure of the to-be learned concepts. This is important as teachers have been shown to not always be fully equipped with the relevant scientific knowledge or insights into children’s science learning (Rice, 2005; Leuchter et al., 2014). Second, the findings indicate that even in the first years of primary school, children can (implicitly) apply advanced multidimensional solution strategies when provided with the right environment, thereby echoing calls for starting science education early on using structured hands-on materials and learning environments (Leuchter et al., 2014).

In conclusion, this study investigated the effect of offering items that vary only in the relevant features (i.e., mass and volume) on children’s subsequent ability to predict and explain new items’ floating and sinking. In line with expectations, children who had had 5 min of hands-on experience with a set of cubes in the water basin were more accurate in predicting the buoyancy of new cubes than children who had used common objects to explore with. Moreover, these children were more likely to use a more advanced solution strategy that decided the buoyancy of an item based on the integration of its mass and volume than the children who had experimented with common objects. These findings suggest that inquiry-based learning designs should consider how to optimize the variation to facilitate learning.
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FOOTNOTES

1 Note that Archimedes’ law of buoyancy provides a more general and an adequate way of thinking about floating and sinking, that is, “the relevant feature is the volume of the water to replace relative to the weight of the object” instead of “density.”

2 This was used as an exclusion criterion as a proxy of children’s engagement during the exploration session and to ensure that the included children understood the difference between floating and sinking.
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Inquiry-based learning has the potential to foster conceptual change, but whether it can induce an advancement in strategy use is not yet known. Such an advancement seems plausible, because conceptual change can be reflected in the use of new strategies. Whether inquiry-based learning leads to advancement in strategy use can be tested with strategy-based tests, such as the balance beam test. Distinct strategies have been proposed and identified for this test. Therefore, the present study compared response patterns on the balance beam test before and after an inquiry-based lesson. The experimental condition completed a digital inquiry-based lesson about the balance beam (n = 113), and the control condition completed a similar inquiry-based lesson but investigated a different topic (n = 44). The participants were aged 8–13 years old and were unfamiliar with the law of moments. The balance beam test (pretest and posttest) consisted of 25 items. Overall accuracy in solving balance beam problems improved after the inquiry-based lesson in the balance beam (BB) condition but not in the control condition. Classes, identified with latent transition analysis (LTA), appeared to be globally in line with previously identified strategies in the balance beam test. Condition was entered as a covariate in the LTA to identify which changes in strategy use could be attributed to the experimental intervention. First, changes from pretest to posttest were found, which supported that a change in strategy use occurred in some children. Second, there were more improvements in the BB condition, and these improvements indicated larger gains compared to the control condition. This means that in science education, it is important to map out prior knowledge and its effect on learning paths. Overall, results suggested that conceptual change could be measured as a change in strategy use and modeled with LTA to reveal that 26% of the children showed conceptual change after a single inquiry-based lesson.
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INTRODUCTION

Inquiry-based learning entails discovering scientific laws through the process of investigation (Dunbar and Klahr, 2012). It is relevant for contemporary education in which both knowledge and skills are taught (Fischer et al., 2014). Inquiry-based learning is useful in this regard, as it promotes the acquisition of scientific reasoning skills and scientific knowledge (Lazonder and Harmsen, 2016). During the development of scientific reasoning skills and construction of scientific knowledge, conceptual change takes place. Conceptual change refers to children’s gradual revision of beliefs from intuitive (and often incorrect) to complete and correct conceptions; these conceptions, either intuitive or complete, are called explanatory frameworks (Vosniadou, 2002). Explanatory frameworks can be measured as strategy use when solving problems, because strategies reflect children’s explanatory frameworks. Previous studies have revealed that, especially, young children (i.e., primary school children) are susceptible to conceptual change (Vosniadou, 2002) and that inquiry-based learning can foster conceptual change (Huang et al., 2017). However, little is known about the effects of inquiry-based learning on strategy use. Therefore, the present study investigated strategy use before and after a digital inquiry-based lesson in primary education. In the present study, conceptual change was measured as a change in strategy use when solving balance beam problems. To foster conceptual change, an inquiry-based lesson about the balance beam was used and compared to a control condition where participants completed an inquiry-based lesson about a different topic, namely, gears.

Conceptual change theories describe how people mentally store and organize information and how this information and its organization change when people learn. There are debates about what a concept is and how change takes place (e.g., Piaget, 1978; Posner et al., 1982; Chi and Roscoe, 2002; diSessa, 2002; Vosniadou, 2002). Concerning the question of what a concept might be, Vosniadou (2002) definition will be used, as it deals with young children’s science learning. Conceptual change assumes that there is an initial mental model, or explanatory framework about scientific phenomena (Vosniadou, 2002). These explanatory frameworks embody causal notions and allow distinct types of explanations and predictions (Carey, 1985; as cited in Vosniadou, 2002). Explanations and predictions are constrained by young children’s conceptual system, which drives the interpretation of their observations and the information they receive.

For example, when considering the law of moments as a scientific phenomenon that explains which side of a balance beam goes down when placing weights on it, then an example of an explanatory framework is the predictions about which side of a balance beam goes down and the explanations why. A balance beam (or seesaw) has two sides on which different amount of weights can be placed at different distances from the center (i.e., fulcrum). The simplest explanation proposed by Siegler (1976) is that only weight on either side of the balance beam determines which sides goes down (Strategy 1), while the most complex (and the only correct) explanation is that weight and distance on either side should be multiplied and compared to determine which side goes down (Strategy 4). In between are Strategy 2, which is like Strategy 1, but distance is also used when weights are equal, and Strategy 3, using both weight and distance but in an inconsistent manner.

Explanatory frameworks such as these guide learners’ behavior in science tasks. Therefore, explanatory frameworks can be measured through a learners’ strategy use, and conceptual change can be seen as a change in strategy use. For conceptual change to occur, children can advance from simple strategies that they need to abandon to be able to adopt new (and potentially more complex) strategies. Note that this assumes that initial strategies are error prone and/or incomplete, which is often the case in primary school children (Vosniadou, 2002).

This brings about the question about how change takes place. Conceptual change takes place in roughly two ways: explanatory frameworks themselves change, or the relations among explanatory frameworks change (see diSessa and Sherin, 1998, for a review). For example, in the first case, distance can be added as a factor to the explanatory framework of the law of moments. In the latter case, how weight and distance are combined to determine which side of a balance beam goes down might change from “add weight and distance on either side and then compare the sides” (Addition Strategy) to “multiply weight and distance on either side and then compare the sides” (Strategy 4). There is evidence from studies on young children’s understanding of force, matter, heat, etc. that these changes occur slowly (Vosniadou, 2002). Chinn and Brewer (1998) further specify how explanatory frameworks transform describing the degree of change from zero change to complete change: children can ignore data, reject data, question data’s validity, exclude data from their respective theory, suspend data (abeyance), reinterpret data, accept data and make peripheral changes to the current theory, or accept data and change theories. To summarize, conceptual change is conceptualized as a change in explanatory frameworks themselves and/or a change in the relations between explanatory frameworks, and both types of changes can range from no change to full change.

The current study explored how inquiry-based learning can promote conceptual change. Although explanatory frameworks might not easily change and conceptual change seems to be a slow process (Vosniadou, 2002), inquiry-based learning has several features that help to promote conceptual change. Inquiry-based learning enables children to gain insight into scientific concepts by engaging in scientific reasoning activities, such as generating hypotheses, conducting experiments, and drawing conclusions (Klahr, 2000). During the first step, generating hypotheses, children think about and explicate what might explain a specific scientific phenomenon, such as how weight might affect which side of the balance beam goes down. In the second step, experimentation, children set up an experiment by selecting settings of variables, such as selecting a weight of 5 kg to be placed on the left side of a balance beam, and observe what happens: left side goes down, right side goes down, or the beam is balanced. The final step, drawing conclusions, is when children interpret what they have observed and explain it, such as that the left side of the beam went down because there was a weight on the left side and no weight on the right side. These scientific reasoning activities should be well guided in order to be effective in enhancing learning (see Lazonder and Harmsen, 2016 for a meta-analysis).

Several processes of inquiry-based learning seem to foster conceptual change. Conceptual change is hampered by children’s lack of orderly organization when explaining and predicting scientific phenomena, bias in evaluating evidence, and problems falsifying or verifying understanding (Vosniadou, 2002). The first problem can be addressed by inquiry-based learning, as children should articulate their explanations and predictions when generating hypotheses, which is one of the first steps in the inquiry cycle. Secondly, self-generated evidence might help to overcome bias in evaluating it (Mussweiler and Strack, 1999), and perceiving evidence can help in creating a new explanation, instead of distorting the evidence (Koerber et al., 2017). Third, inquiry-based learning revolves around proposing explanations and testing them in experiments (Dunbar and Klahr, 2012), which is a process of explicating understanding that subsequently might be falsified or verified. Taken together these features of inquiry-based learning have the potential to induce conceptual change.

There is empirical support that guided inquiry can foster conceptual change. Huang et al. (2017) designed an eight-lesson inquiry-based unit for 13- to 14-year olds that comprised six investigations. During the eight lessons, students were introduced to the topic: motion and force. Each investigation was about a different specific topic, such as changing speed. During investigations, students predicted what the effect of a variable would be (i.e., hypothesis generation), observed what the effect was by designing and conducting experiments, and explained what the effect was (i.e., conclusion). Conceptual change was operationalized as a decrease in misconceptions, an increase in correct propositions, and a correct organization of propositions. Misconceptions were assessed by a multiple-choice test, and the propositions and their organization through a concept map. The results showed that children held fewer misconceptions and more correct propositions after the inquiry-based lesson series—although no improvement was observed in the organization of propositions. Despite this clear advancement of understanding, it remains unclear whether the guided inquiry also led to usage of different explanatory frameworks. A strategy-based assessment of conceptual change is needed.

In addition to evidence about which features of inquiry-based learning might foster conceptual change, there is evidence about how inquiry-based learning might foster conceptual change. In the case of the balance beam task (Siegler and Chen, 1998), through inquiry-based learning, children should notice potential explanatory variables, formulate new explanations, generalize to new problems, and maintain the new strategy to learn new strategies. Inquiry-based learning revolves around these processes. Initial strategies, for example, Strategy 1 (use weight only), can be put to the test. When the results do not match predictions, for example, when the side with the largest weight does not go down, children might notice the effect of distance. Noticing potential explanatory variables seems to be the most important factor in learning new strategies (Siegler and Chen, 1998). The results from these experiments can be used to formulate new predictions. Subsequently, new predictions, such as those in line with Strategy 2 (use distance when weights are equal), can be generalized and tested. The results then might show support for the new predictions. When children explain these findings, they might (partially) adopt and maintain a new strategy, Strategy 2 in this case.

There is large variation within and between children in which strategies are used at a given time and how the strategies that are used change. Therefore, in order to model conceptual change, this natural variation within and between children should be taken into account by appropriate statistical models. Latent models, in particular, are appropriate for two main reasons. Firstly, explanatory frameworks show qualitative and quantitative differences between children, and secondly, explanatory frameworks show variation at specific time points, as well as over time (see Hickendorff et al., 2018, for details). Therefore, statistical models should allow intra- and inter-individual differences at a single time point but also between time points. Models with these features have been applied to strategy-based tests that can measure explanatory frameworks in use. A common example is the balance beam test (Inhelder and Piaget, 1958; Siegler, 1976), which lends itself well to latent class analysis (LCA) (Jansen and van der Maas, 1997). LCA identifies a number of homogeneous subgroups, called classes, in the heterogeneous data of the whole group at a specific point in time and has frequently been used to model strategy use when solving balance beam problems (Jansen and van der Maas, 1997, 2002; Boom et al., 2001; Boom and Ter Laak, 2007). Two common findings are that (1) five or six classes are found and (2) Strategies 1, 2, and 4 are identified as separate classes. Strategy 3 often is not found as such, but a variant can be detected. Instead of complete uncertainty when weight and distance contradict which side goes down (i.e., Strategy 3), children may use the so-called Addition Strategy (Wilkening and Anderson, 1982): weight and distance on both sides are added and then compared (e.g., Boom et al., 2001; Boom and Ter Laak, 2007). The study by Boom et al. (2001) investigated strategy use of 7- to 14-year-old children. In addition to Strategies 1, 2, 4, and the Addition Strategy, two classes (out of six) did not match any strategy. A later study with 5- to 14-year-old participants and two covariates of class membership (age and working memory) revealed comparable classes, but the class representing Strategy 4 was not found (Boom and Ter Laak, 2007). Boom and Ter Laak (2007) attributed the absence of Strategy 4 to the inclusion of only few older participants. These studies show the feasibility of using LCA to identify strategy use and thus capture children’s explanatory frameworks.

Latent transition analysis (LTA) models conceptual change by extending LCA to multiple time points. LTA creates classes, as LCA does, but it also creates transition probabilities that indicate the likelihood of moving from one class, at a point in time, to another, at a later point in time (Bartolucci et al., 2014). LTA has previously been applied to inquiry-based learning settings. Schneider and Hardy (2013) studied the effects of a constructivist intervention about floating and sinking using three conditions: baseline, low instructional support, and high instructional support. Participants were children from 8 to 11 years old. Five profiles were found ranging from misconceptions to scientific conceptions. From pretest to posttest (1 week after the intervention), most children improved their understanding, and from posttest to retention test (1 year later), most children did not change. In addition, more instructional support was related to more transitions, indicating improvement. Another example is a study on change in knowledge structures after 15 lessons, which included inquiry-based learning (Edelsbrunner et al., 2018). The authors analyzed primary school children’s (ages 6–13 years) knowledge about floating and sinking. Medium-sized effects were found that showed a decrease in misconceptions and an increase in correct conceptions. LTA showed that the largest change was a transition from moderate misconceptions to low misconceptions, indicating a restructuring of children’s knowledge. These results are promising in light of studying conceptual change, as LTA was more informative than regular regression-based analyses, which do not take into account differences in students’ knowledge and its development (Edelsbrunner et al., 2018).

To summarize, conceptual change can be observed in a change in strategy use, but this notion has received little attention in empirical research. Furthermore, it is yet unknown what the effect of inquiry-based learning on advancement in strategy use is, while it can be disentangled using informative statistical models (Hickendorff et al., 2018). Therefore, the present study investigated strategy use when solving balance beam problems, before and after a digital inquiry-based lesson with a virtual lab about balance beams (BB condition) compared to a control condition. In both conditions, children completed the balance beam test before and after an inquiry-based lesson, but the control condition studied a different topic, namely, gears. Thus, it was the aim to detect change in strategy use when solving balance beam problems after an inquiry-based lesson about the balance beam, compared to a control group that also completed an inquiry-based lesson but on a different topic. The research questions were: (1) to what extent does inquiry-based learning about balance beams (versus inquiry-based learning about gears) promote advancement in strategy use when solving balance beam problems, and (2) to what extent can change in strategy use be measured with the balance beam test and modeled with LTA? In addition, effects of age and gender on overall accuracy at pretest and posttest, and on the difference score (posttest minus pretest), were explored.

Regarding strategy use, it was hypothesized that five or six classes would be found and that Strategies 1, 2, and 4 and the Addition Strategy would be detected, as well as one or two classes that could not be classified, because that is what previous studies with LCA of balance beam performance showed (Jansen and van der Maas, 1997, 2002; Boom et al., 2001; Boom and Ter Laak, 2007). It was expected that accuracy in the present study would be lower than in the study by Boom et al. (2001) because they used four age groups to estimate the classes and the present study targeted a single, younger age group, 10 years and 9 months on average.

With reference to conceptual change, the inquiry-based lesson about the balance beam was hypothesized to be effective in teaching strategies that are more advanced to children. An improvement in strategy use from pretest to posttest was expected in the BB condition, while no improvement was expected in the control condition. In line with these expectations, class membership was expected to change from pretest to posttest in the BB condition and not in the control condition. To assess change of class, LTA was used. It was hypothesized that children would advance in the BB condition from classes matching a simple strategy to classes matching the next strategy, indicating slow advancement (Vosniadou, 2002).



MATERIALS AND METHODS


Participants

A total of 157 children from grades 4, 5, and 6 participated. The BB condition included 114 children, and the control (gears) condition, 45 children. Age ranged from 8 years and 5 months to 13 years (M = 10 years and 9 months, SD = 1 year). The children had not learned about the law of moments or gears yet. Children were not familiar with digital inquiry-based learning, but they had experience with digital learning materials and with inquiry-based learning without digital media.

Participants came from five schools and eight classrooms. Schools agreed to participate in the present study and helped to inform the parents and/or caretakers. Two schools chose to ask for consent actively, and three chose the passive approach. Consent was obtained from the parents and/or caretakers. Children and their parents and/or caretakers were given information about the present study and were given the opportunity to ask questions.



Design

Classrooms were assigned randomly to one of the conditions, while making sure that more classrooms would be assigned to the balancing beam condition to obtain a larger sample size for transitions in the LTA. The procedure was the same in both conditions: There were three sessions; each on a separate day with 1 week between them. In the first session (pretest), the balance beam test was administered (duration was 15 min). The second session consisted of the digital inquiry-based lesson (duration was 45 min). The third session (posttest) consisted of the balance beam test. Children also completed other tests during the first and third sessions, as part of a larger study.

All tests and the digital inquiry-based lesson were performed on a computer. Children went to the computer room, class by class, or laptops were used in the classroom. The instruction was presented digitally. Before children started, the experimenters instructed them to log in and proceed with the instruction and tests. The teacher was present during all sessions to manage the classroom.



Materials


Inquiry-Based Learning Environment

Children in both conditions completed a digital inquiry-based learning lesson. The BB condition studied the effects of weight and distance on the balance of balance beams. The control condition investigated gears, their direction of rotation when creating chains of at least two gears, and acceleration when connecting different sizes of gears. The lessons were similar in all aspects (introduction, increase in difficulty, sequence of activities, and duration) except for the topic of investigation. Thus, both lessons were comparable in rigor and complexity. Children worked at their own pace. There were no practice trials at the beginning, but there was instruction on how to use the digital learning environment. An experimenter was present to answer questions regarding the use of the learning environment.

In the introduction in the BB condition, a problem was presented in which a seesaw did not seem to work because the mother was heavier than the child was. It was suggested that asking a friend to join (i.e., change the weight) or asking the mother to move closer to the fulcrum (i.e., change the distance) might solve the problem, with pictures of the problem and both suggestions. Next, in the experimentation steps, children were instructed to manipulate one variable (weight or distance) and keep the other one constant (distance or weight). This was done first for weight and then for distance. For the effect of both, children were instructed to manipulate both weight and distance. Furthermore, in all experimentation steps, children could type information about the experimental design and the outcomes in an input box. The last part of the instruction in the experimentation phase was that after several tries, they were asked to explain, as they would to someone who did not understand it yet, how they managed to balance the beam and what the effect of weight, distance, or both was on balance.

Experiments were conducted by manipulating weight and distance in a virtual lab; see Figure 1. The lab directly showed the effect of the manipulations on the balance of the beam, which provided feedback to the children about the role of the variable(s) they manipulated. The brief explanation in the final step included the notion that both weight and distance matter for the balance of a beam, and there was a short quiz, so children could use their newly acquired knowledge. The short quiz consisted of two multiple-choice questions with four options about where to place a person on one side of a seesaw to make sure that it would be balanced. There was feedback on the correctness of the response and an explanation about the correct option. A hint was available, and when clicked, it showed an example in which torque was calculated. Finally, children were thanked for their participation.


[image: image]

FIGURE 1. The virtual lab with the balance beam that was used during the inquiry-based lesson.


In the control condition, the introduction presented a problem of a boy who wanted to cycle backward and do it fast. In the experimentation steps, the number of gears and direction of rotation, the type of connection between gears (direct or with a belt) and direction of rotation, and different sizes of gears and acceleration were investigated. The lesson ended with more information about gears, direction of rotation, and acceleration.



Balance Beam Test

The balance beam test aimed to assess strategy use when solving problems with the balance beam (Inhelder and Piaget, 1958; Siegler, 1976). Children were asked to decide which side of the balance beam would go down, left, right, or neither (balance). The weights and distances as described by Boom et al. (2001) were used in the same order to create 25 items divided into five sets, consisting of five items each.1 The first set of five items addressed weight. The distances were the same on each side of the beam, but the weights were not. The second set of five items addressed distance: weights were the same, but distances were not. The third set of five items addressed balance: weights and distances were different but in such a way that the beam would balance. The fourth set of five items addressed conflict-weight, which means that the larger weight goes down, but distance on that side is smaller than on the other side. The last set of five items addressed conflict-distance, in which the side with the larger distance does go down, but weight on that side is smaller. The weights and distances in conflict-weight and conflict-distance items were different for each side of the balance beam. A digital version of the test was created for the present study. Screenshots with various setups of a balance beam in a virtual lab, called Balancing Act, were used; see Figure 2. Balancing Act was produced by the PhET project at the University of Colorado, Boulder2. At the bottom of the screen, a calculator could be accessed. If children wanted, they could access it to do calculations needed to solve the problems during the test. When using Strategy 1 (weight only), the weight and conflict-weight items should be answered correctly, and the rest incorrectly. Strategy 2 (use weight and, when weights are equal, use distance) should lead to correct responses on weight, conflict-weight, and distance items but incorrect responses on conflict-distance and conflict-balance items. When applying Strategy 3 (using both weight and distance but in an inconsistent manner), weight and distance items should be answered correctly, and all other items should have accuracy around chance (33% correct). The Addition Strategy (add weight and distance) would lead to correct answers on weight, distance, and conflict-balance items, as well as three of the conflict-weight items and one conflict-distance item; see Appendix A. Finally, when all items are answered correctly, accuracy indicates usage of Strategy 4 (use weight and distance correctly). The test consisted of 25 items in total, and for each item, one point could be earned. The test was reliable (Kline, 1993) at pretest, α = 0.72, λ2 = 0.77, and posttest, α = 0.73, λ2 = 0.77.
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FIGURE 2. An item of the balance beam test.




Analyses

The analysis of balance beam performance on pretest and posttest mainly followed the analyses by Boom et al. (2001). The number of test items answered correctly was calculated for each child. One control participant had more than six unanswered items on pretest and was removed from further analyses. All other participants did answer at least 19 items. Unanswered items were recoded as incorrect, because missing per variable was low (maximum 4.5%) and visual inspection revealed no common pattern of missingness.

LTA was used to assign response patterns on all items to latent classes. The classes were based on both pretest and posttest; thus, each participant contributed two sets of responses in the LTA. Classes were categorized and named based on their resemblance to Siegler’s strategies (1976). In addition, transition probabilities were calculated that indicate the likelihood of moving from one class at pretest to another at posttest. Condition was added as a covariate of transition probabilities. To match the analysis by Boom et al. (2001), who used LCA, a latent Markov (LM) model for longitudinal data was used, which has the same features, namely, Bayesian inferencing and Gibbs sampling (Bartolucci et al., 2014). This is also in line with the LTA by Edelsbrunner et al. (2018). The LMest package (Bartolucci et al., 2017) was used to conduct LTA with the present data using LM models. This package is available in R (R Core Team, 2019). Transition probabilities were set to be dependent on time, which means that transitions from pretest to posttest only depended on class assignment at pretest. The tolerance level was set to 10e–8. The maximum number of iterations of the algorithm was set to 1,000. This resulted in conditional response probabilities per item for each class, also called item probabilities, which indicate the probability to answer the item correctly. In addition, transition probabilities were calculated for each class on pretest to each class at posttest. Finally, for each participant, the probability to belong to a class was calculated per class. Note that one participant can be assigned to multiple classes, but often, one class is dominant (over 75% assignment). This analysis takes into account effects per time point and over time when calculating class assignment and transition probabilities (Bartolucci et al., 2017).



RESULTS


Comparing the Balance Beam and Control Condition

The first set of analyses examined whether participants in the BB and control conditions differed in age, gender, and test performance (pretest, posttest, and difference score); see Table 1. Participants in the control condition were slightly younger than in the BB condition. Other comparisons between the conditions revealed no difference in gender or pretest scores but a higher posttest and difference score (posttest minus pretest) for the BB condition.


TABLE 1. Descriptive statistics and comparison of the balance beam (BB) and control conditions on gender, age, pretest and posttest balance beam scores, and the difference between pretest and posttest.

[image: Table 1]


Age and Gender Effects on Balance Beam Performance

The second set of analyses examined how age and gender were related to test performance. Correlations were calculated first. Age and the difference score correlated (see Table 2), which can be explained by younger participants on average in the BB condition. Pretest, posttest, and difference scores correlated as expected.


TABLE 2. Pearson’s correlations for condition, gender, age, pretest and posttest balance beam scores, and the difference between pretest and posttest.

[image: Table 2]To further explore age and gender effects, a set of regression analyses were conducted. Given the sample size, using age and gender as covariates in the LTA was not feasible. The regressions had condition, age, gender, and all their interactions as independent variables that were related to total correct on pretest and posttest and the difference score as dependent variables. Both forward and backward regression were conducted, and the results were the same. Regarding the total correct on pretest, there was an interaction effect of age and condition, β = 0.17, t(144) = 2.02, p = 0.045. Follow-up analyses showed that total correct on pretest and age were correlated in the BB condition, r(101) = 0.23, p = 0.020, but not in the control condition, r(43) = −0.020, p = 0.898. This indicated that in the BB condition, which included more and younger children on average, age and balance beam understanding were positively related.

With reference to the total correct on posttest, only condition showed a significant relation, β = 0.39, t(144) = 5.08, p < 0.001. Total correct on posttest was larger in the BB compared to the control condition; see Table 1.

Concerning the difference score, the effect of condition, β = 0.68, t(143) = 3.11, p = 0.002, and the interaction of condition with age were significant, β = −0.44, t(143) = 2.01, p = 0.047. Difference scores were larger in the BB compared to the control condition; see Table 1. Follow-up analyses showed that the difference score and age were correlated in the BB condition, r(101) = −0.21, p = 0.031, but not in the control condition, r(43) = −0.020, p = 0.902. This indicated that in the condition that showed learning, the younger the child, the more he or she learned, on average.



Learning Gains

To verify that learning occurred, pretest and posttest scores were analyzed while taking condition into account in a mixed-design ANOVA. Condition (control vs. BB) was the between-subjects factor, and time (pretest vs. posttest) the within-subjects factor. First, age was added as a covariate to control for possible age effects. The interaction of age with time and the three-way interaction of age, condition, and time were not significant, F < 1, p > 0.350 in all cases. Therefore, the repeated-measures ANOVA was conducted without age. The main effect of time was not significant, F(1,155) = 0.97, p = 0.327, [image: image] = 0.006, but the interaction of time and condition was significant, F(1,155) = 13.36, p < 0.001, [image: image] = 0.079. This interaction effect can be explained by higher posttest scores in the BB condition, while pretest scores did not significantly differ from the control condition; see Table 1. To further explain this result, pretest and posttest scores were compared, and posttest scores were higher than pretest scores in the BB condition, t(112) = 4.72, p < 0.001, d = 0.38, but not in the control condition, t(43) = 1.35, p = 0.184, d = 0.22. The effect in the BB condition was small (Cohen, 1992).



Latent Transition Analysis

Before analyzing change in strategy use, the number of classes was determined. This was determined based on both pretest and posttest performance. LTA was conducted with condition as a covariate of transitions from pretest to posttest because condition affected learning gain. To verify that condition did not affect class assignment on pretest, LTA was conducted with condition as a covariate of initial probabilities as well; condition did not affect these probabilities. In other words, for any class at pretest, children were as likely to be assigned to it in the BB as in the control condition. Thus, LTA was conducted with condition as a covariate of transitions only. To determine the number of classes, the fit of models with two to seven classes was investigated using random initialization of the expectation-maximization algorithm, and when the optimal number of classes was found, a deterministic initialization was used (Bartolucci et al., 2017). In a first analysis, two classes appeared to be a result of outliers, as these classes were on either end of the scale (very low accuracy and very high accuracy). Furthermore, these classes were barely used (below 2%). Therefore, these four outliers (all in the BB condition) were removed, and LTA was conducted with a sample size of 153. The Bayesian information criterion (BIC), which is a good indicator of fit in models with latent variables (Nyland et al., 2007), supported a five-class model (i.e., the lowest BIC); see Table 3. Using different starting values did not make a difference; the five-class solution had the lowest BIC. An entropy of 0.89 for this solution indicated that separation between the latent classes was good, as it approached 1 (Celeux and Soromenho, 1996).


TABLE 3. Fit of the models with two to seven classes.
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The Classes: Modeling Strategy Use

Response patterns (based on the item probabilities) of the five classes were investigated in order to characterize the classes; see Figure 3. Figure 3 depicts how children in the different classes scored on all items of the balance beam test. Class D was used most often. Class E had the highest overall accuracy on the balance beam test; see Table 4.
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FIGURE 3. Item probabilities for the six classes of the latent transition analysis (LTA), with the corresponding strategy and percentage of usage at pretest, and corresponding 90% confidence intervals. Items were distance, conflict-weight, conflict-distance, and conflict-balance; each had five items. *Note that item 5 of conflict-distance was digitized incorrectly and was a conflict-weight item.



TABLE 4. Classes, their names, usage, and overall correct at pretest.
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Class A did not match any of the proposed strategies, and it was called “Unstructured.” The pattern did not reveal consistency in the responses. Accuracy on all items was around chance (0.33 item probability). The only exception was weight, where performance was slightly better. Class A, however, does not match Strategy 1 (use weight only in predicting which side goes down), because accuracy on conflict-weight items is around chance. This is interesting to note, because such patterns would not be visible when excluding the weight-only items (cf. Boom et al., 2001). Class A was used 14.19% of the time on pretest.

Class B had a good fit with Strategy 1, using weight only and ignoring distance, and was, therefore, called “Strategy 1.” This can be seen by the high accuracy on weight and conflict-weight items, while accuracy on other items is around zero. This large difference in accuracy between weight and non-weight items is characteristic of Strategy 1. Class B was used 15.25% of the time on pretest.

Class C did not match any of the strategies proposed by Siegler (1976) and was called “Unclassified.” Class C could be indicative of Strategy 3 to some extent: using both weight and distance but in an inconsistent manner. Class C showed a large resemblance to class 3 found by Boom et al. (2001). The item probabilities were large for weight and distance items, indicating that most participants in this class were able to solve these problems. The confidence intervals were larger for the conflict items than for non-conflict items, indicating that there was a larger variability of responses on conflict items. Conflict-distance item 1 had a relatively high accuracy compared to the other conflict-distance items, which might be explained by the relatively high torque of this item; see Appendix A for item details. Class C was used 21.91% of the time on pretest.

Class D had a good fit with Strategy 2 (i.e., use weight and, when weights are equal, use distance) and was called “Strategy 2.” The item probabilities indicated high accuracy on weight and conflict-weight items. Accuracy on distance items was high and close to 100% for three items. The overall pattern of class D showed a good match with class 2 from Boom et al. (2001). Class D was used 27.31% of the time on pretest.

Class E had a reasonable fit with the Addition Strategy. When using the Addition Strategy, weight and distance are added on each side, and subsequently, these sums are compared. All conflict-balance items; conflict-weight items 3, 4, and 5; and conflict-distance item 1 should be answered correctly when using the Addition Strategy. Accuracy on these items in class E was around 75% correct. Boom et al. (2001) also found a class matching the Addition Strategy: class 4. Class E was used 21.31% of the time on pretest.

To summarize, classes B and D were shown to be a good match to Strategies 1 and 2 proposed by Siegler (1976). Class E matched the Addition Strategy (Wilkening and Anderson, 1982). Class C did not match any strategy, but it is in line with previous studies that found such classes (e.g., Boom et al., 2001). Class A showed an unstructured pattern and did not match any previously detected strategy.

Each child was assigned a probability to belong to the classes. There were 112 children who were assigned to a single class (over 99% assignment). Additionally, 35 children had a 75% or higher assignment to a single class. Only six children had a lower than 75% probability to belong to one class, but the lowest probability for these children was over 50%. At posttest, these numbers were comparable: 113 children over 99%, 32 children over 75%, 7 children between 50% and 75%, and one below 50%. The one child with class assignment below 50% on posttest was assigned to class C (48%) and class E (48%), whose response patterns appeared to overlap.



The Transitions: Modeling Change

Change in strategy use was examined in more detail by investigating the transition from one class at pretest to another at posttest. Transition probabilities indicate the probability of moving from a specific class to another class; see Table 5 for the transition probabilities for the control and BB conditions combined. Most class assignments did not change; see the diagonal. For example, 76% of class E (Addition Strategy) remained class E at posttest. Although there were some declines, mainly from Strategy 2 to Unclassified (20%), most changes in class indicated use of a better strategy, such as from Strategy 1 to Unclassified and from Unclassified to Addition Strategy. How these effects could be explained by condition was investigated next.


TABLE 5. Transition probabilities for classes from pretest to posttest.

[image: Table 5]The number of children who transitioned was calculated for each condition. To do so, children were assigned to a single class, based on the largest probability to belong to a class. Similarly, transition probabilities per condition were requested and transformed into the number of children who transitioned. In both conditions, most children did not change their strategy; see Figure 4. In the BB condition, there were more transitions that indicated advancement in strategy compared to the control condition. In addition, the advancements indicated larger increases in accuracy on average, and the declines indicated smaller decreases in accuracy compared to the control condition. All transitions indicating improvement were present in the BB condition, except for the transition from Unclassified to Strategy 2. This cannot be seen in Figure 4, as small transitions were omitted for parsimony, but see Appendix B for all transitions per condition. To summarize, 65 children kept using the same strategy, 16 children declined, and 28 children improved in the BB condition.
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FIGURE 4. Number of children per class for pretest and posttest with the transitions for the control and balance beam (BB) conditions. Transitions smaller than 5% of the sample were omitted from the figure for parsimony; see Appendix B for all transitions.




DISCUSSION

The aim of the present study was to examine conceptual change as a result of completing an inquiry-based lesson about balance beams compared to a control condition that entailed completing an inquiry-based lesson about gears. In particular, the changes in strategy use between pretest and posttest when solving balance beam problems were examined. The results showed that classes could be detected that generally matched the strategies proposed by Siegler (1976) and the classes found by Boom et al. (2001). In addition, children in the BB condition showed advances in understanding the law of moments, and no learning occurred in the control condition on average. Additional insights were obtained by detecting transitions between classes from pretest to posttest with LTA. LTA showed how condition affected learning: transitions to complex and accurate strategies occurred more often in the BB condition. Most improvements in the BB condition could be attributed to the adoption of the Addition Strategy (Wilkening and Anderson, 1982) and the “Unclassified” class, which showed some resemblance to Strategy 3. Together, these results showed that a single session of inquiry-based learning about the balance beam induced conceptual change in about 26% of the children, that conceptual change can be measured as advancement (or for some, a decline) in strategy use, and that this can be modeled using latent models.

The classes that were found corresponded reasonably well with the strategies proposed by Siegler (1976) and the classes found by Boom et al. (2001). There were two classes that approximately matched the strategies proposed by Siegler (1976): classes B and D, which matched Strategies 1 and 2. Four out of six classes identified by Boom et al. (2001) were found in the present study. These were classes revealing Strategies 1 and 2 and the Addition Strategy, and an Unclassified class. Furthermore, these classes were used as often in the present study as by the 11.4-year olds in the study by Boom et al. (2001), with only the Unclassified class being used more often in the present study. Most children used Strategy 2 (27%), the Addition Strategy (21%), or the Unclassified strategy (22%). Taken together, the results show that Strategy 2 and the Addition Strategy are common strategies that can be identified in 9- to 11-year-old children.

Class A deviated most from previous studies. Class A (“Unstructured”) showed a pattern that did not reveal consistency in the responses. The response pattern appeared to suggest guessing, which might be explained by randomly selecting an answer without carefully thinking. This could mean that children in this class did not know the answer on any of the items. Previous studies show at least understanding of weight as a factor in balancing beams (e.g., Boom et al., 2001). Class A did show accuracy above chance for weight. Therefore, children in this class did show some understanding, but the response pattern did not fit any strategy. An explanation of the low accuracy might be the young age of the present sample in combination with no previous experience with the law of moments.

The Unclassified class did not show a good match to Siegler (1976) strategies, but the present results support some overlap with Strategy 3: using both weight and distance but in an inconsistent manner. One result supporting the overlap with Strategy 3 is that items with weight only and distance only were answered correctly in this class, while there was large variation in the conflict items, where weight and distance have to be combined to answer the items correctly. Another reason is that there were no transitions to Strategy 2 (class D), where weight is the dominant variable in predicting which side goes down and distance is only used when weights are equal, but there were transitions to the Addition Strategy (class E). It can therefore be speculated that children using the Unclassified class had more advanced understanding than those using Strategy 2, even though their overall accuracy was slightly lower.

No class was found matching Strategy 4: perfect accuracy (Siegler, 1976). This might be explained by the age of the children in the present study: 10 years and 9 months on average. In another study, 11.4-year olds barely used Strategy 4: around 2% (Boom et al., 2001). It was expected that improved accuracy on the balance beam test as a result of the inquiry-based lesson about balance beams would also result in some children using Strategy 4. This did not happen, which suggested that acquisition of the most complex strategy in this age group is unlikely after a single inquiry-based lesson.

The present results showed that on average, children performed better on the balance beam test after the inquiry-based lesson about the balance beam than before, while those in the control condition did not improve. This means that a single session of inquiry-based learning could promote conceptual change, measured as a change in strategy use. This result can be explained by the effectiveness of inquiry-based learning (Lazonder and Harmsen, 2016). Others have also found beneficial effects of inquiry-learning (Huang et al., 2017) or problem-based learning (Loyens et al., 2015) on conceptual change. In the present study, the inquiry-based lesson consisted of elements that addressed activation of prior knowledge (hypothesis generation), critical analysis of findings (data interpretation), and deep comprehension (evidence evaluation). These elements were also found to be effective in problem-based learning (Loyens et al., 2015). The present inquiry-based lesson included additional supportive features: explication of predictions, self-generation of evidence, perceiving evidence, and verifying or falsifying understanding. These features target difficulties in conceptual change that were identified in primary school children (Vosniadou, 2002). The present study is one of the first to show that inquiry-based learning in primary school indeed fosters conceptual change.

A main result of this study was that improvement on the balance beam test could be attributed to specific transitions from one class to another, indicating that a different strategy was used after the inquiry-based lesson in the BB condition as compared to before. About 26% of the children in the BB condition advanced in strategy use. Most of these children who improved started with applying weight only (Strategy 1) and learned to use both weight and distance when weight was equal on both sides of the balance beam (Unclassified) or went from this Unclassified strategy to the Addition Strategy. While one improvement indicated an advancement of one step (Unclassified to Addition Strategy), there were numerous instances of improvements of more than one step, including from Strategy 1 to Unclassified, where Strategy 2 seems to be skipped. Note that although this is speculative, it showed that conceptual change does not have to be slow (Vosniadou, 2002). A different reason for change might be a different conceptualization of the problem and not a different conceptualization of the law of moments, which might be addressed in future studies. Nevertheless, this finding highlighted the advantage of using latent analyses, because overall improvement in the total score could be attributed to specific advancements in strategy use. In addition, the control condition did show transitions as well, although the total score did not change. It appeared that some children declined and some improved in strategy use. There might be multiple explanations for this finding. One explanation would be that children have access to multiple strategies at one time [see the overlapping waves model (Siegler, 2000)] and might switch to some extent from pretest to posttest. Another explanation is that responses to the problems are unstable because children do not have a coherent explanatory framework yet (Vosniadou, 2002).

Given that conceptual change occurred, it can be assumed that children experienced disequilibrium during inquiry-based learning. Disequilibrium is a moment in which the current explanatory framework is not adequate and children are open to new explanations (Piaget, 1978). After this moment, children can advance, or children can decline. The present results found both. In the case of a decline, new strategies entailed a less correct approach to the problems. This result resembled the results of Huang et al. (2017), who found that correct propositions were adopted after inquiry-based learning but not assembled together correctly. In the present study, children did seem to correctly identify the need for a new strategy, but they did not yet create a coherent explanatory framework that could be used to solve the problems.

A final result regarding the transitions was that about 60% of the children in the BB condition did not move to another class and, thus, did not change strategy use. This is in line with the small-sized effect (Cohen, 1992) of the inquiry-based lesson. The effect, however, is close to the average found in educational interventions (Hattie, 2012). It is likely that the children who did not move to another class did not experience disequilibrium (Piaget, 1978) and/or were not able to notice other potential explanatory variables (Siegler and Chen, 1998). This might be due to, for example, children’s scientific reasoning skills or the learning materials. It has been shown that the process of inquiry-based learning is performed better when children have strong scientific reasoning skills (Stender et al., 2018), but other factors that support scientific reasoning could affect the inquiry process as well, such as self-control or verbal skills (Van der Graaf et al., 2018), or Theory of Mind (Koerber and Osterhaus, 2019). Self-control and verbal skills might help to perform the most important process according Siegler and Chen (1998)—noticing potential explanatory variables—because it enables children to stop and think (self-control) and to access perceptual experiences via verbalization (verbal skills). On the other hand, the learning materials were effective overall but not for everyone. To improve learning for each child, the lesson might be repeated (Anderson, 1982), or additional support could be built in, for example, to reduce working memory load (Sweller et al., 2011), which could also lead to the acquisition of Strategy 4 in some children.

Exploratory analyses with age and gender were conducted. Gender did not relate to the pretest, posttest, or difference score (posttest minus pretest), which was in line with gender being not significant as a covariate in an LCA on the balance beam test (Boom and Ter Laak, 2007). The present results showed that gender also did not relate to a difference score. Age correlated positively with pretest scores and negatively with the difference score but only in the BB condition, in which children were slightly younger on average than in the control condition. Thus, in the younger group of children, young children appear to be less accurate in the balance beam test. This finding, again, is in line with previous studies on balance beam understanding (Boom et al., 2001; Boom and Ter Laak, 2007). What the present results add is that when learning occurs (i.e., in the BB condition), younger children tend to learn more. This result can best be interpreted with the relation between age and pretest scores in mind, which means that children with low pretest scores have large difference scores. Inquiry-based learning has previously been shown to result in larger learning gains for low-prior-knowledge children (e.g., Wang et al., 2010). As it is yet unknown what the effect of age on transitions from pretest to posttest would be after an inquiry-based lesson about the balance beam, it would be interesting to analyze latent classes, class assignment, and transitions, while using age as a covariate of class assignment, as Boom and Ter Laak (2007) did, and of transitions as well.

Some limitations apply to the present study. One limitation was the number of participants. As their response patterns were used to identify classes and this could change from pretest to posttest, more participants would be preferable to be better able to identify additional classes, especially classes that might have existed at pretest only or that emerged at posttest. There is no definite rule for sample size in LCA, because it also depends on circumstances, but sample size should be at least 70 participants (Hickendorff et al., 2018). The current number of participants is justified by classes consisting of at least 20 children, and classes were previously identified with larger sample sizes (Boom et al., 2001; Boom and Ter Laak, 2007). A better number of participants, especially when using covariates, would be around 500 participants (e.g., Boom and Ter Laak, 2007). Another limitation is that the actions of the learners were not recorded. It might be that children who designed the experiments as instructed learned more. A third limitation is that individual differences beyond age and gender were not taken into account. It is likely that the inquiry-based lesson required children to use their working memory (e.g., Kwon and Lawson, 2000) because inquiry-based learning activities involve, amongst others, use of prior knowledge and tracking manipulations of variables and experimental outcomes. In the present study, working memory demands were reduced by allowing hypotheses, results, and conclusions to be written down, allowing the revisiting of previously presented information, and more. Instruction in the digital learning environment was presented using text, which means that reading levels might have affected the results, possibly as a moderator (Graesser et al., 2005). However, reading levels were not assessed in the present study.

A strength of the present study was that transitions from pretest to posttest in strategy use when solving balance beam problems were uncovered. These transitions indicate that conceptual chance occurred. While more research is needed, the present results showed that it is feasible to assess conceptual change with the balance beam test after a short inquiry-based lesson about balance beams.

In the future, a feature might be added to prevent overloading working memory, namely, note-taking, especially when comparing the products (weight multiplied by distance) of the two sides of the balance beam. Note-taking (vs. not note-taking) might be especially advantageous for transfer to problem solving tests (Peper and Mayer, 1986). In addition, reviewing notes that were written down during the experiment positively relates to science understanding (Klein, 2000). An extended intervention could also be analyzed using LTA, which can show whether repeated exposure to the correct scientific theory induces additional advancement. LTA can reveal transitions between classes. LTA can also reveal which newly acquired strategy at posttest is most likely to be disregarded at a later time, if there is a decline in accuracy, as can happen in delayed posttests. It might be expected that a strategy corresponding to Strategy 3 or 4, where weight and distance are combined, is more difficult to learn and retain than Strategy 2, and therefore, it might be used at posttest but not anymore at delayed posttest. A final suggestion would be to investigate individual differences in strategy use and change. Covariates can be used in LTA to investigate this, for example, understanding of a correct experimental strategy positively related to knowledge about floating and sinking and to the probability to change to a more proficient knowledge profile (Edelsbrunner et al., 2018).

The results suggested that for classroom science education, it is important to take into account differences between and within individuals at a specific time and over time (Hickendorff et al., 2018). The classes showed the existence of multiple strategies in a group of children (Jansen and van der Maas, 1997). Some classes suggested a mixture of strategies being present at one time (Siegler, 2000). Some children improved their strategy use when predicting which side of a balance beam goes down. Therefore, a suggestion would be to present digital inquiry-based learning activities in which the learning process is recorded to get insight into explanatory frameworks in use (cf. diSessa, 2002), to get insight into optimal learning moments (disequilibrium; Piaget, 1978), and to provide teachers with potential learning paths for the heterogeneous group of children being taught. Another suggestion is to focus on how to combine weight and distance to correctly calculate momentum. In the present study, most children in the BB condition understood that both variables matter at posttest but did not know how to combine them correctly.

To conclude, strategy use when solving problems with the balance beam could be identified and the classification reasonably matched with the strategies proposed by Siegler (1976). The strategy that was used changed after an inquiry-based lesson about balance beams for about 40% of the children, indicating that conceptual change occurred. It is, therefore, feasible to assess conceptual change with the balance beam test after inquiry-based learning in primary school.
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FOOTNOTES

1
Three items deviated from the study by Boom et al. (2001), due to incorrect digitization. Two items did not change in type, but one item did, namely, item 25 about conflict-distance. It was therefore a conflict-weight item; see Appendix A for all item details. Two items were identical, namely, items 16 and 25. Since accuracy was highly similar and an additional item provided more information for the analysis, item 25 was not removed.

2
https://phet.colorado.edu
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Appendix A


TABLE A1. Item characteristics: number, type, weight, and distance on the left and right sides of the balance beam, torque, and which side goes down.
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Appendix B


TABLE B1. Number of children in the control condition who transitioned from pretest to posttest.
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TABLE B2. Number of children in the balance beam (BB) condition that transitioned from pretest to posttest.
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Analogical reasoning by comparison is considered a special case of inductive reasoning, which is fundamental to the scientific method. By reasoning analogically, learners can abstract the underlying commonalities of several entities, thereby ignoring single objects’ superficial features. We tested whether different task environments designed to trigger analogical reasoning by comparison would support preschoolers’ induction of the concept of material kind to predict and explain objects’ floating or sinking as a central aspect of scientific reasoning. Specifically, in two experiments, we investigated whether the number of presented objects (one versus two standards), consisting of a specific material and the labeling of objects with the respective material name, would benefit preschoolers’ material-based inferences. For each item set used in both experiments, we asked the children (N = 59 in Experiment 1, N = 99 in Experiment 2) to predict an object’s floating or sinking by matching it to the standards and to verbally explain their selections. As expected, we found a significant effect for the number of standards in both experiments on the prediction task, suggesting that children successfully induced the relevance of material kind by comparison. However, labels did not increase the effect of the standards. In Experiment 2, we found that the children could transfer their conceptual knowledge on material kind but that transfer performance did not differ among the task environments. Our findings suggest that tasks inviting analogical reasoning by comparison with two standards are useful for promoting young children’s scientific reasoning.

Keywords: scientific reasoning, comparison, induction, preschool, labeling


INTRODUCTION

Analogical reasoning by comparison is assumed to be a crucial mechanism, enabling induction and conceptual learning across different age groups and in a wide range of tasks (Loewenstein and Gentner, 2001; Alfieri et al., 2013; Schalk et al., 2016). According to the theory of structural alignment (Gentner, 2010), analogical reasoning involves individuals’ identification, mapping, and evaluation of the similarities and differences of several entities. This process has benefits for building conceptual knowledge because it supports individuals’ encoding of information, induction and abstraction of categories, and generalization (transfer) of knowledge (Gentner and Smith, 2012; Gentner and Hoyos, 2017). While analogical reasoning by comparison has been investigated in experimental settings on a range of conceptual learning tasks (Alfieri et al., 2013), its contribution to scientific reasoning is rarely considered. We propose that task environments that trigger comparison are relevant to scientific reasoning. Specifically, such environments may facilitate children’s induction of scientific concepts as a basis for predictions and explanations by their encoding of relevant object features.

In the present research, we investigated different task environments that may facilitate preschoolers’ encoding of relevant object features to generate predictions and explanations in the science context of “floating and sinking.” Research with preschoolers across various science contexts has revealed that preschoolers typically hold a variety of naïve conceptions based on irrelevant and perceptually salient features and that these conceptions may affect hypothesis generation (Carey, 2000). For example, when preschoolers are asked to predict the floating or sinking of solid objects and to explain their predictions, they provide explanations such as “light things will float,” “things with holes will sink,” “large things will sink,” or “things with air in them will float” (Penner and Klahr, 1996; Leuchter et al., 2014). Thus, preschoolers’ predictions about whether objects float or sink are typically based on salient features, such as weight, size, and form, rather than on generic and more abstract aspects such as material kind or density. Children’s naïve conceptions prevail despite the fact that they are typically able to name the material of solid objects, such as wood, plastic, or metal (Smith et al., 1985; Dickinson, 1987; Leuchter et al., 2014). Typically, a process of conceptual restructuring is required for children to overcome their naïve conceptions and transform them into scientifically advanced conceptions (Schneider et al., 2012; Leuchter et al., 2014). In two experiments, we investigated whether different task environments intended to trigger analogical reasoning by comparison (i.e., presenting two objects at the same time and labeling them) would improve preschoolers’ predictions and explanations of floating or sinking based on the concept of material kind.


Scientific Reasoning in Preschoolers

The goals of science education encompass mastery of scientific concepts as well as learning how to engage in scientific reasoning (Driver et al., 2009; Kuhn, 2010; Dunbar and Klahr, 2012; Sandoval et al., 2014). In general terms, scientific reasoning involves individuals’ knowledge-seeking by the application of scientific methods (Klahr and Dunbar, 1988; Klahr, 2000; Piekny and Maehler, 2013). Models of scientific reasoning typically refer to processes of inductive reasoning to explain individuals’ knowledge construction, as well as their hypothesis and inference generation (Zimmerman, 2007; Morris et al., 2012). Inductive reasoning is regarded as a cognitive process that captures how individuals encode information, mentally represent this information, organize information into patterns, and derive inferences (cf. Chinn and Brewer, 2001; Chinn and Malhotra, 2002; Dunbar and Klahr, 2012). With respect to hypothesis generation, Klahr and Dunbar (1988) differentiate between “evoking” and “inducing” a hypothesis. When evoking a hypothesis, individuals retrieve and rely on prior knowledge. When inducing a hypothesis, individuals need to observe and encode data, and to identify patterns, before venturing an initial hypothesis. Therefore, the generation of a hypothesis requires children to encode relevant observations, to identify underlying patterns, and to draw inferences, which may rely in part on prior conceptual knowledge.

Several reviews indicate that even preschoolers can exhibit basic aspects of scientific reasoning (Chinn and Malhotra, 2002; Zimmerman, 2007; van der Graaf et al., 2016). There is substantial evidence indicating that preschoolers can appropriately generate hypotheses, identify common patterns in data, and evaluate presented evidence in specific task contexts. With regard to hypothesis generation, Piekny and Maehler (2013) found that 4- to 6-year-olds were able to construct a hypothesis based on patterns of evidence. If task contexts are kept simple, 5- and 6-year-olds are even able to identify patterns that are more complex and to form various hypotheses (e.g., Sodian et al., 1991; Ruffman et al., 1993). Moreover, an intervention study by Schulz et al. (2007) revealed that 4- to 6-year-olds were not only able to infer the causal structure of events by using experimentally collected patterns of evidence but also to predict the outcome of a novel experiment. Piekny et al. (2014) found that 4- to 6-year-olds were able to evaluate conclusive and partially conclusive evidence correctly, and Koerber et al. (2005) found that the correspondence between preschoolers’ conceptions and presented evidence facilitated evaluation, whereas conflicting conceptions impeded evaluation. Even the 4-year-olds in the study were able to understand that data with perfect covariation could corroborate or disconfirm a causal hypothesis (see also Tullos and Woolley, 2009). Finally, a study by Köksal-Tuncer and Sodian (2018) revealed that 3- to 6-year-olds were not only able to generate hypotheses but also to apply hypothesis-testing strategies when presented with counterevidence.

In this prior research, selection tasks and production tasks were employed to assess young children’s generation of hypotheses in scientific reasoning contexts (Koerber et al., 2005; Piekny and Maehler, 2013; Gropen et al., 2017). Selection tasks provide children with different answer options to a given problem and may be employed to assess children’s spontaneous reasoning with regard to a given scientific reasoning context. By contrast, production tasks require children to come up with solutions themselves on the basis of explicit reasoning. Production tasks have therefore been employed to assess children’s deliberate reasoning based on the production, explanation, and evaluation of arguments (Mercier and Sperber, 2009; Mercier, 2011). For our two experiments, we used a selection task in which we asked children to predict which object would float or sink like one or two other objects (prediction task). We also employed a production task in which we asked children to explain their respective prediction in order to assess their deliberate reasoning (explanation task).

Overall, preschoolers’ success in generating hypotheses is typically assessed in terms of the adequacy of their predictions and explanations based on given data patterns. However, research has rarely focused on the specific task conditions supporting the formation of predictions and explanations. We suggest that research on analogical reasoning by comparison (Gentner and Smith, 2012; Alfieri et al., 2013) may provide insights and that task contexts triggering analogical reasoning may benefit the performance of young children in a scientific reasoning context.



Analogical Reasoning by Comparison

Analogical reasoning can be understood as a special case of inductive reasoning (Holland et al., 1989; Holyoak, 2005) because it refers to individuals’ ability to integrally encode commonalities and differences across a variety of entities and situations, represent and re-represent this information, and draw inferences (Gentner, 2016). Analogical reasoning has been demonstrated to be fundamental to cognitive development and conceptual learning, such as spatial orientation, word learning, learning of principles, and social comparison (for summaries, see Holyoak, 2005; Gentner, 2010; Gentner and Hoyos, 2017). One strategy for promoting analogical reasoning is to invite comparisons. According to the theory of structural alignment, comparison involves the retrieval of relevant information from the long-term memory, the mapping of commonalities and differences of two (or more) presented entities or cases (thereby inducing an abstracted schema), and the projection of inferences based on this mapping (Gentner and Smith, 2012). The abstracted schema will be more general than the analogs because inferences are formed on the basis of aligned similarities and differences, leading to a merged representation—a process of “relational pattern completion” (Gentner and Smith, 2012).

Schema abstraction can be supported by simultaneously presenting two entities or examples (Gentner and Medina, 1998; Gentner and Namy, 1999; Gentner et al., 2007; Kurtz and Loewenstein, 2007; Gentner, 2010; Alfieri et al., 2013; Christie, 2020). Specifically, Gentner and Namy (1999) argue that the presentation of two standards may “promote the discovery of relatively abstract relational commonalities that could characterize the category being learned” (p. 506). Christie (2020) provides empirical support to this claim. She reports on a series of studies in which young children successfully learned categories when presented with multiple exemplars. In addition, Christie and Gentner (2010) showed that 4-year-olds were able to recognize similarity in relations (above, under) in pictures of animals in different positions by making correct choices in a selection task. Gentner and Rattermann (1991) showed, in a more complex task, that 3-year-olds were unable to carry out relational matches without additional support, evidenced by choosing an object match instead of a relational match, but that 5-year-olds were successful in this task. Despite positive evidence from prompting comparisons even in young children, presenting two cases, examples, entities, or situations simultaneously may not always be sufficient for learners to recognize similarities (Kurtz et al., 2001). In particular, it has been shown that young children benefit from additional prompts, such as the use of common labels, when presented with two objects to be compared (Gentner, 2010; Christie, 2020).



Using Language to Promote Comparison

Labels and other types of verbal scaffold often facilitate analogical reasoning by comparison (Alfieri et al., 2013). Gentner and Namy (1999, 2006), Namy and Gentner (2002), Gentner (2010, 2016), and Hespos et al. (2020) argue that language, in general, plays a decisive role in triggering analogical reasoning by comparison even in young children. Language and structure-mapping are suggested to bootstrap each other, mutually influencing cognitive and conceptual development in young and older children as well as adults (Gentner, 2010; Christie, 2020). As Gentner and Rattermann (1991, p. 260) put it, “a word can function as a promissory note, signaling subtle commonalities that the child does not yet perceive.” Gentner (2010) proposes four ways in which language and structure-mapping interact: (1) Common labels invite comparison and abstraction by highlighting similarity across entities; (2) the naming of entities promotes reification since it preserves abstraction linguistically; (3) the naming of entities promotes uniform relational encoding; and (4) the use of linguistic structures invites the construction of conceptual structures. In the present research, we focus on the function of labels to invite and trigger comparison.

In a series of experiments, Gentner et al. (2007) investigated the use of common labels for triggering analogical reasoning by comparison. For example, Namy and Gentner (2002) tested two groups of 4-year-olds using a forced-choice match-to-sample task in which the children had to extend the label of one object (the so-called standard) to one of two other objects. In the no-comparison group, the experimenter labeled a single standard (e.g., a picture of an apple) with a made-up name (e.g., blicket). The children had to decide which one of the two other objects, the taxonomic item (banana) or the perceptually similar item (balloon), would have the same name as the standard. In the comparison group, the task was the same except that the experimenter showed and labeled pictures of two taxonomically related standards (e.g., an apple and a pear) with the same made-up name. Namy and Gentner found that preschoolers’ correct taxonomic choices for this task increased when two standards were presented rather than just one standard (see also Gentner and Namy, 1999). Importantly, children were even more likely to make taxonomic choices when the two standards were labeled with the same noun. By contrast, when the two standards received different labels, children did not engage in comparison, as indicated by their increased selection of the perceptually similar but taxonomically unrelated item.

This effect of labeling not only holds for children’s category learning but also for their generalization of properties across entities. That is, the presence of a common label enhances young children’s willingness to make inductive inferences between entities (e.g., Gelman and Markman, 1986; Gelman et al., 1986; Davidson and Gelman, 1990; Saalbach et al., 2012). For example, Gelman and Markman (1986) found that preschoolers can generalize properties across members of the same category when category membership is labeled with the same noun, but not when it is unlabeled. Thus, linguistic labels can serve as simple scaffolds to trigger young children’s comparison processes since they suggest similarity between two items.

Importantly, these beneficial effects of labels have typically been found in tasks that require only a low degree of prior knowledge in young children (Christie, 2020). In our study, we investigated the role of labels in a domain in which learners start with some degree of prior conceptual knowledge. Specifically, we propose that labels of material kind (e.g., “this is made of wood”) will function as a cue at a superordinate level. Material labels provide rich associations with unique properties of objects, such as their texture and specific weight, as well as their empirically observable behavior of floating or sinking in water. From early on, children learn that common labels are used for things that are alike. If labels are used in an instructional context, they can elicit comparison of the respective objects and thereby highlight the relevant (underlying) commonality of different yet related entities even in the absence of perceptual similarity (Gentner, 2010). In several studies it has been shown that nouns provide information about classes of objects better than verbs or adjectives do (Arunachalam and Waxman, 2010; Graham et al., 2012). In addition, Johanson and Papafragou (2016) found that labeling using nouns works with similar success as labeling using facts (e.g., descriptions of properties) in ambiguous situations. In our two experiments, we systematically varied the use of superordinate-level nouns when labeling objects to promote comparison.



The Present Research

We tested whether different task environments designed to trigger analogical reasoning by comparison with or without labeling the respective objects would support preschoolers’ induction of the concept of material kind to predict and explain objects’ floating or sinking. Specifically, 4- to 7-year-old preschoolers were exposed to sets of material within a forced-choice match-to-sample task with variations in the number of standard objects and the use of superordinate labels. On the basis of Gentner (2010) and the results from Namy and Gentner (2002), we expected that triggering comparison via the use of linguistic labels would amplify the effect of presenting two objects simultaneously. In order to probe the effect of labeling on performance, we varied the extent to which the labels were employed across our two experiments.



EXPERIMENT 1

In Experiment 1, we crossed two factors: the number of standard objects and the use of material labels. Specifically, we presented either one standard or two standards to test the effect of comparison on children’s predictions and explanations, and we either labeled the presented objects or did not label them at all in order to test the additional effect of labeling on the potential benefits of comparison. The labels referred to material kind and therefore served as superordinate category labels indicating common properties of the presented objects. Consequently, it was possible that they might amplify children’s perception of the similarities between the presented objects in conditions with two standards. Before the children were randomly assigned to the four conditions of Experiment 1, their prior knowledge was assessed with a pretest and a baseline assessment.

Our research questions and hypotheses were as follows:


(1)Will preschoolers induce the concept of material kind when analogical reasoning by comparison is triggered by presenting two standards with the same floating behavior?

Hypothesis (1): Preschoolers in conditions with two standards will outperform preschoolers in conditions with one standard on the Prediction and Explanation Tasks.

(2)Does the use of material labels facilitate preschoolers’ induction of the concept of material kind?

Hypothesis (2): The use of material labels will improve performance in the Prediction and Explanation Tasks in the condition with two standards, as indicated by an interaction effect of Labeling and Number of Standards.




Method


Participants

Fifty-nine preschoolers from a major German city who had German as a first language and a mean age of 5 years, 3 months (min. = 4 years, 11 months; max. = 6 years) participated in this study (testing was in German). They were recruited through preschools. Parental consent on participation was collected for all children. The children came from middle-class families living in urban and suburban areas.



Design

In a 2 × 2 between-groups design, we tested the importance of triggering a comparison (one standard or two standards) and the benefit of labeling standards with the respective material label (unlabeled versus labeled). Specifically, the four conditions were (1) One Unlabeled Standard (one_unlabeled); (2) One Labeled Standard (one_labeled); (3) Two Unlabeled Standards (two_unlabeled); (4) Two Labeled Standards (two_labeled). In the unlabeled conditions, the standards were referred to as “this”/“these”; in the labeled conditions, the standards’ material was named (e.g., “this/these is/are made of wood”). In all conditions, children had to predict (Prediction Task) and explain (Explanation Task) which of the four selection objects would float or sink like the standards. Table 1 gives an overview of the experimental conditions and the respective instructions.


TABLE 1. Conditions and instructions in Experiment 1.
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Before the children were randomized to these four conditions, all children participated in a pretest and a baseline assessment. In the pretest, children had to match objects made of the same material (Matching Task) and to name the objects’ material (Labeling Task). Subsequently, in the baseline assessment, children were presented with one standard that was not labeled and four selection objects. As in the four conditions described above, children had to predict (Prediction Task) and explain (Explanation Task) which of the four selection objects would float or sink like the standard.



Tasks and Procedure

All participants were tested individually in a quiet room in their preschools by an experimenter blind to the hypotheses. Testing began with the pretest and the baseline assessment, comprising the Prediction and Explanation Tasks; afterward, the children took the Prediction and Explanation Tasks with different materials, depending on the conditions.


Pretest: Matching/labeling task

Two tasks were employed to assess the children’s prior knowledge of materials and their labels. The children were presented with a total of 16 objects made of eight different materials (wood, stone, metal, plastic, Styrofoam, wax, glass, clay), each with two different shapes (e.g., a wooden block and a wooden spoon). In the Matching Task, the children were asked to match pairs of objects: “Find the two things that belong together and put them together on the table.” After a child had matched all the objects, the experimenter rearranged them in pairs by material regardless of how the children had arranged them in the Matching Task. In the Labeling Task, the children were asked to name the material: “Tell us what the objects are made of.” The experimenter did not use the term “material.” The Matching Task was scored with respect to the successful matching of objects according to their material, with one point assigned for each correct material-based match of two objects (range of scores 0–8). The Labeling Task was scored with one point for each correct material label (range of scores 0–8).



Baseline assessment: Prediction and explanation task

The baseline assessment served to measure how children would predict and explain objects’ floating or sinking if they were only provided with a single standard that was not labeled, i.e., a task environment without elements to support comparison. Specifically, we employed six object sets in the baseline assessment. All objects in these sets were different from the objects used in the pretest. In each set, one object of a specific material served as the standard; four objects served as the selection items. In each object set, only one of the selection objects was made of the same material as the standard, but it always had a different shape and size. The other three selection objects were distractors that were selected on the basis of children’s typical misconceptions (Hardy et al., 2006). Of the three distractors, there was one with the same shape as the standard. The other two distractors had a salient size or weight. That is, if the standards floated, we used extremely light and/or small selection objects (e.g., a small needle), whereas if the standards sank, we used extremely heavy and/or large selection objects (e.g., a large piece of wax). Only the selection object made of the same material as the standards sank/floated like the standards. Half of the sets had a standard made of material that floats in water (wood, wax, Styrofoam), and the other half had a standard made of material that sinks in water (metal, plastic, clay). Table 2 provides an overview of all objects sets used in the baseline assessment and the conditions of Experiment 1 and Experiment 2.


TABLE 2. Object sets in Experiments 1, 2.
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In the Prediction Task the experimenter first took the standard and said “Look, this floats/sinks in water.” The experimenter then immersed the standard in a water basin, and the child observed whether the object sank or rose to the top. The experimenter then positioned this object above the four selection objects and asked “Which of these also floats/sinks, just like this one here? This one, this one, this one, or this one?” while pointing at the four selection items. The child then selected one of four objects that would float/sink just like the standard. The children received one point for choosing the selection object of the same material as the presented standard and zero points for choosing one of the other three selection objects (i.e., the range of possible scores for the Prediction Task was 0–6).

The Explanation Task followed immediately after the child had made their prediction. That is, once the child had chosen one of the four selection objects, the experimenter asked the child to explain their prediction by asking, “Why do you think so?” For every set, we coded whether the answers referred to material kind. If the child referred to the material or an according quality at least once (e.g., “because it is made out of wood,” “because it is made out of the same stuff,” “because it is just the same”), the child received one point (i.e., the range of possible scores for the Explanation Task was 0–6).



Conditions: Prediction and explanation task

After the baseline assessment, the four different conditions followed. The materials used in the conditions were composed in a way that was similar to the baseline assessment. That is, we developed six novel object sets following the same logic as described above. However, all objects had different shapes than the objects used in the baseline assessment (and than the objects used in the pretest), and we chose a second standard for each set to be presented in the conditions with two standards (see Figures 1, 2 for object sets in the one-standard condition and the two-standard condition, respectively).
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FIGURE 1. Object set for prediction task in Experiment 1 and Experiment 2 (one standard).
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FIGURE 2. Object set for prediction task in Experiment 1 and Experiment 2 (two standards).


The instructions and the number of standards varied for the four conditions (see Table 1). The children saw either one or two standards, and the objects of a set were either labeled or unlabeled. In the labeled conditions, the standards were labeled according to their material after their floating behavior had been shown (e.g., “Look, this one is made out of wood and it floats in water. And this one is also made out of wood and it floats, too” in the two-standard condition). To increase the salience of labels, the labeling was not only applied to the standards but also to all selection objects.

In the Prediction Task, the children were asked to choose one of the selection objects that would show the same floating behavior (“Which of these also floats in water, just like these two? This one made out of iron, this one made out of wood, this one made out of glass, or this one made out of clay?”). Afterward, the children were asked to explain their selection (Explanation Task). The Prediction and the Explanation Tasks were scored as described for the baseline assessment (i.e., the range of scores was 0–6). In all conditions, the children were allowed to touch the objects and hold them in their hands, but they were not allowed to put them into the water. Only the experimenter immersed the standards into water for the children to observe. If the children expressed a wish to immerse objects into the water, they were told that they could do so after the experiment was finished. In all phases of the experiment, the children were praised for their active participation; however, no feedback was given concerning the accuracy of their replies.



Results

Table 3 presents the means and standard deviations of the Matching Task and the Labeling Task (pretest), as well as of the Prediction Task and the Explanation Task for the baseline assessment and four conditions. The scores of the Prediction and the Explanation Tasks of the baseline assessment were employed as covariates in the respective task analyses of children’s performance in the different conditions.


TABLE 3. Means (standard deviations) of pretest, prediction task, and explanation task by condition in Experiment 1.
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Before presenting the results with regard to our hypotheses, we present the results of the preliminary analyses testing whether there were significant differences across conditions on the two pretest tasks and the children’s performance in the Prediction Task and Explanation Task in the baseline assessment. One-way ANOVAs showed no significant differences across the experimental conditions for the pretests (Matching Task: p = 0.67, ηp2 = 0.028; Labeling Task: p = 0.98, ηp2 = 0.004). The Labeling Task (36% correct) was more difficult than the Matching Task (74% correct). There was also no significant difference in the Prediction Task for the baseline assessment across conditions (p = 0.47, ηp2 = 0.04). There was, however, a significant difference in the Explanation Task of the baseline assessment across conditions, F(3,55) = 5.68, p = 0.002, ηp2 = 0.24. Follow-up analyses of the Explanation Task indicated that children in the one_unlabeled condition had significantly higher scores than children in the one_labeled and the two_unlabeled conditions (see Table 3).

To test Hypotheses 1 and 2 (i.e., better performance in the two-standard conditions and an interaction effect of Number of Standards and Labeling), a 2 × 2 ANCOVA with Number of Standards (one vs. two) and Labeling (unlabeled vs. labeled) and the Prediction Task performance as the dependent measure was computed, using the performance in the Prediction Task in the baseline assessment as covariate. The covariate significantly predicted the dependent measure, F(1,54) = 4.35, p = 0.04, ηp2 = 07. As expected, we found a significant effect of the Number of Standards, F(1,54) = 4.97, p = 0.03, with overall higher mean accuracy in the two-standard condition, M = 3.40 (SD = 1.83) than in the one-standard condition, M = 2.45 (SD = 1.66). However, the size of the effect was rather small (ηp2 = 0.08). We also found a significant but small main effect of Labeling, F(1,54) = 4.21, p = 0.01, ηp2 = 0.04, with higher mean accuracy in the labeled conditions, M = 3.69 (SD = 1.73) than in the unlabeled conditions, M = 2.20 (SD = 1.56). Contrary our expectation, there was no interaction of Number of Standards × Labeling, p = 0.69, ηp2 = 0.003.

We performed the same analyses with the performance in the Explanation Task as a dependent measure, using performance in the Explanations Task in the baseline assessment as covariate. The covariate significantly predicted this dependent measure, F(1,54) = 6.26, p = 0.015, ηp2 = 0.10. We found only a significant effect of Labeling, F(1, 54) = 11.00, p = 0.002, ηp2 = 0.17, with M = 2.34 (SD = 2.24) for the labeled conditions and M = 0.97 (SD = 1.45) for the unlabeled conditions. Contrary to our hypotheses, however, there was no significant main effect of Number of Standards, p = 0.20, ηp2 = 0.03, and no significant Number of Standards × Labeling interaction, p = 0.82, ηp2 = 0.001.

In exploratory post hoc analyses, we checked whether age contributed to the reported effects. We did not find significant differences between younger children (≤64 months, N = 36) and older children (>65 months, N = 37) in the Prediction Task, M = 3.0 (SD = 1.85), M = 3.13 (SD = 1.62), respectively, p = 0.79, ηp2 = 0.01, or in the Explanation Task, M = 1.39 (SD = 1.92), M = 1.27 (SD = 1.90), respectively, p = 0.67, ηp2 = 0.01.



Discussion of Experiment 1

In Experiment 1, we investigated whether the presentation of two standards of the same material would support children in relying on the concept of material kind when predicting and explaining objects’ floating or sinking, and whether the labeling of objects with their respective materials would increase children’s ability to induce the concept of material kind. We found that preschoolers were indeed more likely to base their predictions on the concept of material kind when comparison was triggered by the presentation of two standard objects, with an overall small but significant effect. When presented with two standard objects, children decreased their reliance on irrelevant features, such as shape or size, when predicting floating or sinking. However, our hypothesis that the effect of comparison would be intensified by presenting labels was not confirmed. While we found a main effect of Labeling in the Prediction Task, we did not find a significant interaction between the factors Number of Standards and Labeling. Unexpectedly, even in the one-standard condition, the children were more likely to choose objects with the same material if they were provided with objects’ material labels. This finding suggests that children in the one-standard condition used the common label of the standard and the same-material item of the selection objects to derive conclusions with respect to their underlying commonalities.

In the Explanation Task, we found an effect only for Labeling. As for the Prediction Task, the children showed a significantly higher tendency to refer to material when explaining their choices in the conditions when labels were used. In contrast to the results of the Prediction Task and in contrast to our hypothesis, however, there was no effect of the Number of Standards factor. It would appear that the children were able to base their predictions on material kind in conditions with two standards, but they did not explicate their intuitive knowledge when prompted for explanations unless they were supported by labels. On average, the solution rates for explanations were lower than for predictions. Therefore, one might speculate that this task placed a higher demand on children with regard to the retrieval of conceptual knowledge. A significant group difference had already been detected in the Explanation Task of the baseline assessment prior to the experimental variation, and this a priori difference may have diluted the effect of producing explanations in the experimental conditions. We accounted for this difference by using the baseline performance in the Explanation Task as a covariate. Nevertheless, this unexpected baseline difference may have biased performance in the Explanation Task. Thus, these results should be treated with caution.

How may we explain the effect of labeling on children’s performance? First, it is likely that the labels presented in Experiment 1 elicited comparison processes that directed the children’s attention to the objects’ material, especially because material names were used to label all objects. While developmental research has shown that basic-category labels prompt analogical reasoning by comparison in children from an early age (Gelman and Markman, 1986; Davidson and Gelman, 1990; Nguyen and Gelman, 2012; Childers, 2020), Experiment 1 showed that material labels that provide superordinate information may also support inductive reasoning to derive predictions and explanations for floating and sinking. Second, using material labels may activate specific prior conceptual knowledge of material kind. For example, children may know that “wood” refers to the specific quality that some floating objects are made of. Thus, the children may have been more likely to pick wooden objects due to their prior experience. As we applied material labels to the standards and to all selection objects, the children’s attention was drawn to material kind as a quality of all the presented objects. Thus, the activation of prior knowledge may have been especially strong. Finally, the effects of Number of Standards and Labeling in the Prediction Task were rather small. In contrast to Namy and Gentner’s (2002) study, we used a baseline assessment of children’s initial performance. Using this baseline performance as a covariate increases the power to detect effects. Moreover, Namy and Gentner investigated basic-category learning, whereas our study employed tasks in a scientific reasoning context. It is likely that this type of task led to rather small experimental effects since conceptual restructuring in science is difficult to achieve with short-term instructional interventions (Schneider et al., 2012). Specifically, the induction of a concept of material kind may be regarded as a process of initial conceptual restructuring. Since we chose our selection objects in the Prediction and Explanation Tasks on the basis of well-known misconceptions about floating and sinking at preschool and elementary school age (Leuchter et al., 2014), this task requires children to inhibit answers due to misconceptions to make the correct prediction and provide the correct explanation.

To evaluate whether an effect of labeling is indeed due to the activation of prior conceptual knowledge, we contrasted the use of real material labels and made-up labels in Experiment 2. If the labeling effect were due to the activation of prior conceptual knowledge, then we would find effects only for real labels and not for made-up labels To diminish the effects of drawing attention to material kind as a dimension of all objects in a set, we labeled only the standards and not the selection objects.



EXPERIMENT 2

As in Experiment 1, we varied whether one or two standards were presented and whether the standards were unlabeled (i.e., “this/these”) or labeled with respect to their material (e.g., “this/these one/s is/are made of wood”). In addition to the use of real material labels, we included two conditions in which we used made-up labels (e.g., “these ones are made of idoform”). If the labeling effect in Experiment 1 was due to the triggering of analogical reasoning by comparison, then the effect would appear only in the two-standard conditions. If it was due to the triggering of prior conceptual knowledge by the use of the real material labels, then the effect would only appear in the labeled conditions with real material names. In addition to the Prediction and the Explanation Tasks of Experiment 1, we assessed whether there was evidence of conceptual knowledge transfer with regard to predicting whether novel objects would float or sink. We therefore employed a test of conceptual knowledge immediately before the baseline assessment (transfer pretest) and after the children had completed the conditions (transfer posttest).

Our research questions and hypotheses were as follows:


(3)Will preschoolers induce the concept of material kind when analogical reasoning by comparison is triggered by the presentation of two standards with the same floating behavior?

Hypothesis (3): In conditions with two standards, preschoolers will outperform participants in conditions with one standard on the Prediction and the Explanation Tasks.

(4)Does the use of material labels trigger analogical reasoning by comparison?

Hypothesis (4): The use of real material labels will improve performance in the two-standard condition in the Prediction and Explanation Tasks, but not the use of made-up labels.

(5)Will the intervention lead to conceptual knowledge transfer?

Hypothesis (5): There will be knowledge transfer in the two-standard conditions.




Method


Participants

Ninety-nine children from Central Switzerland with German as a first language participated (testing was in German). They were recruited with parental consent through preschools. The mean age was 5 years, 8 months, ranging from 4 years, 4 months to 7 years. The children were mostly from middle-class families living in suburban areas.



Design

Experiment 2 was based on a 2 × 3 between-groups design, including a baseline assessment as in Experiment 1. After the pretest and the baseline assessment, the preschoolers took a conceptual knowledge transfer test (transfer pretest). They then participated in one of six conditions: (1) One Unlabeled Standard (one_unlabeled), (2) One Standard Labeled with Real Material Label (one_real), (3) One Standard Labeled with Made-up Material Label (one_ made-up), (4) Two Unlabeled Standards (two_unlabeled), (5) Two Standards Labeled with Real Material Label (two_real), or (6) Two Standards Labeled with Made-up Material Label (two_ made-up). After the conditions, the conceptual knowledge transfer test was again presented (transfer posttest). Table 4 gives an overview of the different conditions and the respective instructions.


TABLE 4. Conditions and instructions in Experiment 2.
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Tasks and Procedure

The material, tasks, and procedure employed in Experiment 2 were largely similar to those of Experiment 1. In addition, we employed a conceptual knowledge transfer test that was first conducted immediately before the baseline assessment and then repeated after the children had solved the tasks in the different conditions.


Pretest: Matching/labeling task

The material and procedure for these tasks were the same as in Experiment 1.



Baseline assessment and conditions: prediction and explanation task

The object sets (see Table 2) and procedure were the same as in Experiment 1 for the baseline assessment and for the unlabeled conditions (one_unlabeled, two_unlabeled). For the labeled conditions, the procedure differed from Experiment 1 in the following way. In the conditions using real material labels (one_real, two_real), the standards were labeled while their floating behavior was demonstrated (e.g., “Look, this is made out of wood and it floats in water. And this is also made out of wood and it floats, too.”). Afterward, the children were asked to select one of the selection objects (“Which of these also floats/sinks in water, just like those two? This one, this one, this one, or this one?”). Thus, in contrast to the procedure in Experiment 1, we applied the labels only to the standards and not to the four selection objects. In the conditions with made-up labels (one_made-up, two_made-up), the procedure was the same as in the real material label conditions except that the real material labels were replaced with made-up labels. For all objects sets, the children had to choose one of the selection objects (Prediction Task) and to explain their selection (Explanation Task). These two tasks were scored as in Experiment 1.



Test on conceptual knowledge transfer of floating and sinking

We designed a conceptual knowledge test to measure potential knowledge transfer. This test also included Prediction and Explanation Tasks. In the Transfer Prediction Task, the children were asked to predict whether a presented object would float or sink in water. In the Transfer Explanation Task, the children were asked to verbally explain their answers. Five objects were used, all consisting of material that was also used in the object sets for the baseline assessment and in the different conditions. However, the objects in the transfer tasks had novel shapes and were selected because they represented common misconceptions based on the perceptual qualities of size, weight, or shape: A large and heavy wooden block, a thin wooden board with holes, a metal cube, a small metal needle, and a large block of Styrofoam (see also Leuchter et al., 2014, for a similar task). When predicting whether such objects float or sink in water, children typically refer to their size, weight, or shape in their explanations rather than to their material. Each object was first shown to the child, and the child was asked to touch it and to hold it. A container with water was placed onto the table next to the objects but the children were only allowed to put the objects into it after all tasks were finished. In the Transfer Prediction Task, the child was first asked “Does this float or sink in water?” In the immediately following Transfer Explanation Task, the child was asked “Why do you think so?” In the Transfer Prediction Task, the children received one point for a correct prediction (i.e., range of scores 0 – 5). In the Transfer Explanation Task, the children received one point if they provided a correct explanation with regard to material kind (i.e., range of scores 0–5).



Results

Table 5 presents the means and standard deviations of the six conditions for the pretest scores (Matching Task, Labeling Task), the Prediction Task, and the Explanation Task in the baseline assessment and the different conditions. Table 6 presents the respective descriptive values for the pre- and posttest scores of the Transfer Prediction Task and the Transfer Explanation Task.


TABLE 5. Means (standard deviations) of pretest, prediction task, and explanation task by condition in Experiment 2.
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TABLE 6. Means (standard deviations) of conceptual knowledge transfer by condition in Experiment 2.
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In preliminary analyses, we checked whether the children differed among conditions with respect to their pretest and baseline assessment performances using one-way ANOVAs. There were no significant group differences (Matching Task: p = 0.16, ηp2 = 0.08; Labeling Task: p = 0.56, ηp2 = 0.04; baseline Prediction Task: p = 0.64, ηp2 = 0.035; baseline Explanation Task: p = 0.89, ηp2 = 0.018; pretest Transfer Prediction Task: p = 0.36, ηp2 = 0.056; pretest Transfer Explanation Task: p = 0.64, ηp2 = 0.035).

To test our hypotheses derived from research questions 3 and 4 (i.e., better performance in the two-standard conditions and an improvement in performance in the two-standard condition with real labels), we conducted a 2 × 3 ANCOVA with Number of Standards (one vs. two) and Labeling (no material label vs. real material label vs. made-up label) as between-subject factors, and performance in the Prediction Task in different conditions as the dependent measures, including the baseline Prediction Task performance as covariate. The covariate predicted performance in the Prediction Task significantly, F(1,92) = 92.77, p = 0.001, ηp2 = 0.50. As expected, we found a main effect for Number of Standards, F(1,92) = 8.28, p = 0.005, with higher means in the conditions with two standards, M = 3.79 (SD = 2.18) than in the conditions with one standard, M = 2.76 (SD = 2.18). However, the effect size was rather small (ηp2 = 0.08). However, we did not find an effect of Labeling, p = 0.49, ηp2 = 0.01, nor an interaction of Number of Standards × Labeling, p = 0.87, ηp2 = 0.003. Overall, the results suggest that presenting two objects of the same material benefits children’s induction of the concept of material kind. Labeling the material of the standards did not cause significant performance differences, regardless of whether real or made-up labels were used or whether labels were combined with the presentation of two objects.

For the Explanation Task performance, we conducted the same 2 × 3 ANCOVA as for the Prediction Task. We found a similar pattern. There was a significant effect for Number of Standards, F(1,92) = 6.16, p = 0.015, ηp2 = 0.063, with M = 2.92 (SD = 2.47) for the two-standard conditions and M = 1.96 (SD = 2.21) for one-standard conditions. This finding suggests that preschoolers were more likely to explain their choices by reference to material kind when two standards were presented than when only one standard was given. There was no effect for Labeling (p = 0.66, ηp2 = 0.01) and no Number of Standards × Labeling interaction (p = 0.60, ηp2 = 0.011). The covariate predicted performance in the Explanation Task significantly, F(1,92) = 127.67, p < 0.001, ηp2 = 0.58. In additional exploratory analyses, we found no significant differences between the age groups of children younger than 60 months (N = 11), between 61 and 72 months (N = 51), and more than 72 months (N = 20) in analyses of covariance with the Prediction Task, M = 2.91 (SD = 2.43), M = 3.12 (SD = 2.12), M = 3.95 (SD = 2.23), respectively, p = 0.49, ηp2 = 0.02, or the Explanation Task, M = 0.45 (SD = 0.82), M = 0.94 (SD = 1.45), M = 1.45 (SD = 1.57), respectively, p = 0.65, ηp2 = 0.01.

Finally, to test research question 5 (i.e., whether the conditions increased conceptual knowledge transfer), we tested performance in the Transfer Prediction and Explanation Tasks. First, we conducted a 2 × 2 × 3 repeated measurement ANOVA with the pretest and posttest scores for the Transfer Prediction Task as within-subjects factors and Number of Standards (one vs. two) and Labeling (unlabeled vs. real material label vs. made-up label) as between-subjects factors. Contrary to our expectations, we did not find a significant interaction for Time × Number of Standards, p = 0.85, ηp2 = 0.000, nor main effects for Time, p = 0.39, ηp2 = 0.008, Number of Standards, p = 0.98, ηp2 = 0.000, Labeling, p = 0.94, ηp2 = 0.001, or interaction effects for Time × Labeling, p = 0.45, ηp2 = 0.017, or Time × Labeling × Number of Standards, p = 0.99, ηp2 = 0.000. Second, we conducted a similar 2 × 2 × 3 repeated measurement ANOVA with the pretest and posttest scores for the Transfer Explanation Task. This analysis showed a significant main effect of Time, F(1,93) = 9.43, p < 0.01, ηp2 = 0.09, indicating an improvement from the pretest, M = 0.71 (SD = 1.18) to the posttest, M = 1.05 (SD = 1.44). There were no significant main effects for Number of Standards, p = 0.52, ηp2 = 0.004, or Labeling, p = 0.81, ηp2 = 0.005, nor interaction effects for Time × Number of Standards, p = 0.17, ηp2 = 0.02, Time × Labeling, p = 0.27, ηp2 = 0.028, or Time × Labeling × Number of Standards, p = 0.74, ηp2 = 0.006. That is, the improvement from pretest to posttest in the Explanation Task did not differ between conditions.



Discussion of Experiment 2

As expected, we found that preschoolers were more likely to induce the concept of material kind when analogical reasoning by comparison was triggered by presenting two objects of the same material rather than only one object. This effect was reflected in the Prediction Task and the Explanation Task, albeit with small effect sizes overall. As in Experiment 1, children’s performance in the baseline assessment, included as a covariate in our statistical models, contributed significantly to children’s performance in the Prediction and Explanation Tasks, with a large effect size. In Experiment 1, we also found that assigning a common label to all objects increased choices of objects of the same material. In contrast to Experiment 1, we used the material labels in a more restricted way in Experiment 2, applying them only to the standards and not to the selection objects. This more restricted use did not improve preschoolers’ performance in the Prediction and Explanation Tasks in comparison to the unlabeled conditions. Our analyses of the Transfer Prediction Task and the Transfer Explanation Task only revealed a small overall gain in the Transfer Explanation Task. Overall, none of the conditions caused specific knowledge transfer effects. However, do our results suggest that the use of labels promotes analogical reasoning by comparison? The lack of a difference between the “two standards/no label” and “two standards/real label” conditions suggests that using material labels has no effect on top of presenting two objects. Given that the instruction and observation of the floating and sinking of two objects might have already invoked the comparison of the two standards, children may not have needed an additional linguistic prompt to align both items.



GENERAL DISCUSSION


Task Effects of Comparisons of Number of Standards and Linguistic Labels

In our two experiments, we investigated whether triggering analogical reasoning by comparison and additional labeling would enhance preschoolers’ induction of the concept of material kind as a basis for the generation of predictions and explanations in a scientific context for “floating and sinking.” To this end, preschoolers were randomly assigned to conditions that were intended to trigger analogical reasoning by comparison by presenting objects evidenced to sink or float in water (i.e., standards). The objects were presented without labels, with their real material labels, or with made-up labels (Experiment 2 only). The children were then asked to predict which of four selection objects with an unknown status would float or sink and to explain their prediction. As expected, the presentation of two standards rather than one standard supported preschoolers’ induction of the concept of material kind as a basis for generating predictions in both experiments (Ruffman et al., 1993). The benefit of two standards for the provision of explanations only emerged in the second experiment, however. This pattern of findings fits with previous research emphasizing the beneficial role for category and concept learning of triggering analogical reasoning by comparison through the presentation of two standards (Loewenstein et al., 1999; Gentner et al., 2007; Gentner, 2010, 2016). Unlike previous research on preschoolers’ learning through comparison, which employed forced-choice tasks, the present experiments assessed children’s induction of conceptual knowledge for hypothesis generation using tasks that required children to select an object (Prediction Task) and to explain their selection (Explanation Task).

Prior research on analogical reasoning by comparison has provided some evidence that labels as language prompts may be even more beneficial than simply juxtaposing entities or objects. Language is presumed to play a pivotal role because using common labels across different entities may function as an invitation to compare and, as such, to align the similarities and differences of the entities and the encoding and abstraction of a generalizable schema (Gentner and Namy, 1999, 2006; Namy and Gentner, 2002; Gentner, 2010, 2016). In Experiments 1 and 2, we labeled the material comprising each object, potentially providing superordinate category labels. Contrary to our hypothesis, we found an effect of labeling both in the conditions with one standard and with two standards. Since the labels in Experiment 1 were not only applied to the presented standards but also to the four selection objects, it is likely that the children’s prior conceptual knowledge of material kind was activated in the condition with a single standard, facilitating responses based on the same material. The use of real material labels in Experiment 1 differed from the approach of Namy and Gentner (2002), who used made-up labels. In Experiment 1, at least some of the children were familiar with material labels from everyday life contexts, as indicated by their performance in the pretest, in which the children were asked to label the material of various objects. In Experiment 2, we therefore used labels in a more restricted way in order to differentiate between the effects of prior conceptual knowledge and the facilitation of comparison by labeling. We found no effect for labeling with this more restricted use. Children’s predictions and explanations did not differ from the conditions without labels, neither when made-up labels were used nor when real labels were used. In Gentner and Namy’s (1999) Experiment 2, a label and a no-label condition were contrasted, as well as a compare (two standards) and a non-compare (one standard) condition. Gentner and Namy found that the label/two-standard standard condition significantly increased appropriate responses not only in contrast to both single standard conditions but also to the unlabeled/two-standard condition. How may these differences be explained? We suppose that even our “two standards without labeling” condition sufficed as an invitation for analogical reasoning by comparison because the children could also observe whether these objects floated or sank as empirical evidence associated with the respective objects. These observations may have created an alignable similarity between the two objects, helping the preschoolers to induce the concept of material kind, in both Experiment 1 and Experiment 2. By contrast, Namy and Gentner only showed pictures of one versus two objects; thus, verbal support may have been more important than in our experiments. Moreover, in our experiments, all the standard objects of the same material showed the same floating/sinking behavior. That is, the covariation between objects and observed object behavior was perfect. In this regard, our findings fit with previous research indicating that even 4-year-olds can coordinate theory and evidence if there is a perfect covariation (Tullos and Woolley, 2009).

In Experiment 2, preschoolers’ performance in the conceptual knowledge transfer test did not differ between conditions. Even so, the overall significant gains from pretest to posttest on the dependent measure of explanations may provide a first, albeit weak indication that a process of conceptual restructuring was initiated. Because conceptual restructuring is a process in which naïve conceptions are gradually extended and refined (Vosniadou et al., 2001), this process needs to be continued and deepened since children typically need additional opportunities to overcome their misconceptions (Leuchter et al., 2014). The slow process of conceptual restructuring may explain why the benefits of task environments inviting analogical reasoning by comparison are rather small in our experiments. Our tasks required preschoolers to overcome their misconceptions and construct novel conceptual knowledge in a science domain with a high degree of prior knowledge—the concept of material kind within the context of floating and sinking. Developing such knowledge may be more challenging than the basic-category learning studied in previous research on the benefits of comparison (e.g., Namy and Gentner, 2002).



Limitations

Throughout this paper, we suggested that analogical reasoning by comparison benefits young children’s generation of predictions and explanations as a central aspect of scientific reasoning. The cognitive models of analogical reasoning by comparison provide conceptualizations of how children actually engage in this process: When learners engage in analogical reasoning by comparison, they identify similarities and differences between entities, they may align them and abstract a schema, they may re-represent their existing conceptions, and they may project inferences based on the results of these processes (Gentner, 2010). In our experiments, we investigated only the induction of one specific basic science concept: the concept of material kind. We did not investigate hypothesis generation in other science domains that vary in children’s prior conceptual knowledge and that may have an impact on children’s generation of predictions and explanations. Therefore, further research is needed to investigate the induction of other scientific concepts so that the claim that analogical reasoning by comparison has benefits for scientific reasoning in general may be strengthened. Moreover, while we did assess children’s prior knowledge of material kind, we did not look at individual differences and their influences on the process of hypothesis generation. Thus, further research should address the interaction of prior knowledge and the generation of predictions and explanations. Generally, while hypothesis generation is a central aspect of scientific reasoning, it will be important for future research to investigate whether other elements of the scientific inquiry cycle, such as the generation of experiments, the interpretation of data patterns, and the evaluation of evidence, would also benefit from interventions aimed to trigger analogical reasoning by comparison.

While both our studies were conducted with preschoolers, we included a wide age range of children, between 4 and 7 years. Additional exploratory analyses indicated that there were no significant differences between different age groups. However, our study design does not make it possible to fully disentangle the possible impact of age on the tasks used in the present experiments. On the basis of results summarized by Gentner (2010) and Hespos et al. (2020), we expect analogical reasoning by comparison to be a cognitive mechanism available to children starting at an early age. However, further research is needed to investigate age differences with the task formats that we employed in our experiments. For example, it is possible that age may be a more important factor in the Explanation Task, which required children to produce verbal answers, than in the Prediction Task, even though we did not find effects from age in either task format. Here, we have to acknowledge that the power of the present experiments is not sufficient to detect such differences (i.e., interactions between age, tasks, and conditions). A closer look at age differences may also illuminate the differences in performance between the dependent measures of Prediction and Explanation Tasks found in Experiments 1 and 2. Therefore, task designs taking into account individual differences in children’s responses could also contribute to understanding the contingencies between children’s predictions and explanations.



Conclusion

In our two experiments, we investigated whether triggering analogical reasoning by comparison would benefit children’s predictions and explanations of objects’ floating or sinking based on the concept of material kind. On the one hand, we triggered analogical reasoning by comparison by presenting two objects of the same material simultaneously and found some evidence that this indeed benefited children’s induction of the concept of material kind for hypothesis generation. On the other hand, unexpectedly, the additional provision of language prompts did not increase the effect of presenting two objects. In previous research, such additional support was often necessary for concept learning, especially with young children. It may be that our task structure provided a different kind of support for triggering comparison because our tasks included the demonstration of the floating and sinking behavior of the standards. This speculation may provide interesting directions for future research. Our experiments therefore only give a first hint that analogical reasoning by comparison may be helpful for the induction of science concepts in a scientific reasoning context.
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This study examined the effects of two pedagogical training approaches on parent-child dyads’ discussion of scientific content in an informal museum setting. Forty-seven children (mean age = 5.43) and their parents were randomly assigned to training conditions where an experimenter modeled one of two different pedagogical approaches when interacting with the child and a science-based activity: (1) a scientific inquiry-based process or (2) a scientific statement-sharing method. Both approaches provided the same information about scientific mechanisms but differed in the process through which that content was delivered. Immediately following the training, parents were invited to model the same approach with their child with a novel science-based activity. Results indicated significant differences in the process through which parents prompted discussion of the targeted information content: when talking about causal scientific concepts, parents in the scientific inquiry condition were significantly more likely to pose questions to their child than parents in the scientific statements condition. Moreover, children in the scientific inquiry condition were marginally more responsive to parental causal talk and provided significantly more scientific content in response. These findings provide initial evidence that training parents to guide their children using scientific inquiry-based approaches in informal learning settings can encourage children to participate in more joint scientific conversations.
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INTRODUCTION

Parents, as some of children’s first learning partners, play a vital role in scaffolding children’s learning about scientific concepts (e.g., Crowley et al., 2001; Vlach and Noll, 2016; Legare et al., 2017). Through informal interaction, parents expose children to scientific content through toys and activities (Jacobs and Bleeker, 2004). Moreover, parents play an active role in fostering children’s engagement in science by modeling interest through the questions they pose to children as well as providing explanations to their children’s questions (Crowley and Callanan, 1998; Dotterer et al., 2009; Wang and Degol, 2013; Willard et al., 2019). Such explanatory talk can be especially important, as it supplies children with relevant information and can provide insight into underlying causal mechanisms that children would be unlikely to acquire through first-hand exploration (Crowley and Callanan, 1998; Shtulman and Checa, 2012; Haden et al., 2014; Vlach and Noll, 2016). Indeed, explanatory conversations between parents and their children in informal learning settings can be beneficial for scientific learning outcomes in both the short-term (Haden, 2010; Leichtman et al., 2017) and long-term (Tenenbaum et al., 2005). In the current study, we explored the impact of a brief training session on parent-child conversation in informal science learning for 4- to 6-years-old children. We target two dimensions of effective explanatory talk: the scientific content and the process by which it is delivered to the child. Below, we expand upon the importance of parent-child conversations about science before turning to our rationale for the current study.


The Role of Parental Explanations in Early Science Learning

Although many parents understand the importance of communicating with their children about science, they vary significantly in their tendency to provide accurate, developmentally-appropriate explanations (e.g., Shtulman and Checa, 2012). Observational research in museum contexts has found that parents often provide brief, incomplete explanations when attempting to communicate scientific information (Crowley et al., 2001). There may be many reasons that parents sometimes provide incomplete explanations, ranging from parents attempting to translate complicated science concepts into developmentally-appropriate explanations or simply being judicious with their time in response to the large number of child-initiated questions (Chouinard et al., 2007; Kurkul and Corriveau, 2018; Yu et al., 2019). Another likely reason for providing incomplete explanations is that parents feel they do not have the knowledge needed to provide scientifically-accurate explanations of scientific phenomena (Crowley et al., 2001; Shtulman and Checa, 2012). Consistent with this hypothesis, evidence from multiple research studies suggests many adults, including parents, lack an accurate understanding of the content associated with many scientific domains (Jipson and Callanan, 2003; Rigney and Callanan, 2011; Shtulman and Checa, 2012; Vlach and Noll, 2016). In some cases, such incomplete or inadequate knowledge may be associated with scientific misconceptions that can then be transferred to children. For example, Shtulman and Checa (2012) found that parents often provided explanations that propagated misconceptions about the causal mechanisms of evolutionary processes, such as the inaccurate idea that animals that share similar physical features are likely to share evolutionary ancestry (see also Kelemen and Rosset, 2009; Coley and Tanner, 2012, 2015).

Parents’ possession of – or access to – accurate scientific knowledge is not a panacea. Even when adults are knowledgeable about an underlying scientific mechanism, they are often unsure how to generate a developmentally-appropriate explanation (Vlach and Noll, 2016). In the current study, we focus not only on the content young children hear but also on the delivery of such content. Our approach is based on a growing literature from both psychology and education highlighting the important role of developing “scientific habits of mind” in early science learning settings (National Research Council [NRC], 2012). For example, the Framework for K–12 Science Education highlights the importance of children learning about the iterative process of science and engaging in scientific activities and thinking, such as the practices of “inquiry and investigation, collection and analysis of evidence, logical reasoning, and communication and application of information” (National Research Council [NRC], 2012, p. 250). Note that focusing on the role of parent-child communication does not negate the importance of learning about and participating in the process of scientific experimentation. As noted by Dimension 1 of the Next Generation Science Standards, children “cannot comprehend scientific practices, nor fully appreciate the nature of scientific knowledge itself, without directly experiencing those practices for themselves” (NGSS, 2013, p. 5). Instead, our approach is drawn from social constructivist models of learning where the dyadic language serves to scaffold and support children’s science exploration (e.g., Vygotsky, 1978).

Our focus on the delivery of scientific content is consistent with research indicating that children are not only sensitive to the content of information when making inferences about from whom to learn but are also sensitive to the manner in which that content is delivered (Corriveau and Kurkul, 2014; Mercier et al., 2014; Kurkul and Corriveau, 2018; Mills et al., 2019). Specifically, we explore delivery of scientific content via two different pedagogical approaches they could use when participating in a scientific activity with their child. The first, a scientific inquiry–based approach, seeks to leverage children’s intuitive drive for seeking explanations through question-asking (Callanan and Oakes, 1992; Kelemen et al., 2014; Frazier et al., 2016; Weisman and Markman, 2017) by guiding them through a process of asking questions, experimenting, and explaining results. Scientific inquiry approaches have been extensively explored and promoted in formal educational contexts (e.g., National Research Council [NRC], 1996, 2001, 2007; Minner et al., 2010; Furtak et al., 2012) and hold promise in informal learning contexts as well (Gutwill and Allen, 2010; Vandermaas-Peeler et al., 2016, 2017, 2018). In this study, we compare this scientific inquiry–based approach to a more didactic approach focusing specifically on providing scientific explanations to the child without first prompting such explanations through question-asking. Before turning to the current study, we review prior research regarding modification of parents’ delivery of scientific content in interactions with their children as well as preliminary studies suggesting benefits in the use of scientific inquiry approaches in informal learning contexts.



Interventions That Modify Parental Delivery of Scientific Language

In the previous section, we highlighted the reasons why parental “business-as-usual” approaches to interacting with their child focus on parents’ delivery of explanations that may or may not be scientifically accurate with less of a focus on the scientific process (e.g., Crowley et al., 2001; Shtulman and Checa, 2012). In recent years, studies of informal science learning have begun to explore other ways parents can deliver scientific content in interactions with their children in museum settings (Fender and Crowley, 2007; Benjamin et al., 2010; Gutwill and Allen, 2010; Haden et al., 2014; Willard et al., 2019). The majority of this research employs “conversation cards” to modify the ways in which parents deliver information to their child. Such conversation cards include printed instructions and prompts and are used as an explicit reminder of how to best discuss information with their child (e.g., Fender and Crowley, 2007; Jant et al., 2014). For example, some interventions include encouraging asking questions (e.g., Benjamin et al., 2010; Haden et al., 2014; Willard et al., 2019), devising or providing explanations (e.g., Fender and Crowley, 2007; Willard et al., 2019), promoting exploration (e.g., Willard et al., 2019), or engaging in multi-step learning processes (e.g., Gutwill and Allen, 2010).

Two recent studies explicitly encouraged parents to increase the number of elaborative Wh- questions (what, when, where, why, how) during an engineering-focused museum exhibit (Benjamin et al., 2010; Haden et al., 2014). Both studies found that parents in the question-prompting conditions were more likely to use elaborative Wh- questions relative to other conditions. However, Wh- question prompting appeared to have mixed impacts on children’s own talk. Benjamin et al. (2010) found that children in the questions-prompting instructions conditions were more likely to respond to their parents, to engage in elaborative conversations about engineering concepts, and to correctly recall information about the exhibit. In contrast, Haden et al. (2014) found no such condition differences, suggesting that manipulating parents’ delivery in the form of elaborative Wh- questions may not always be effective in changing children’s own scientific discourse.

A recent study by Willard et al. (2019) focused on employing more minimal conversation-card-based interventions to modify parent-child dyad interactions with a gears activity. Here, the focus was on contrasting (1) exploration of scientific stimuli (“Explore” condition) with (2) explanation of scientific observations (“Explain” condition). Parental questions predicted children’s discussion of gears in the Explain condition but not in the Explore condition. To explain this finding, the researchers concluded that, compared to parents in the Explore condition, parents in the Explain condition were likely asking particular types of questions that prompted children to discuss the scientific content at hand. However, as their coding scheme was designed to capture the frequency of questions rather than types of questions (e.g., Wh- questions vs. yes/no questions), potential differences in the delivery process across conditions were not explored.

In contrast to using conversation cards to modify specific elements of parental talk, other research has focused on the inquiry process as a whole (Gutwill and Allen, 2010; Vandermaas-Peeler et al., 2016, 2017, 2018). Scientific inquiry (sometimes also referred to as “inquiry science”) is most commonly defined as constructivist learning processes wherein children learn from active engagement with scientific activities that focus on observation and experimentation to answer “scientifically-oriented questions” (National Research Council [NRC], 1996, 2001, 2007, 2012; Minner et al., 2010; Furtak et al., 2012; NGSS, 2013). Meta-analyses have indicated that inquiry-based processes have multiple positive effects on children’s learning in formal educational contexts, such as increasing engagement in the learning process and drawing conclusions from observations (see Minner et al., 2010; Furtak et al., 2012, for meta-analyses of the efficacy of inquiry-based science teaching).

In informal science learning contexts such as museums, short scientific inquiry-based interventions for family groups have proven effective (Gutwill and Allen, 2010; Vandermaas-Peeler et al., 2016). For example, Vandermaas-Peeler et al. (2016) invited families to interact with museum stations designed to elicit talk about math-centric concepts. As compared to a business-as-usual control group, the families in the group who received informational signs with inquiry-focused suggestions were more likely to produce explaining and reasoning-oriented language. Moreover, children in the inquiry group provided more correct responses to their parents’ guidance prompts than the control group, suggesting that children’s learning benefitted from participating in inquiry-based informal learning interactions.

Gutwill and Allen (2010) found similarly promising results from a more involved approach to training parents in scientific inquiry processes. Prior to entering the museum exhibit, families participated in “inquiry games” designed to elicit scientific inquiry behaviors. As compared to families in several control conditions, families who participated in the scientific inquiry-based condition, “Juicy Questions,” increased the amount of explanations and interpretations when interacting with the exhibits. However, because all analyses were conducted at the level of the family and not separated by parent or child, these findings make it challenging to determine whether the child or the adult was benefitting from the intervention.

Taken together, the results from the studies reviewed above indicate promising but mixed findings for the effectiveness of interventions focusing on scientific delivery (and not just content) in supporting informal science outcomes. Whereas some research (Benjamin et al., 2010; Vandermaas-Peeler et al., 2016; some findings from Willard et al., 2019) indicates benefits to child outcomes, other research (Haden et al., 2014; other conditions from Willard et al., 2019) finds little effects of such delivery. One reason for these mixed results might be associated with limitations of conversation cards as an intervention vehicle. Although conversation cards can prompt specific types of conversational behaviors (e.g., asking more Wh- questions), it is challenging to convey effective delivery approaches on a card. Therefore, research on complex interaction approaches such as scientific inquiry may need more involved intervention procedures. To this end, in the current study we chose to use a brief modeled interaction for intervention training, which has been used in previous studies focusing on modifying demonstrated scientific content (Benjamin et al., 2010; Gutwill and Allen, 2010; Haden et al., 2014; Marcus et al., 2017) but has been studied less as a vehicle for modeling delivery processes (Gutwill and Allen, 2010). We explore the impact of this intervention on parental talk and children’s talk separately to confirm the effectiveness of such modeling on both dyadic partners. In addition to focusing on the impact of the intervention on the process through which information is delivered, we also explore impacts on the content of the conversation, as well as potential interactions between delivery and content.

We focused on training parental delivery of scientific causal content in an informal museum setting because children’s ability to understand underlying mechanisms associated with scientific phenomena is greatly influenced by their ability to explain causal relations (e.g., Gopnik et al., 2004; Legare and Lombrozo, 2014; Walker et al., 2014). Moreover, by the age of three, children begin asking a substantial number of questions focusing on causal inferences (Isaacs, 1930; Callanan and Oakes, 1992; Chouinard et al., 2007; Frazier et al., 2009, 2016; Corriveau and Kurkul, 2014), indicating that children themselves may recognize that causal content is useful for learning about the world around them. In line with this, recently published research has demonstrated that 3- and 4-years-old selectively seek out books that contain “highly causal” as opposed to books that contain “minimally causal” information (Shavlik et al., 2020). Thus, parent talk focusing on highlighting and explaining causal relations between scientific phenomena provides access to information that may be especially engaging to children and support their learning of opaque scientific content.

In the current study, we chose to specifically study children ages 4–6 years of age, as this is an early age range in which children have begun to appreciate the value of causal information (e.g., Chouinard et al., 2007) but also frequently learn in informal learning environments in interactions with their parents (e.g., Willard et al., 2019). Parent-child dyads were randomly assigned to one of two pedagogical training methods. The first, the scientific inquiry process approach, invited parents to deliver scientific content via inquiry processes, inspired primarily by the work of Gutwill and Allen’s (2010) juicy questions methodology. The second, the scientific statements approach, was based on delivering interesting scientific statements in a more didactic manner during a dyadic interaction. This second approach was chosen as didactic approaches are regarded in educational sciences as a more traditional approach to facilitating learning interactions with children and are still being investigated as potential approaches to informal science learning (e.g., Gutwill and Allen, 2010; Willard et al., 2019). By comparing the relative impacts of these approaches on parent-child scientific conversations, we aimed to add to established best practices in assisting parents when they engage in scientific activities with their children. More specifically, this study examined whether training parents in scientific inquiry approaches provides benefits for parent-child conversations beyond the more traditional business-as-usual scientific statements approach.

We asked two research questions. First, we examined the potential impacts of the scientific inquiry and scientific statements interventions on parent-level and child-level scientific talk. Second, we explored the relation between parental talk and children’s subsequent talk about the scientific concepts to assess whether this relation differs according to parents’ assigned intervention. We predicted that parents who participated in the scientific inquiry approach would be more likely overall to ask questions than parents who observed scientific statement approaches (and conversely, parents who observed the scientific statements approach would use more statements in general). We also predicted that children whose parents observed the scientific inquiry approach would be more likely to verbally respond to their parents’ talk and that when they responded, the responses would be more likely to contain scientific content.



MATERIALS AND METHODS


Participants

Fifty-two parents (21 female) and their 4- to 6-years-old children (20 female, Mage = 5.43, range = 4.00–6.91) were recruited and tested as dyads in a science museum in the Northeast United States. All participants provided written consent according to standard protocols approved by the institutional review board of the corresponding author’s university. An additional five dyads were omitted from the sample; two dyads were omitted because of interference from the children’s siblings, two from video file loss, and one from experimenter error. The remaining samples of dyads were randomly assigned to one of two between-subjects conditions, scientific inquiry (n = 25) or scientific statements (n = 22). On average, parents had a high level of education, consistent with demographics of the average museum visitor (Meducation = 17.36 years; Soren, 2009; Dawson, 2014). No significant condition differences in education levels were found. Overall, 41 out of 47 parents reported their occupations, of whom 14 (34.15%) had a STEM-related career. No significant differences were found in the percentage of parents who were employed in STEM-related careers between the conditions (Scientific inquiry: 38.1%; Scientific statements: 30.0%). Average child continuous age (in years) did not significantly differ between conditions, t(45) = 0.48, p = 0.64.



Testing Procedure

Dyads participated in three phases (baseline, training, post-training). To introduce the tasks, the experimenter said that they were interested in “looking at how children learn through interactions with their caregivers” and asked the dyads to play together as they would at home. Interactions were videotaped for further analysis. Dyads played with three separate activities presented in a fixed order (baseline: a balance scale; training: a circuit board [Snap Circuits© by Elenco]; post-training a mechanical gears layout, see Figure 1). The balance scale toy had clear plastic buckets and 74 bear-shaped colored weights. The circuit board (Snap Circuits© by Elenco) consisted of three circuit pieces, a switch, a battery unit, and a lightbulb component arranged in a rectangular circuit on a circuit board. Two additional circuit pieces were on the board but not connected to the circuit. The mechanical gears were based off of Legare and Lombrozo (2014) and consisted of five differently-colored gears of varying sizes (three large and two small) attached to six green hexagonal bases, as well as a crank handle. Recordings of speech samples were transcribed offline. Below, we briefly describe the three tasks and the training conditions before turning to the transcription and coding procedure.
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FIGURE 1. Study phases with their respective tasks.



Baseline

To explore variability in dyadic interaction prior to the intervention, dyads were instructed to “play together, just like you would at home!” with the balance toy. There was no time limit; dyads interacted with the toy as long as they wished before moving on to the next two phases. The average time to complete this phase was 3.84 min (SD = 1.70 min, Range = 1.23–8.85 min). Marginally-significant differences were found between the scientific inquiry condition (M = 3.41 min) and scientific statements condition (M = 4.34 min) in average interaction time, t(45) = −1.93, p = 0.06.



Training

Next, the experimenter introduced the dyads to a previously constructed snap circuit board (see Figure 1). Dyads watched as the experimenter modeled one of two different pedagogical training conditions using interaction scripts to ensure that all parents received the same training information. As with the baseline, the training phase did not have a time limit; average completion time was 5.44 min (SD = 2.87 min, Range = 2.40–17.70 min). Half of the dyads were randomly assigned to the scientific inquiry condition. The experimenter introduced the dyad to the snap circuit and its components and explained that they would help with running a scientific investigation. The experimenter described that there were three steps to a “science investigation”: question, experiment, and explain. Then, the experimenter explained that in a science investigation, it was important to choose a question that “we don’t know the answer to” but could answer with the materials available in the moment. The experimenter invited the child to choose between one of two causal-related questions to guide the inquiry (i.e., “What happens when we take a piece out of the circuit?” or “What happens when we add a piece to the circuit?”). Next, the experimenter prompted the child to make a hypothesis about what would happen and was invited to answer the question through an experiment and encouraged to “try it a few times, in different ways” to understand the results. After the child completed their experiment, they were invited to explain the answer to the question using the evidence that they had discovered with the experiment.

The remaining half of dyads were presented with the scientific statements condition. The experimenter provided the child with information about the different parts of an electrical circuit, taking time to explain specific concepts and mechanisms. For example, the experimenter explained that the word “circuit” was a “fancy word for a loop” and that electricity travels from the battery, around the circuit, and makes the light turn on. The experimenter also demonstrated how pressing the switch connects the circuit, making the light turn on, but releasing the switch disconnects the circuit and makes the light turn off. The child was then informed that it was his or her turn to play and that he or she could use the extra circuit pieces on the board when doing so. Throughout this process, the experimenter explained the results of the child’s actions by referencing the previous scientific statements, linking the child’s actions and obtained results back to those statements. For example, if a child disconnected a piece from the circuit and then attempted to turn on the light by pressing the switch, the experimenter would explain how all parts of the circuit “loop” had to be connected in order for the light to turn on.

During the administration of both conditions, parents were not actively encouraged or discouraged to participate in the interaction. Regardless of parental participation, the experimenter ensured that all procedures in both conditions were completed so that the parent could observe how to implement the proposed pedagogical approach, whether it was the scientific inquiry or scientific statements approach.



Post-training

Finally, the experimenter invited the dyad to practice what they had just learned in the training session by playing with the gears activity. The experimenter handed the parent an information sheet for reference, which varied by condition. Both conditions prompted discussion of the same causal content (e.g., the effects of speed and direction on gear movement), but varied according to the delivery of that content. In the scientific inquiry condition, parents were prompted to run a science investigation with their child using the “question, experiment, and explain” method, and were provided with four possible questions the dyad might use to explore. In contrast, in the scientific statements condition, parents were prompted to share “scientific information” with their children, “just like I did with the circuit,” and were provided with a sheet containing scientific explanations about the gears. Parents were explicitly instructed that they were free to use as many or as few questions or statements as they liked when they interacted with their child. As with the previous two phases, there was no time limit; average completion time was 5.04 min (SD = 2.79 min, Range = 1.78–17.90 min). Engagement, measured as amount of time spent on the post-training gears task, did not significantly vary by training condition; dyads in the scientific inquiry (M = 4.65 min) and the scientific statements (M = 5.49 min) spent about the same amount of time on the task, t(45) = −1.04, p = 0.31. Moreover, there were no differences in the amount of child talk. Children in scientific inquiry produced 19.76 utterances, and children in scientific statements produced 20.73 utterances, on average, t(45) = −0.17, p = 0.87.



Transcription and Coding

Interactions were transcribed at the level of the utterance for all 47 transcripts. Each transcript was verified by a second research assistant to ensure accuracy. We then removed all utterances that were directly sourced from the text of the supplemental information sheets, yielding a corpus of 3,532 utterances (2,311 parent utterances, 1,221 child utterances). All utterances were examined within the context of the entire transcript, allowing coders to read as much of the interaction as needed to ensure accuracy across the coding categories. All utterances were then coded for their delivery and content, described in more detail below.


Delivery

The delivery of each parent and child utterance was coded into one of two mutually exclusive categories: question (e.g., “How does this work?” P#1, line 21) or statement (e.g., “Put this on this one over here.” P#18, line 45).



Content

Utterances were initially coded for content, or type of information conveyed by the utterance. Content coding was initially developed based on the causal and fact-based categories used in previous studies (e.g., Chouinard et al., 2007; Frazier et al., 2009; Kurkul and Corriveau, 2018). Overall, eight types of content were coded: fact-based, causal, procedural, confirmation/negation, reinforcement, and irrelevant/unintelligible.


Fact-based

Fact-based utterances included content that discussed scientific facts or observations relevant to the activity. For example, a parent might observe that a gear is spinning fast (“That was super fast.” P#13, line 359) or ask how many bears are in one of the balance toy’s buckets (“So how many bears was that?” P#20, line 148). These scientific utterances included information from readily observable evidence or from the speaker’s prior knowledge of the topic. Note that fact-based statements simply describe an observation about a current state of phenomena and do not provide information or insight into how or why phenomena or events occur.



Causal

In contrast to fact-based utterances, causal utterances involve discussion of the relation between two or more scientific facts or observations and potentially seek to answer how or why those phenomena or events occur. These scientific utterances include the relation between cause and effect, a proposed mechanism for change, or a hypothesis or prediction based on proposed actions. For example, a parent might ask a child about why a gear is not spinning with another gear (“Why doesn’t it spin with the yellow one?,” P#46, line 78) or provide an explanation of why a smaller gear completes more rotations than a big gear when the two are connected (“and if they want to run as fast as you are they have to take a lot more steps’ cause they’re a lot smaller.” P#5, line 133).



Procedural

Utterances were coded as procedural when they provided on-task content regarding a stated goal, steps on what to do next, or other directives that did not contain informational content. These included directives from a parent (“Put the red one there.” P#15, line 196) or discussions of intended actions (“Should we try a different one?” P#45, line 54).



Confirmation/negation

These utterances were on-task but low-effort responses that provided little content beyond previous utterances. Examples include “Yes,” “No,” or “That’s right.”



Reinforcement

Reinforcement utterances provided motivational feedback or prompting with the goal of continuing the activity or conversation. These include everything from non-confirmatory responses (“okay” as narration of action), positive feedback (“High five, dude.” P#13, line 281) to permission granting (“Go ahead.”) and conversational fillers (“mm.” or “um.”).



Irrelevant/unintelligible

Any utterance that was off-task or was uninterpretable on the video recording was coded as either irrelevant or unintelligible.

Proportions of each of these categories by interlocutor (parent, child) and condition are displayed in Table 1. Because our main goal was to examine the exchange of substantive content – that is, content that provides relevant information about actions in the scientific activity, observations about the activity, or discussion of scientific phenomena relevant to the activity – the remainder of the analyses focus specifically on causal, fact-based, and procedural talk.


TABLE 1. Mean percentages of overall talk by content category in the post-training phase by speaker (parent, child) and condition (scientific inquiry, scientific statements).
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Reliability

Two research assistants, blind to the training condition and the hypotheses of the study, independently coded the transcripts. Inter-rater reliability was established using 15% of the transcripts. Overall agreement was 84% for content codes (average K = 0.76) and 98% for delivery codes (average K = 0.97). Discrepancies were resolved through discussion.



RESULTS

Based on standard child language data-analytic techniques, we chose to pool data from dyads’ talk in the post-training phase, making the utterance, instead of the dyad, the level of the analysis. This approach is consistent with multiple previous studies (e.g., Bartsch et al., 2003; Frazier et al., 2009, 2016; Kurkul and Corriveau, 2018), and is consistent with the standards proposed by Bakeman and Gottman (1997). These standards allow for utterances to be treated as independent, assuming that coding decisions are made separately for individual utterances and the coding categories are mutually exclusive. Both of these conditions were met in the current coding scheme. Moreover, to ensure that the results were not driven by a few parent-child dyads within a condition, we followed a multi-step analytic process. First, we present mixed-effects models at the level of the utterance to explore each research question. Next, as suggested by Bakeman and Gottman (1997) we confirm that these results hold at the level of the dyad by inspecting the number of participants in each condition that reflect the pattern demonstrated by the mixed-effects models.

To address our first research question, we explore variability in parent-child talk produced in the post-test phase by condition. To examine our second research question, we explore potential relations between parental talk and child-level talk.


Quantity of Talk by Condition

Parents in the scientific statements condition (M = 66.41, SD = 37.00) used a marginally larger number of utterances than parents in the scientific inquiry condition (M = 49.12, SD = 26.26), t(45) = 1.86, p = 0.07. Children’s total utterances were not significantly different between the scientific statements condition (M = 20.73, SD = 20.99) and the scientific inquiry condition (M = 19.76, SD = 19.28), t(45) = 0.17, p = 0.87. Similarly, the amount of overall time dyads spent on task did not differ between the scientific inquiry condition (M = 4.65 min, SD = 2.16 min) and the scientific statements condition (M = 5.49 min, SD = 3.36 min), t(45) = −1.04, p = 0.31. To investigate the possibility that the quantity of parent and child talk differed as a function of child age, two linear regressions were run, predicting the total number of child and parent utterances from child age as a continuous variable. The parent model showed a significant effect of child age (β = −12.48, SE = 5.38, p = 0.03) on total parent utterances, F(1, 45) = 5.38, p = 0.03, R2 = 0.11. This indicates that parental talk was negatively associated with child age. The child model did not show a significant effect of child age (B = −0.18, SE = 3.48, p = 0.96) on total child utterances, F(1, 45) = 0.003, p = 0.96, R2< 0.001.



Parent Talk by Delivery and Content

To explore the impact of training condition on parents’ language, we conducted planned binary-logistic mixed-effects models on the likelihood that a given utterance is a question or statement, with Condition (scientific inquiry, scientific statements; statements was the reference category) and Content (causal, fact-based, procedural; procedural was the reference category for Model 1 and fact-based was the reference category for Model 2) as predictors, and dyad as a random factor to account for individual variance. See Table 2 (Model 1) for a summary of parent results and Table 3 (Model 1) for a summary of child results.


TABLE 2. Mixed effects binary-logistic regressions on parents’ likelihood to ask a question.
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TABLE 3. Mixed effects binary logistic regressions on children’s likelihood to ask a question.
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Model 1: Effects of Condition by Content

A binary-logistic mixed-effect model on likelihood that a parent’s utterance is a question found a significant main effect of Condition (β = 0.52, SE = 0.22, p = 0.02, OR = 1.68, 95% CI [1.09, 2.63]), a significant main effect of Causal Content (B = 0.50, SE = 0.20, p = 0.01, OR = 1.65, 95% CI [1.12, 2.45]), and a significant interaction between Condition and Causal Content (B = 0.90, SE = 0.30, p < 0.01, OR = 2.46, 95% CI [1.38, 4.41]). No other main effects or interactions were found. Utterances were 1.68 times more likely to be a question if the parent was trained in the scientific inquiry condition, 1.65 times more likely to be a question if the parent presented causal content in general, and 2.46 times more likely to be a question if the parent was in the scientific inquiry condition and was presenting causal content. See Table 2 (top panel) for a summary of this model. See Table 4 for model-estimated mean likelihoods from Model 1.


TABLE 4. Estimated likelihood that utterances are a question by condition and delivery.
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Model 2

To confirm the results of Model 1, the reference category for Content was changed to fact-based. This model found a significant interaction between Condition and Causal Content, B = 1.13, SE = 0.31, p < 0.001, OR = 3.09, 95% CI [1.69, 5.70]. Parents in the scientific inquiry condition were 3.09 times more likely than parents in the scientific statements condition to present causal content as questions. No other main effects or interactions were found. Table 2 (bottom panel) includes all model parameters.

To confirm that the conclusions of our mixed-model logistic regressions were found across individual dyads, we explored the number of dyads in the scientific inquiry condition who displayed more questions than statements when presenting causal content. Twenty-one out of 25 (84%) parents in this condition displayed this pattern. By contrast, only 7 out of 22 (31.81%) parents in the scientific statements condition displayed this pattern.

Taken together, both the binary-logistic mixed-models and individual inspection at the dyad level provide similar results. Parents’ utterances overall are more likely to be questions when the parent is both in the scientific inquiry condition and presenting causal content and a majority of dyads in the scientific inquiry condition displayed this pattern.



Child Talk by Delivery and Content

To explore the impact of training condition on children’s language, we conducted planned binary-logistic mixed-effects models on the likelihood that a given utterance is a question or statement, with Condition (scientific inquiry, scientific statements; statements was the reference category) and Content (causal, fact-based, procedural; procedural was the reference category for Model 1 and fact-based was the reference category for Model 2) as predictors, and dyad as a random factor to account for individual variance.


Model 1: Effects of Condition by Content

A binary-logistic mixed-effect model on likelihood that a child’s utterance is a question found a significant main effect of Causal Content, B = 1.83, SE = 0.47, p < 0.0001, OR = 6.26, 95% CI (2.55, 16.25), and a marginally significant interaction between Condition and Causal Content, β = −1.31, SE = 0.74, p = 0.08, OR = 0.27, 95% CI [0.06, 1.17]. No other main effects or interactions were found. Compared to procedural talk, children’s utterances were 6.26 times more likely to be a question when discussing Causal Content. See Table 3 (top panel) for a summary of this model. See Table 4 for model-estimated mean likelihoods from Model 1.



Model 2

To confirm the results of Model 1, the reference category for Content was changed to be fact-based. This model found a significant main effect of Causal Content, B = 2.18, SE = 0.53, p < 0.0001, OR = 8.83, 95% CI [3.18, 26.36]. Compared to fact-based talk, children’s utterances were 8.83 times more likely to be a question when discussing Causal Content. No other main effects or interactions were found. Table 3 (bottom panel) includes all model parameters.



Child Responses to Parental Causal Utterances

Finally, we explored potential condition-level differences on the relation between the type of parental talk and children’s subsequent responses. Recall that parents produced 74% of the overall talk in the post-training phase. We focused specifically on causal talk, as this was the type of talk content that was not only (1) targeted by both conditions but also (2) significantly differed between conditions according to parental delivery. Parental causal utterances were individually coded according to two criteria: (1) whether or not a child provided a “response” (i.e., a child utterance immediately following a parent utterance) and (2) if there was a child response, whether the content of it was scientific in nature (fact-based or causal).

To explore potential condition-level differences, a mixed-model binary logistic regression was run on the likelihood of child responses to parental causal talk with Condition (scientific inquiry, scientific statements) as a fixed factor and dyad as a random factor. These results yielded a marginally significant main effect of Condition, B = 0.84, SE = 0.47, p = 0.07, OR = 2.32, 95% CI [0.90, 6.42]. No other main effects or interactions were found. Children in the scientific inquiry condition were 2.32 times more likely to respond to a parental causal utterance than children in the scientific statements condition. Table 5 includes all model parameters.


TABLE 5. Mixed effects binary logistic regressions on children’s likelihood to respond to parental causal talk.

[image: Table 5]To confirm that this pattern held at the level of the dyad, we explored the number of children in each condition who were more likely than not to respond to parents’ causal talk (i.e., responded to a parental causal utterance more than 50% of the time). In the scientific inquiry condition, 17 out of 25 children in the scientific inquiry condition (68.0%) were more likely than not to respond to a parental causal utterance, as compared to 9 out of 21 children (40.9%) in the scientific statements condition.

We also explored whether there were Condition differences in the content of children’s responses to parental causal utterances. Recall that children’s responses were coded as “scientific” (causal or fact-based content) or procedural. An additional mixed-model binary logistic regression was run with Condition as a fixed factor and dyad as a random factor. A significant main effect of Condition was found, β = 1.83, p = 0.0005. No other main effects or interactions were found. When responding to parental causal utterances, children in the scientific inquiry condition were 6.22 times more likely to provide a scientific response (fact-based or causal) than children in the scientific statements condition. Table 6 includes all model parameters.


TABLE 6. Mixed effects binary logistic regressions on children’s likelihood to respond with scientific talk.

[image: Table 6]To confirm that this pattern held at the level of the dyad, we explored the number of children in each condition who were more likely to respond with a scientific utterance (i.e., provided a scientific response more than 50% of the time) to parent’s causal talk. In the scientific inquiry condition, 13 out of 25 children in the scientific inquiry condition (52%) were more likely than not to provide a scientific response to a parental causal utterance, as compared to 2 out of 21 children (9.52%) in the scientific statements condition.



DISCUSSION

In this study, we investigated impacts of a brief pedagogical intervention on both parents’ and children’s conversation when interacting with scientific activities in a museum context. We also examined how parents’ delivery of the causal content targeted by this pedagogical training influenced children’s responsiveness to the parent while discussing scientific concepts. Below, we review these findings before discussing implications for parent-child interactions during informal science learning settings, as well as avenues for future research.

Immediately following the short 5 min training, parents’ delivery of utterances differed between conditions. However, the content of those utterances did not. When interacting with the gears with their children, parents in both conditions engaged in explanatory talk that included causal language, yet the process by which that language was delivered varied by condition. Whereas parents in the scientific inquiry condition asked more causal questions, parents in the scientific statements condition used more causal statements. Importantly, results from a series of mixed-effects regression models indicated that this condition difference was not found when parents engaged in fact-based or procedural talk. These results indicate that parents’ adherence to the modeled pedagogical approaches was specific to the content targeted by those approaches – causal scientific concepts, discussing or prompting consideration of the relation between scientific observations, and features of scientific processes.

In addition to impacting parent-level talk, the training session also had effects at the child level. Specifically, children were more likely to respond to parental causal talk in the scientific inquiry condition than in the scientific statements condition. Such responses indicate that parent-child conversation in this condition was more elaborative and included more turns per individual topic. Moreover, when they did respond to their parents’ causal talk, children were significantly more likely to produce on-topic scientific responses rather than procedural responses. As a result, parents and children are more likely to generate joint opportunities to learn about specific scientific content in the scientific inquiry condition. This finding complements and extends the research by Gutwill and Allen (2010) and Vandermaas-Peeler et al. (2016) by highlighting how inquiry processes can prompt extended conversations about science between parents and children, illustrating the important role that social interaction plays for children’s scientific learning. Indeed, recent research has highlighted the importance of extended conversational turns with parents for children’s language outcomes (Romeo et al., 2018). Additionally, this study builds on previous work finding that children are more likely to respond to Wh- questions, which include causal questions, as compared to other types of questions (Rowe et al., 2017). The current study highlights how conversational turns might also be important for strengthening children’s domain knowledge. However, it is important to note that the low child response rate overall prevented further exploration via mediation analyses into the extent to which aspects of both the delivery and content most affected child response rates. Future research should explore this question further.

Parents’ willingness to adopt both the delivery and content targeted by the short modeled training is consistent with previous training studies focusing on modifying specific targeted language (e.g., Wh- questions: Benjamin et al., 2010; Haden et al., 2014) or modifying inquiry processes at the family level (Gutwill and Allen, 2010). As we indicate above, our findings replicate and extend this work to highlight that such guidance has effects at both the parent level and the child level and not only for specific content but also for the process through which that content is delivered. Importantly, findings from the current study were found in a sample of parent-child dyads with children who were considerably younger than those included in previous informal science learning interventions (e.g., Gutwill and Allen, 2010; Vandermaas-Peeler et al., 2016, 2017, 2018). Thus, inquiry-based approaches appear to be effective during the developmental period when parents are children’s primary teachers – prior to their child’s extensive experiences with formal education.

The impact of the short training session on parent-level and child-level talk is all the more striking when considering that the training generalized across tasks (from an electrical circuit to gears) and was found in spontaneous, self-generated speech. Recall that any utterances that specifically referenced the post-training supplemental information sheet were not included in analyses. These data are consistent with some recent research indicating impacts of parental causal talk on children’s ability to generalize causal mechanisms when interacting with novel physical stimuli (Kurkul et al., under review; Leech et al., 2019). Future research should explore how such an intervention not only impacts the explanatory talk by parents and children but also impacts child-level learning outcomes.

This study has several notable limitations. The first was that the effectiveness of the short training on parent-child conversation was explored immediately following the training session. Some research has indicated impacts of interventions up to 1 month later (Gutwill and Allen, 2010; Haden, 2010; Haden et al., 2014) and so it is plausible that such short interventions can have longer-lasting effects. Future research should explore the extent to which dyads continue to show training effectiveness on parent-child conversation with a time delay, or across other contexts beyond the museum. Second, as we tested our intervention in the context of a gears activity, it is unknown whether our scientific inquiry approach would be more or less successful across other science activities. Third, as this study aimed to compare the efficacy of the scientific inquiry and scientific statements approaches in eliciting child engagement in scientific conversations, it did not utilize a pre-test–post-test design or a direct measure of child learning outcomes. As such, our findings do not reveal whether parents’ natural interaction styles were modified by the intervention or whether children learned specific scientific concepts or facts.

Finally, because data were collected from a sample of parent-child dyads in a science museum, most participants likely had an interest in science and the majority were likely to be of middle-to-high socioeconomic status. Future research should explore the effectiveness of these training interventions on a more diverse sample of families. Dyadic inquiry processes and conversations vary considerably based on family background (Tizard and Hughes, 1984; Bang and Medin, 2010; Coppens et al., 2014; Rogoff, 2014; Solis and Callanan, 2016; Kurkul and Corriveau, 2018; Gauvain and Munroe, 2020). Therefore, the inquiry processes modeled here may be less familiar to some families, making the practices more or less difficult to integrate into typical conversational patterns. Indeed, family inquiry can take many forms, and may not always be displayed in the manner we have defined inquiry in this study. In some communities, a different type of inquiry might be displayed as children “listening in” or engaging in non-verbal observation of others (e.g., Rogoff, 2003). In these or other communities, question-asking to adults is not common or expected (Gauvain, 2001; Johnston and Wong, 2002; Rogoff, 2003; Gauvain and Munroe, 2020). Future research should explore how best to adapt this training session to the discourse patterns of diverse family backgrounds to promote engaging scientific conversations between parents and children.

Taken together, this study provides evidence that a brief training in scientific inquiry helps parents and children talk about higher-order scientific causal content in a collaborative manner in the context of a science museum. Training parents to talk with their children regarding the causal relations underpinning scientific concepts has the potential to have far-reaching impacts on children’s interest in and learning of scientific concepts prior to their introduction to formal schooling. Future research should further explore the full implications of scientific inquiry training and other similar methodologies on parent-child dyadic talk in informal learning settings.
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Curiosity and curiosity-driven questioning are important for developing scientific thinking and more general interest and motivation to pursue scientific questions. Curiosity has been operationalized as preference for uncertainty (Jirout and Klahr, 2012), and engaging in inquiry-an essential part of scientific reasoning-generates high levels of uncertainty (Metz, 2004; van Schijndel et al., 2018). This perspective piece begins by discussing mechanisms through which curiosity can support learning and motivation in science, including motivating information-seeking behaviors, gathering information in response to curiosity, and promoting deeper understanding through connection-making related to addressing information gaps. In the second part of the article, a recent theory of how to promote curiosity in schools is discussed in relation to early childhood science reasoning. Finally, potential directions for research on the development of curiosity and curiosity-driven inquiry in young children are discussed. Although quite a bit is known about the development of children’s question asking specifically, and there are convincing arguments for developing scientific curiosity to promote science reasoning skills, there are many important areas for future research to address how to effectively use curiosity to support science learning.
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SCIENTIFIC THINKING AND CURIOSITY

Scientific thinking is a type of knowledge seeking involving intentional information seeking, including asking questions, testing hypotheses, making observations, recognizing patterns, and making inferences (Kuhn, 2002; Morris et al., 2012). Much research indicates that children engage in this information-seeking process very early on through questioning behaviors and exploration. In fact, children are quite capable and effective in gathering needed information through their questions, and can reason about the effectiveness of questions, use probabilistic information to guide their questioning, and evaluate who they should question to get information, among other related skills (see Ronfard et al., 2018 for review). Although formal educational contexts typically give students questions to explore or steps to follow to “do science,” young children’s scientific thinking is driven by natural curiosity about the world around them, and the desire to understand it and generate their own questions about the world (Chouinard et al., 2007; Duschl et al., 2007; French et al., 2013; Jirout and Zimmerman, 2015).


What Does Scientific Curiosity Look Like?

Curiosity is defined here as the desire to seek information to address knowledge gaps resulting from uncertainty or ambiguity (Loewenstein, 1994; Jirout and Klahr, 2012). Curiosity is often seen as ubiquitous within early childhood. Simply observing children can provide numerous examples of the bidirectional link between curiosity and scientific reasoning, such as when curiosity about a phenomenon leads to experimentation, which, in turn, generates new questions and new curiosities. For example, an infant drops a toy to observe what will happen. When an adult stoops to pick it up, the infant becomes curious about how many times an adult will hand it back before losing interest. Or, a child might observe a butterfly over a period of time, and wonder why it had its wings folded or open at different points, how butterflies fly, why different butterflies are different colors, and so on (see Figure 1). Observations lead to theories, which may be immature, incomplete, or even inaccurate, but so are many early scientific theories. Importantly, theories can help identify knowledge gaps, leading to new instances of curiosity and motivating children’s information seeking to acquire new knowledge and, gradually, correct misconceptions. Like adults, children learn from their experiences and observations and use information about the probability of events to revise their theories (Gopnik, 2012).


[image: image]

FIGURE 1. A child looks intently at a butterfly, becoming curious about the many things she wonders based on her observations.


Although this type of reasoning is especially salient in science, curiosity can manifest in many different types of information seeking in response to uncertainty, and is similar to critical thinking in other domains of knowledge and to active learning and problem solving more generally (Gopnik, 2012; Klahr et al., 2013; Saylor and Ganea, 2018). The development of scientific thinking begins as the senses develop and begin providing information about the world (Inhelder and Piaget, 1958; Gopnik et al., 1999). When they are not actively discouraged, children need no instruction to ask questions and explore, and the information they get often leads to further information seeking. In fact, observational research suggests that children can ask questions at the rate of more than 100 per hour (Chouinard et al., 2007)! Although the adults in a child’s life might tire of what seems like relentless questioning (Turgeon, 2015), even young children can modify their beliefs and learn from the information they receive (Ronfard et al., 2018). More generally, children seek to understand their world through active exploration, especially in response to recognizing a gap in their understanding (Schulz and Bonawitz, 2007). The active choice of what to learn, driven by curiosity, can provide motivation and meaning to information and instill a lasting positive approach to learning in formal educational contexts.



How Does Curiosity Develop and Support Scientific Thinking?

There are several mechanisms through which children’s curiosity can support the development and persistence of scientific thinking. Three of these are discussed below, in sequence: that curiosity can (1) motivate information-seeking behavior, which leads to (2) question-asking and other information-seeking behaviors, which can (3) activate related previous knowledge and support deeper learning. Although we discuss these as independent, consecutive steps for the sake of clarity, it is much more likely that curiosity, question asking and information seeking, and cognitive processing of information and learning are all interrelated processes that support each other (Oudeyer et al., 2016). For example, information seeking that is not a result of curiosity can lead to new questions, and as previous knowledge is activated it may influence the ways in which a child seeks information.


Curiosity as a Motivation for Information Seeking

Young children’s learning is driven by exploration to make sense of the world around them (e.g., Piaget, 1926). This exploration can result from curiosity (Loewenstein, 1994; Jirout and Klahr, 2012) and lead to active engagement in learning (Saylor and Ganea, 2018). In the example given previously, the child sees that some butterflies have open wings and some have closed wings, and may be uncertain about why, leading to more careful observations that provide potential for learning. Several studies demonstrate that the presence of uncertainty or ambiguity leads to higher engagement (Howard-Jones and Demetriou, 2009) and more exploration and information seeking (Berlyne, 1954; Lowry and Johnson, 1981; Loewenstein, 1994; Litman et al., 2005; Jirout and Klahr, 2012). For example, when children are shown ambiguous demonstrations for how a novel toy works, they prefer and play longer with that toy than with a new toy that was demonstrated without ambiguity (Schulz and Bonawitz, 2007). Similar to ambiguity, surprising or unexpected observations can create uncertainty and lead to curiosity-driven questions or explanations through adult–child conversations (Frazier et al., 2009; Danovitch and Mills, 2018; Jipson et al., 2018). This curiosity can promote lasting effects; Shah et al. (2018) show that young children’s curiosity, reported by parents at the start of kindergarten, relates to academic school readiness. In one of the few longitudinal studies including curiosity, research shows that parents’ promotion of curiosity early in childhood leads to science intrinsic motivation years later and science achievement in high school (Gottfried et al., 2016). More generally, curiosity can provide a remedy to boredom, giving children a goal to direct their behavior and the motivation to act on their curiosity (Litman and Silvia, 2006).



Curiosity as Support for Directing Information-Seeking Behavior

Gopnik et al. (2015) suggest that adults are efficient in their attention allocation, developed through extensive experience, but this attentional control comes at the cost of missing much of what is going on around them unrelated to their goals. Children have less experience and skill in focusing their attention, and more exploration-oriented goals, resulting in more open-ended exploratory behavior but also more distraction. Curiosity can help focus children’s attention on the specific information being sought (e.g., Legare, 2014). For example, when 7–9-year-old children completed a discovery-learning task in a museum, curiosity was related to more efficient learning-more curious children were quicker and learned more from similar exploration than less-curious children (van Schijndel et al., 2018). Although children are quite capable of using questions to express curiosity and request specific information (Berlyne, 1954; Chin and Osborne, 2010; Jirout and Zimmerman, 2015; Kidd and Hayden, 2015; Luce and Hsi, 2015), these skills can and should be strategically supported, as question asking plays a fundamental role in science and is important to develop (Chouinard et al., 2007; Dewey, 1910; National Governors Association, 2010; American Association for the Advancement of Science [AAAS], 1993; among others). Indeed, the National Resource Council (2012) National Science Education Standards include question asking as the first of eight scientific and engineering practices that span all grade levels and content areas.

Children are proficient in requesting information from quite early ages (Ronfard et al., 2018). Yet, there are limitations to children’s question asking; it can be “inefficient.” For example, to identify a target object from an array, young children often ask confirmation questions or make guesses rather than using more efficient “constraint-seeking” questions (Mills et al., 2010; Ruggeri and Lombrozo, 2015). However, this behavior is observed in highly structured problem-solving tasks, during which children likely are not very curious. In fact, if the environment contains other things that children are curious about, it could be more efficient to use a simplistic strategy, freeing up cognitive resources for the true target of their curiosity. More research is needed to better understand children’s use of curiosity-driven questioning behavior as well as exploration, but naturalistic observations show that children do ask questions spontaneously to gain information, and that their questions (and follow-up questions) are effective in obtaining desired information (Nelson et al., 2004; Kelemen et al., 2005; Chouinard et al., 2007).



Curiosity as Support for Deeper Learning

Returning to the definition of curiosity as information seeking to address knowledge gaps, becoming curious-by definition-involves the activation of previous knowledge, which enhances learning (VanLehn et al., 1992; Conati and Carenini, 2001). The active learning that results from curiosity-driven information seeking involves meaningful cognitive engagement and constructive processing that can support deeper learning (Bonwell and Eison, 1991; King, 1994; Loyens and Gijbels, 2008). The constructive process of seeking information to generate new thinking or new knowledge in response to curiosity is a more effective means of learning than simply receiving information (Chi and Wylie, 2014). Even if information is simply given to a child as a result of their asking a question, the mere process of recognizing the gap in one’s knowledge to have a question activates relevant previous knowledge and leads to more effective storage of the new information within a meaningful mental representation; the generation of the question is a constructive process in itself. Further, learning more about a topic allows children to better recognize their related knowledge and information gaps (Danovitch et al., 2019). This metacognitive reasoning supports learning through the processes of activating, integrating, and inferring involved in the constructive nature of curiosity-drive information seeking (Chi and Wylie, 2014). Consistent with this theory, Lamnina and Chase (2019) showed that higher curiosity, which increased with the amount of uncertainty in a task, related to greater transfer of middle school students’ learning about specific science topics.



PROMOTING CURIOSITY IN YOUNG CHILDREN

Curiosity is rated by early childhood educators as “very important” or “essential” for school readiness and considered to be even more important than discrete academic skills like counting and knowing the alphabet (Heaviside et al., 1993; West et al., 1993), behind only physical health and communication skills in importance (Harradine and Clifford, 1996). Engel (2011, 2013) finds that curiosity declines with development and suggests that understanding how to promote or at least sustain it is important. Although children’s curiosity is considered a natural characteristic that is present at birth, interactions with and responses from others can likely influence curiosity, both at a specific moment and context and as a more stable disposition (Jirout et al., 2018). For example, previous work suggests that curiosity can be promoted by encouraging children to feel comfortable with and explore uncertainty (Jirout et al., 2018); experiences that create uncertainty lead to higher levels of curious behavior (e.g., Bonawitz et al., 2011; Engel and Labella, 2011; Gordon et al., 2015).

One strategy for promoting curiosity is through classroom climate; children should feel safe and be encouraged to be curious and exploration and questions should be valued (Pianta et al., 2008). This is accomplished by de-emphasizing being “right” or all-knowing, and instead embracing uncertainty and gaps in one’s own knowledge as opportunities to learn. Another strategy to promote curiosity is to provide support for the information-seeking behaviors that children use to act on their curiosity. There are several specific strategies that may promote children’s curiosity (see Jirout et al., 2018, for additional strategies), including:


1. Encourage and provide opportunities for children to explore and “figure out,” emphasizing the value of the process (exploration) over the outcome (new knowledge or skills). Children cannot explore if opportunities are not provided to them, and they will not ask questions if they do not feel that their questions are welcomed. Even if opportunities and encouragement are provided, the fear of being wrong can keep children from trying to learn new things (Martin and Marsh, 2003; Martin, 2011). Active efforts to discover or “figure out” are more effective at supporting learning than simply telling children something or having them practice learned procedures (Schwartz and Martin, 2004). Children can explore when they have guidance and support to engage in think-aloud problem solving, instead of being told what to try or getting questions answered directly (Chi et al., 1994).

2. Model curiosity for children, allowing them to see that others have things that they do not know and want to learn about, and that others also enjoy information-seeking activities like asking questions and researching information. Technology makes information seeking easier than it has ever been. For example, children are growing up surrounded by internet-connected devices (more than 8 per capita in 2018), and asking questions is reported to be one of the most frequent uses of smart speakers (NPR-Edison Research Spring, 2019). Observing others seeking information as a normal routine can encourage children’s own question asking (McDonald, 1992).

3. Children spontaneously ask questions, but adults can encourage deeper questioning by using explicit prompts and then supporting children to generate questions (King, 1994; Rosenshine et al., 1996). This is different from asking “Do you have any questions?,” which may elicit a simple “yes” or “no” response from the child. Instead, asking, “What questions do you have?” is more likely to provide a cue for children to practice analyzing what they do not know and generating questions. The ability to evaluate one’s knowledge develops through practice, and scaffolding this process by helping children recognize questions to ask can effectively support development (Kuhn and Pearsall, 2000; Chin and Brown, 2002).

4. Other methods to encourage curiosity include promoting and reinforcing children’s thinking about alternative ideas, which could also support creativity. Part of being curious is recognizing questions that can be asked, and if children understand that there are often multiple solutions or ways to do something they will be more likely to explore to learn “how we know and why we believe; e.g., to expose science as a way of knowing” (Duschl and Osborne, 2002, p. 40). Children who learn to “think outside the box” will question what they and others know and better understand the dynamic nature of knowledge, supporting a curious mindset (Duschl and Osborne, 2002).



Although positive interactions can promote and sustain curiosity in young children, curiosity can also be suppressed or discouraged through interactions that emphasize performance or a focus on explicit instruction (Martin and Marsh, 2003; Martin, 2011; Hulme et al., 2013). Performance goals, which are goals that are focused on demonstrating the attainment of a skill, can lead to lower curiosity to avoid distraction or risk to achieving the goal (Hulme et al., 2013). Mastery goals, which focus on understanding and the learning process, support learning for its own sake (Ames, 1993). When children are older and attend school, they experience expectations that prioritize performance metrics over academic and intellectual exploration, such as through tests and state-standardized assessments, which discourages curiosity (Engel, 2011; Jirout et al., 2018). In my own recent research, we observed a positive association between teachers’ use of mastery-focused language and their use of curiosity-promoting instructional practices in preschool math and science lessons (Jirout and Vitiello, 2019). Among 5th graders, student ratings of teacher emphasis on standardized testing was associated with lower observed curiosity-promotion by teachers (Jirout and Vitiello, 2019). It is likely that learning orientations influence children’s curiosity even before children begin formal schooling, and de-emphasizing performance is a way to support curiosity.

In summary, focusing on the process of “figuring out” something children do not know, modeling and explicitly prompting exploration and question asking, and supporting metacognitive and creative thinking are all ways to promote curiosity and support effective cognitive engagement during learning. These methods are consistent with inquiry-based and active learning, which both are grounded in constructivism and information gaps similar to the current operationalization of curiosity (Jirout and Klahr, 2012; Saylor and Ganea, 2018; van Schijndel et al., 2018). Emphasizing performance, such as academic climates focused on teaching rote procedures and doing things the “correct” way to get the right answer, can suppress or discourage curiosity. Instead, creating a supportive learning climate and responding positively to curiosity are likely to further reinforce children’s information seeking, and to sustain their curiosity so that it can support scientific thinking and learning.



CONCLUSION: A CALL FOR RESEARCH

In this article, I describe evidence from the limited existing research showing that curiosity is important and relates to science learning, and I suggest several mechanisms through which curiosity can support science learning. The general perspective presented here is that science learning can and should be supported by promoting curiosity, and I provide suggestions for promoting (and avoiding the suppression of) curiosity in early childhood. However, much more research is needed to address the complex challenge of educational applications of this work. Specifically, the suggested mechanisms through which curiosity promotes learning need to be studied to tease apart questions of directionality, the influence of related factors such as interest, the impact of context and learning domain on these relations, and the role of individual differences. Both the influence of curiosity on learning and effective ways to promote it likely change in interesting and important ways across development, and research is needed to understand this development-especially through studying change in individuals over time. Finally, it is important to acknowledge that learning does not happen in isolation, and one’s culture and environment have important roles in shaping one’s development. Thus, application of research on curiosity and science learning must include studies of the influence of social factors such as socioeconomic status and contexts, the influence of peers, teachers, parents, and others in children’s environments, and the many ways that culture may play a role, both in the broad values and beliefs instilled in children and the adults interacting with them, and in the influences of behavior expectations and norms. For example, parents across cultures might respond differently to children’s questions, so cross-cultural differences in questions likely indicate something other than differences in curiosity (Ünlütabak et al., 2019). Although curiosity likely promotes science learning across cultures and contexts, the ways in which it does so and effective methods of promoting it may differ, which is an important area for future research to explore. Despite the benefits I present, curiosity seems to be rare or even absent from formal learning contexts (Engel, 2013), even as children show curiosity about things outside of school (Post and Walma van der Molen, 2018). Efforts to promote science learning should focus on the exciting potential for curiosity in supporting children’s learning, as promoting young children’s curiosity in science can start children on a positive trajectory for later learning.
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Some science educators claim that children enter science classrooms with a conception of heat considered by physicists to be incorrect and speculate that “misconceptions” may result from the way heat is talked about in everyday language (e.g., Lautrey and Mazens, 2004; Slotta and Chi, 2006). We investigated talk about heat in naturalistic conversation to explore the claim that children often hear heat discussed as a substance rather than as a process, potentially hindering later learning of heat as energy involved in emergent processes. We explored naturalistic speech among children and adults to understand the nature and the frequency of heat- and temperature-related conversations that young children are involved in. This study aims to investigate the actual linguistic resources that children have available as part of a sociocultural approach to cognitive development. Parents’ everyday conversations about heat and temperature with their 2–6-year-old children were drawn from the Child Language Data Exchange System (CHILDES) language database and from a parent–child book-reading study. Parents used the word heat rarely, but they did so in ways that implied it is a substance. Parents never talked about heat as an emergent process but sometimes as a direct causal process. Most of the heat- and temperature-related talk, however, focused on words like hot and cold to describe temperature as a property of objects. This investigation of what young children actually experience in everyday conversations is a step toward studying how everyday language may play a role in children’s understanding of heat and temperature.
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INTRODUCTION

Children develop “intuitive” ideas about key physical concepts and phenomena through everyday navigation of their environments and activities (Piaget, 1974; diSessa, 1996; Wellman and Gelman, 1998; Gopnik and Meltzoff, 2002; Wilkening and Huber, 2004), and yet paradoxically, they often have great difficulty understanding similar concepts later in science classrooms (e.g., McCloskey, 1983). Debates about this discrepancy between “naïve” physics and formal physics have often pitted theories that emphasize the cognitive aspects of conceptual change against theories that emphasize the processes of reasoning occurring in the context of phenomenological experience or sociocultural activities. A more productive path may be to acknowledge that individuals have multiple repertoires (both conceptual and experiential) for understanding complex scientific concepts (Hammer, 2000; Amin, 2009, 2015; Vosniadou, 2009). In this study, we draw upon a sociocultural framework by focusing on a crucial piece that is often left out of these discussions: a characterization of the everyday experiences within which children come to understand and use such concepts (Rogoff et al., 2018).

Heat and temperature provide an excellent example of a conceptual domain where children’s well-developed everyday notions come up against very different scientific notions. For example, toddlers begin to learn about temperature concepts by experiencing and talking about such things as cold water, hot stoves, and warm fuzzy slippers. Despite extensive evidence of young children’s clear expression of temperature concepts in everyday language, understanding the concepts of heat and temperature in formal science instruction proves to be difficult for many students even in high school (e.g., Clough and Driver, 1985; Erickson and Tiberghien, 1985; Lewis and Linn, 1994). Some science education researchers have suggested that this results from “misconceptions” in young children’s everyday knowledge that are often quite distinct from current “scientific” conceptions of these phenomena (Shtulman, 2017; see Abimbola, 1988; Hammer and Van Zee, 2006, for discussions of the term “misconception”). For example, there is evidence that students often conflate the concepts of heat and temperature (Wiser and Carey, 1983; Wiser, 1995). Chi and colleagues (Slotta et al., 1995; Chi, 2005) argue that students incorrectly conceptualize heat as a substance, which leads to a difficulty in understanding heat as an emergent process.

Prior research and theory suggest the importance of two essential sources of children’s learning of concepts such as heat and temperature. First, scientific concepts are argued to emerge in children’s phenomenological experiences (diSessa, 1993b). Second, instruction (Chi, 2005), also called “testimony” (Harris, 2002; Harris and Koenig, 2006) or “input” (Gelman, 2009), is argued to serve as another distinct source for children’s conceptions. Taking a sociocultural perspective, our view is that these two sources are, in fact, intertwined in the learning that happens in children’s everyday lives, where testimony occurs in the midst of phenomenological experience (Rogoff et al., 2018). Several researchers have speculated that everyday language about heat and temperature may mislead children to ideas about these topics that differ from the current scientific ideas. For example, Slotta and Chi (2006) speculate that the ways heat is talked about in everyday contexts may contribute to the miscategorization of heat as a substance rather than as an emergent process. Furthermore, Lautrey and Mazens (2004) suggest that there are few linguistic supports in everyday language for thinking about heat as energy transfer (in contrast to sound, also argued to be an emergent process, for which terms such as resonate and vibrate are available to intuitively describe it). Despite these speculations, there is very little systematic investigation of the actual everyday linguistic supports for thinking about heat and temperature that are available to young children, either in family settings or in classroom settings. Rather, most of the previous research assesses children’s understanding in structured experimental settings (e.g., Wiser and Amin, 2001; Clark and Jorde, 2004). Our goal in this study is to illuminate the potential contribution of spontaneous everyday language during family activity to children’s developing conceptions of heat and temperature. Along with others (Rosebery et al., 2010), we argue that children’s experiences, interpretations, and meanings of the phenomena of temperature are varied. Therefore, we cannot assume that all children have similar experiences and meanings to draw upon in any given context. In this study, we aim to explore the variation in linguistic contexts in which children converse with others about temperature in order to expand our knowledge of variation and its potential importance in science learning.

As background to the current study, we first present Slotta and Chi’s ontological framework for understanding children’s concepts of heat. Second, we briefly discuss the alternative views raised by others regarding both children’s concepts and scientists’ concepts of heat, considering both diSessa’s “knowledge-in-pieces” view and the “theory theory” view. Finally, we argue that investigation of parent–child conversations in meaningful activity is necessary to fully understand how children’s scientific knowledge develops (Rogoff, 1990; Callanan and Jipson, 2001; Crowley and Jacobs, 2002; Rogoff et al., 2018) and, in this case, to evaluate the claim that everyday language encourages particular misunderstandings. We argue that instead of pitting theories against each other, we can find productive points of overlap that open up new avenues for research.


Slotta and Chi’s Ontological View

Slotta, Chi, and colleagues (Slotta et al., 1995; Reiner et al., 2000; Chi, 2005; Slotta and Chi, 2006) proposed that students’ difficulty in understanding the nature of heat stems from their misconceptualization of heat as a substance rather than as a process. Drawing on developmental psychology literature (e.g., Keil, 1979, 1983), they have claimed that students incorrectly assign heat to the ontological category of substances. They argue that heat is best conceptualized not as a substance but as an “emergent process,” defined as dynamic ongoing interactions of the components within a system, which involves energy transfer and simultaneity at a molecular level (e.g., diffusion of two liquids). More recently, Chi and colleagues have argued that when students do think of heat as a process, rather than as a substance, they still usually misconstrue it as a “direct causal process.” In contrast to emergent processes, direct causal processes are defined as simple causal interactions in which the behaviors of the components within a system are distinct and sequential (e.g., a heart pumps, causing blood to circulate). Some argue that the emergent process view of heat is used or preferred by physicists (Slotta et al., 1995; Slotta and Chi, 2006; but see Zemansky, 1970; diSessa, 1993a; Hobson, 1995, for other process views). In one study, physics novices (9th graders) and physics experts (graduate students and postdocs) responded to heat-related problems (e.g., “Two cups of hot coffee are poured into two cups: a Styrofoam cup and a ceramic mug. Both are sealed with airtight lids. After 20 min, what would you predict for the temperatures in both cups?”) The participants’ language was coded as substance-based if they expressed, for example, that heat gets trapped (contained) or that it moves from object to object, and as emergent process-based if they talked about heat as a process of energy transfer (including excitation of molecules). Physics novices were more likely to use substance predicates than process predicates for the heat problem, whereas physics experts were more likely to use process predicates (Slotta et al., 1995).

Children and non-expert adults in Slotta and Chi’s studies responded in ways that suggest they think of heat as a substance or direct causal process rather than emergent process (Slotta et al., 1995; Reiner et al., 2000; Slotta and Chi, 2006). In support of this view, earlier interview research found that young children (under 6 years) seemed to view heat and cold as distinct substances that are inherent properties of objects and that can be accumulated and contained (Albert, 1978; Erickson, 1979; Clough and Driver, 1985). The oldest children studied (9–10-years-old) mentioned concepts of heat energy transfer similar to conduction (energy transfer due to contact) and to radiation or convection (energy transfer by proximity or currents); however, it is unclear whether these children understood heat as an emergent process.

Chi and colleagues argue that because students do not readily understand the class of emergent processes, they must be instructed to learn this ontological category and reassign the concept of heat to it (Slotta and Chi, 2006). In various studies, they measured which ontology (substance or emergent process) high school and college students used to assign the concept of heat (and other phenomena such as light and electric current) before and after instruction in the emergent process ontology (Slotta et al., 1995; Slotta and Chi, 2006). In one study, instructing undergraduate students in the emergent process ontology facilitated their greater use of emergent process predicates on problems of electric current when compared to a control group (Slotta and Chi, 2006). Wiser and Amin (2001) provided some preliminary evidence for the potential effectiveness of such instruction. Four eighth-grade students were directly instructed that there are two alternative ways to think about heat and temperature: an “everyday” and a “scientific” way. Students were explicitly taught that these ways of thinking make use of the same words (e.g., heat) but convey different meanings (scientific heat refers to a process of energy transfer, whereas everyday heat can refer to a substance that moves). Children who participated in this metaconceptual teaching unit were argued to have come to view these as compatible but differentiated models based on their tendency to talk about heat as molecular energy when solving problems in a testing situation after the lessons, where the interviewer asked them to clarify their statements in terms of “everyday” and “scientific” heat.



Alternative Views: Knowledge in Pieces and Theory Change

The distinction Slotta and Chi made between substance-based and emergent process-based concepts of heat has been questioned from the standpoint of how both children and practicing physicists think about heat. diSessa (1993a) suggested that people do have everyday experiences with more physics-like ontologies, such as equilibrium changes, and thus may have some intuitive knowledge about processes. He further questions the assumption that most physicists attribute heat, as a form of energy, to an emergent process ontology, arguing instead that physicists may think about energy as a substance-like entity (having location, being conserved, “flowing,” even having mass) that is transferred in situations such as heating. In fact, many physicists may, at times, find it appropriate to speak about heat as a substance, as indicated in some physics textbooks (e.g., ter Haar and Wergeland, 1960; Reif, 1965). For example, Reif (1965) mentions that the “amount of heat is transferred” (p. 106) and “heat is absorbed by the system at the lower absolute temperature T and given off by the system.” (p. 106). Granting that this language is likely being used in a metaphorical way or as a strategy to avoid the difficulty of explaining the complex non-intuitive notion of emergent processes, the variability in children’s, as well as physicists’, thinking (or at least ways of expressing concepts) still suggests that knowledge about heat may not be organized strictly in terms of ontological categories such as substance and process (diSessa, 1993b; Clark, 2006; Siegler, 2007). Indeed Chi later revised her claim to include conceptualizations of heat as “direct causal process” as more advanced than a substance-based view, although still inferior to an emergent process view.

Theory change proponents, rather than focusing on children’s misconceptions, argue that conceptual change occurs through the gradual formation and the subsequent revision of broad intuitive theoretical frameworks (see Carey, 1985, 1991; Vosniadou and Brewer, 1992; Gopnik and Meltzoff, 2002; Lautrey and Mazens, 2004). While children’s statements often seem inaccurate in light of the adult or scientific view, they are argued to be consistent with a coherent alternative theory held by the child. For example, children may first have a theory that conflates heat and temperature, and only later in development separate those into two distinct concepts. Also, children may revise components of theories at different rates, resulting in the differential understanding of two phenomena – sound and heat, for example (Lautrey and Mazens, 2004) – supporting the notion that children can hold distinct theories that can be revised at different rates based on evidence.

Proponents of the knowledge-in-pieces view argue that knowledge about physics is more loosely organized than either ontological categories or theories, such that children, as well as physicists, do not have a single conception of heat or may necessarily use several ontologies when thinking about heat (diSessa, 1988, 1993a; Gupta et al., 2010). On this view, the expression of knowledge may appear as assemblies of pieces coming together in the moment to solve a particular problem or as a process of drawing upon various resources one has for thinking about a phenomenon (Hammer, 2000). Findings that are argued to support this view include those showing that people are likely to reason differently across contexts (Clark and Jorde, 2004; Clark, 2006) and that thinking about varied prior experiences can help students engage with different aspects of a phenomenon (Rosebery et al., 2010). For example, when responding to heat-related word problems, eighth-grade students often expressed multiple contradictory ideas, which included claiming at one point that metal objects will be of the same temperature as glass objects in an oven and claiming at another point that the metal objects will be hotter because metal is a good conductor (Clark, 2006). Children also reasoned differently depending on the context of the task and used prior experiences to support their reasoning. For example, one student claimed that wood and metal objects would be of the same temperature when placed in a hot trunk but not when placed in a hot oven. Others claimed that metal is a good insulator because people wrap soda cans in aluminum foil to keep them cold (see also Lewis and Linn, 1994; Brookes and Etkina, 2015).

The literature presents conflicting results regarding how children’s knowledge is organized and how learning occurs, and multiple theories have different explanations for the same findings. The available evidence has been argued to support the ontological category view, the theory theory view, and the knowledge-in-pieces view (diSessa, 1988; Lautrey and Mazens, 2004; Slotta and Chi, 2006), and yet theorists on all sides of the debate have competing explanations for similar data. For example, while some theorists see inconsistent responses about heat as evidence of “knowledge in pieces,” others argue that they are evidence that children are in transition between two coherent theories (Lautrey and Mazens, 2004) or that children have a coherent but incomplete version of an ontological view (Chi, 2005).

Studies of children’s conceptions of phenomena such as heat and sound (e.g., Mazens and Lautrey, 2003; Clark, 2006) have aimed to test a theory theory view against a “knowledge-in-pieces” view. By using semi-structured interviews to assess 6–10-years-old children’s predictions and explanations for sound-related problems, Mazens and Lautrey (2003) found that children were not consistent in interpreting sound as a substance. Children instead assigned some aspects of sound to process ontology, suggesting that they entertain multiple ontologies for sound at the same time. Mazens and Lautrey (2003) interpreted this as evidence for theory theory and as evidence for the gradual transition from one intuitive theory to another. However, one might argue instead that such variation in the same child’s responses could support a more flexible view of knowledge, such as the knowledge-in-pieces view (Gupta et al., 2010). Furthermore, Slotta and Chi (2006) revised their claim that the substance ontology must be replaced by an emergent process ontology, suggesting that these two ontological categories can exist in parallel, where students learn which one is appropriate in which situations. Thus, it is difficult to empirically distinguish among these three theoretical approaches. Indeed more recent work argues for developing a new view that moves beyond trying to choose among theories and instead considers how learners incorporate multiple types of resources (including embodied experience, conceptual metaphors and other cognitive models, scientific language and everyday language) in understanding abstract scientific concepts (Hammer, 2000; Amin, 2015).

In order to integrate the sources available to the child, one type of data that is largely missing is the detailed analysis of young children’s exposure to ideas about heat and temperature as they relate to everyday discourse. Regardless of one’s theoretical orientation, we suggest that a crucial next step is to investigate the varied everyday situations in which young children experience talk and action related to heat and temperature. In particular, we need more information about everyday discourse in order to articulate the data available to children as they create and revise their understanding of heat and temperature across contexts.



Social Context of Scientific Thinking

From each of the outlined perspectives – ontological, knowledge-in-pieces, theory change – the way heat is talked about in everyday contexts is a potentially important piece of the puzzle regarding how children come to understand heat and respond to heat-related problems across contexts. Slotta and Chi and others speculated that commitments to ontologies such as substance may be reinforced by everyday language (Zemansky, 1970; Erickson and Tiberghien, 1985; Hobson, 1995; Slotta and Chi, 2006), and recent data support some of these claims (Brookes and Etkina, 2015). For example, someone might say: “Shut the door, you’re letting out all of the heat.” Hearing heat used as a noun with the implication that it is a substance that can move from one location to another may present an obstacle to understanding heat as energy or as an emergent process.

While diSessa (2000) and others would disagree that speaking about heat as if it is a substance or a direct causal process is categorically limiting or wrong, the knowledge-in-pieces view also calls for an account of how children encounter discourse about heat and temperature in everyday situations. diSessa’s view focuses mostly on the phenomenological experiences of heat and temperature, but we suspect that he would agree that it is important to investigate how language is used to describe or make sense of those experiences as well. diSessa (2000) describes the potential disconnect between learning the words and the meanings of a physical phenomenon and how that phenomenon is experienced. Related to this point, a recent study by Jeppson et al. (2017) used infrared cameras to support 7–8-year-old students in discussing and conceptualizing heat as a process in the context of their embodied experience. Thus, it seems important to investigate how students merge experiences of heat and temperature with words and meanings that people use to communicate about them (see also Rosebery et al., 2010).

Finally, from a theory theory perspective, Lautrey and Mazens (2004) argue that children’s theories of heat and sound may be partly influenced by ways that language does or does not provide support for thinking about such difficult concepts. For example, hearing the expressions vibrate and resonate for the process of sound may provide children with a “direct intuition” about the mechanism of sound transfer. They suggest that language supports for heat transfer seem less available than those for sound in everyday experiences. This points to the importance of considering everyday experiences in children’s theory revision processes.

We argue, then, that what is sorely needed in the field is an analysis of the language that young children actually hear from their parents (and other adults) about heat and the related concept of temperature. Do parents talk about heat in ways that suggest that heat is an entity or a substance that moves from one object to another? How do parents and children talk about the related concept of temperature? Parent–child conversation is a prominent social interaction context for young children. Research on Western parent–child conversations reveals that such contexts can offer rich opportunities for conceptual development and scientific thinking in which parents help children understand the world as they experience it and offer knowledge about the world to which children may not have direct access (Vygotsky, 1978; Bruner, 1983; Tizard and Hughes, 1984; Callanan and Oakes, 1992; Snow and Kurland, 1996; Crowley et al., 2001; Harris, 2002). Investigating the linguistic context in which children learn about heat and temperature would further allow for future analysis of the links between language and non-linguistic conceptualizations of heat. We can also ask about whether parents’ talk about heat and temperature varied as a function of children’s age within the age range from toddlers to school entry. It is possible that parents’ language may change over this age range as they perceive children to become more sophisticated in their comprehension.

The present study investigates children’s early experiences with heat- and temperature-related concepts in several corpora of naturalistic parent–child conversations (three cross-sectional and three longitudinal data sets). Conversations were drawn from the Child Language Data Exchange System (CHILDES) and from a study of video-recorded book-reading sessions (Callanan et al., 1995) to explore the range of everyday contexts in which parents and children talk about heat and temperature.



MATERIALS AND METHODS


CHILDES Database

We used the CHILDES as a source of naturalistic family conversation about heat and temperature. Created by Brian MacWhinney (1995), CHILDES is a shared database of transcripts and audio files of children’s recorded conversation and speech. The corpus consists of Institutional Review Board-approved data that are contributed by researchers. For this study, British English conversations were excluded because of our unfamiliarity with the dialect. Four criteria were used to select databases to include in this study: The children studied were between the ages of 2 and 7 years, the recordings of speech were in everyday settings such as homes, parents were present during the recordings, and the database included only one study (some databases include transcripts from multiple studies with different samples of children and different settings).


Participants

The CHILDES data were drawn from five databases: Hall (Hall and Tirre, 1979), Gleason (Gleason et al., 1984), Sachs (Sachs, 1983), Kuczaj (Kuczaj, 1976), and Brown (Brown, 1973). Table 1 displays information about the nature of the data collection, demographic information, age, and gender for the participants.


TABLE 1. Participant information for each data source.
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Materials and Procedure

The speech recordings were transcribed in the CHAT transcription format and uploaded to the CHILDES database by each contributor (MacWhinney, 1995). We used the CLAN program (kwal command), designed for searching and analyzing transcript information, to search the transcripts for the heat- and temperature-related words shown in Table 2. The keyword search was broadened beyond the term heat because it was predicted that parents and children might use many other words conceptually related to heat, such as hot, cold, and warm.


TABLE 2. The heat- and temperature-related words (and frequency of occurrence) searched for in the Child Language Data Exchange System databases and Snowman Study transcripts.
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The utterance that contained the keyword and the three lines before and after the utterance were returned in CHAT format. These seven-line conversation segments were then coded. The entire transcript was consulted if more conversational context was necessary to interpret the utterance. Examples of seven-line conversation segments are shown below:


Keyword: hot. File “gas.cha”: line 14452

Mother: you observe more than I do #.

Child: what is dis [: this] black stuff?

Mother: that’s just the cheese browning.

Mother: when the oven is hot, cheese browns a little bit.

Mother: it taste good.

Mother: sure you don’t want a taste #?

Child: you please don’t have any of moi [: my] stuff.




Keyword: warm. File “ded.cha”: line 690

Father: it’s not time yet.

Father: it’s not time to go yet.

Child: yeah well I’m getting in [!].

Father: no, because you will be too warm in this inside.

Child: no I won’t.

Father: wait Mommy still has a little more time left, you’re gonna [: going to] be too warm and then you’ll go out and get a cold.

Father: right?




Keyword: warm. File “adam03.cha”: line 1495

Child: Adam don’t wear wear shoe.

Mother: yes # Adam does wear shoes.

Child: take shoe off?

Mother: shoes help keep your feet warm.

Child: keep feet warm?

Mother: what do you wear over your shoes when it’s raining?

Child: oh no xxx wear shoes.





Coding Heat and Temperature Words

A five-category coding scheme was developed to capture the ways that parents and children talked about the word heat and other temperature words: substance, emergent process, vague process, property, and other meaning. Table 3 shows a list of the coding categories and examples from the data. The coding scheme began with the original substance and emergent process codes1 of Slotta et al. (1995), and other codes were added.


TABLE 3. Heat- and temperature-related coding categories and examples from the data.
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The substance code was used to identify cases in which heat or heat- and temperature-related ideas were expressed in substance predicates, implying that heat can be contained, quantified, absorbed, and accumulated (e.g., “You can’t feel the heat?” “The heat…is out in the room,” “Heat right in the fire,” “Close that window, it’s cold in there we got no heat”).

The emergent process code was used to identify cases in which heat or heat- and temperature-related ideas were expressed with the particular process predicates that Slotta et al. (1995) identify as reflecting a conceptualization of heat as an acausal interaction or a constraint-based interaction. Emergent process predicates imply that heat is a process involving transfer, excitation, interaction, equilibrium-seeking, simultaneity, and uniform and continuous interactions of components (Chi, 2005; see Table 3 for an example).

The vague process category was added because parents and children sometimes identified temperature change as a process, without including the word heat. They discussed temperature change in ways that did not reflect an emergent process conceptualization (at the molecular level) and instead focused on processes at a more macroscopic level. Vague process includes mentions of the heating or temperature change process without indicating heat as a substance (e.g., “Just heat it and serve it,” “We have to wait for it to heat up,” “It’s getting warmer,” “You don’t want to get cold”), suggesting that heating and cooling are macro-level processes. References to temperature change were also further coded into three sub-categories: proximity indicated that temperature change is related to whether an object is close to or far from a heat source or indicated the location of an object, time included explicit mentions of time, and contact indicated that temperature change is associated with coming into contact with or being in the presence of a heat source (see Table 3).

In addition to the substance and process codes, a property code was developed to capture talk about heat and temperature words as adjectives, suggesting that they are properties of objects (e.g., “That’s a hot fire,” “My peas are cold”).

The other meaning category was included to capture metaphorical and other uses of hot and cold as well as isolated words that did not have sufficient context to determine the intended meaning (see Table 3).

The utterance that contained the keyword was the unit of analysis, and utterances that contained more than one keyword were coded only once. For example, the utterance this is hot and that is cold was given only the property code. This was done to keep the coding unit at the utterance level already determined in the CHAT transcription guidelines. For utterances that contained two keywords that could be coded differently, the primary coder determined which code best captured the meaning of the conversation within which the utterance was embedded. Inter-coder reliability was established on 20% of the utterances. Percent agreement ranged from 85 to 89% and Cohen’s Kappas ranged from 0.75 to 0.80 (excellent level of agreement according to Bakeman and Gottman, 1986). Disagreements were resolved through discussion.



Coding Conversational Contexts

A nine-category coding scheme was developed to capture the range of conversational contexts in which parents and children talked about aspects of heat and temperature. Each of the 1,738 heat- and temperature-related utterances in our selected CHILDES data was coded into one of the nine categories. The categories aim to capture context in a broad sense that considers both activity setting and topic discussed, including either participating in or talking about meal times, weather, body temperatures, dressing in clothing, touching objects, heat sources, bathing, and swimming. A ninth category (other) included the idiomatic uses of the keywords as well as cases where the context was not clear from the transcript. To establish inter-coder reliability, two people coded 33% of the utterances. Cohen’s Kappa was 0.95 (excellent agreement). Disagreements were resolved through discussion.



Snowman Book-Reading Task


Participants

Fifty-one parent–child dyads participated in this book-reading study (see Callanan et al., 1995), including four age groups: 2-year-olds (six boys and six girls, mean age = 23.87 months, SD = 1.70, range = 22–27 months), 3-year-olds (seven boys and seven girls, mean age = 35.71 months, SD = 1.43, range = 33–38 months), 4-year-olds (six boys and six girls, mean age = 45.58 months, SD = 2.71, range = 42–50 months), and 5-year-olds (seven boys and six girls, mean age = 58.46 months, SD = 1.94, range = 56–63 months). Of the 51 parents, 47 were mothers and four were fathers. The families were recruited through daycare centers and informal contacts of the researchers and other participants (see Table 1 for data collection and demographic information).



Materials and Procedure

Parents and children read the wordless children’s book The Snowman (Briggs, 1978). The storybook depicts a boy’s adventure in making a snowman that “comes to life” and is introduced to household items such as a fireplace, stove, hot water, and a freezer. Because the book does not contain words, parents and children may narrate the story as they wish. It was expected that because of the snowman’s encounters with hot and cold household items and his propensity to melt, parents and children would talk about heat and temperature.

The researchers video-recorded the families in their homes. The parent–child dyads (one parent and one child) first engaged in making muffins together, with the exception of the 2-year-olds who only read the book. While the muffins were baking, the parent and the child read the book together. The video-recorded sessions were transcribed.



Coding

The transcripts were searched for temperature-related words (see Table 2) as in the CHILDES procedure. The five-category coding scheme (substance, emergent process, vague process, property, and other) described in the CHILDES coding section above and in Table 3 was also used for the Snowman Study analysis. Inter-coder reliability was established on 20% of the utterances. Percent agreement was 89–91% and Cohen’s Kappa was 0.83 (excellent; Bakeman and Gottman, 1986). Disagreements were resolved through discussion. Because in this data set each parent-child dyad was engaged in the activity of book reading, the conversation context coding scheme was not relevant.



RESULTS AND DISCUSSION

This section is divided into three main analyses (with discussion following each analysis) that include both the CHILDES and the Snowman Study, and main findings are provided and discussed for each analysis. Analysis 1 tests the claim that children hear adults talk about heat as a substance. Analysis 2 explores the range of different heat- and temperature-related words parents and children used, asking how often they occurred in everyday conversations, and how often they were used as property, substance, or process. Analysis 3 describes how such words were used across different everyday activity contexts for the CHILDES databases only.


Analysis 1: The Keyword Heat Only

Because the word heat is of particular importance in conceptions of heat and temperature, it was separated out from all other keywords for analysis. This analysis tested the claim that young children often hear the word heat talked about as a substance (Slotta and Chi, 2006).


Main Finding 1

Parents used the word heat rarely, but when they did, they most often talked about heat in ways that are consistent with it being a substance.

Of the 2,138 coded utterances across all CHILDES databases and the Snowman Study data, 49 contained the keyword heat. Of these instances, 42 (86%) were spoken by parents and seven (14%) were spoken by children. For children, three (43%) of their references to heat were coded as substance, three (43%) as vague process, and one (14%) as other. For parents, 29 (69%) of their references to heat were coded as substance and 13 (31%) were coded as vague process [χ2(1, N = 42) = 6.10, p = 0.014]. As Chi and colleagues would predict, emergent processes were never discussed.

As an exploratory analysis, we developed a sub-category of the substance code (substance-involved-in-direct-process) that was used to identify the instances when parents or children seemed to identify heat as a substance but also implied that it was involved in a direct causal process where, based on Chi’s conceptualization, there is directionality and the movement is not described explicitly as continuous or simultaneous (e.g., “This is where the heat comes in this house,” “And they’re still sending up the heat,” “You hold it in your hands and it gets soft so that you get the heat from your hands”)2. The percent agreement between two coders was 88%; Cohen’s Kappa = 0.80 for all heat statements.

Further analysis including the substance-involved-in-direct-process code made little difference in the pattern of children’s talk; of their three substance comments, one was recoded as substance-involved-in-direct-process. For parents, 20 of their 29 references to heat remained coded as substance, and nine were re-coded as substance-involved-in-direct-process. Thus, a strict interpretation of Chi’s idea is supported – parents do most often talk about heat in ways that are consistent with it being a substance and never as an emergent process. Children were also heard talking about heat involved in macro-level processes. Almost equal in frequency to the talk about heat as a substance were the comments about heat as a general process, if we combine substance-involved-in-direct-process and vague process talk compared with substance talk (52 versus 48%). However, it is important to emphasize that this is very different from emergent process at the molecular level. When parents used the word heat, then it was most often either substance-based or focused on direct (macro-level) causal processes. At the same time, the word heat occurred rarely in these conversations, which suggests that children may actually be getting very few opportunities to hear about how adults conceptualize the concept of heat in everyday talk. In the few instances where children used the word heat, they were equally likely to use substance-based language and vague process-based language.

Most of the conversations about heat and temperature did not include the word heat. The next analysis focuses on utterances that contained the other temperature-related words.



Analysis 2: All Temperature Keywords (Excluding Heat)

Cold and hot were the most frequently observed words (see Table 2). Table 4 displays the percentage of utterances in each database containing temperature words that were coded as each type of talk. Heat- and temperature-related words were never talked about as emergent processes in any CHILDES database or in the Snowman Study; therefore, the category was excluded from analyses. Because the metaphorical or other meanings of heat- and temperature-related words were not of interest for the current study, the other category was also excluded from subsequent analyses. In databases where children’s gender was known, analyses were initially conducted with gender as a between-subjects factor. No significant effects or interactions involving gender were found; therefore, it was excluded from all subsequent analyses. All analyses were conducted separately for parents and children.


TABLE 4. Percentage of “heat” and temperature utterances coded as each type of talk by database.
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In analysis 2, our second and third main findings are stated and then the corresponding analyses from each of the relevant databases are presented.


Main Finding 2

Both parents and children talked about heat- and temperature-related words as properties of objects more often than they talked about them as vague processes or as substances in all but one of the databases. The only exception is that parents of older children in one database (Gleason) talked equally about properties and vague processes.



Main Finding 3

Although the parents did not talk in ways that are consistent with emergent processes or substances, they did sometimes give information about vague processes. In addition, parents in the Snowman Study mentioned three aspects of the process of temperature change.



CHILDES Database: Gleason Dinner

In this database, neither parents nor children talked about temperature-related words as substances. Therefore, a paired-samples t-test compared the parents’ use of two types of talk: property and vague process. As shown in Figure 1, the parents talked about temperature-related words as properties of objects (M = 3.36, SD = 5.57) more frequently than they talked about them as vague processes [M = 0.82, SD = 1.59; t(21) = 2.73, p < 0.02, d = 0.62].
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FIGURE 1. Types of Talk for parents from Gleason, Hall, and Snowman Study.


The 18 children whose ages were known were divided into two age groups: younger children who were 2–3.5 years old (four girls and five boys, mean age = 32 months, SD = 4.50) and older children who were 3.5–5 years old (three girls and six boys, mean age = 50.67 months, SD = 5.19). An analysis of how parents’ talk about heat and temperature varied with age was conducted in a 2 (type of talk: property, vague process) × 2 (age group: younger, older) mixed ANOVA on the frequency of the parents’ use of these types of talk. Type of talk was a within-subject factor and age group was a between-subjects factor. In a significant interaction [F(1, 16) = 7.00, p < 0.02, ηp2 = 0.30], the parents of younger children used heat- and temperature-related words as properties of objects (M = 7.00, SD = 7.21) more than as vague processes [M = 1.33, SD = 2.18; t(8) = 3.18, p = 0.013, d = 1.06], whereas the parents of older children talked about properties (M = 1.11, SD = 1.96) and vague processes (M = 0.33, SD = 0.71) with similar frequency [t(8) = 1.58, p = 0.15] (see Figure 2).
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FIGURE 2. Parents’ Types of Talk for Younger and Older Children in the Gleason Database.


The children’s use of the two types of talk was compared in a paired-samples t-test. The children talked about heat- and temperature-related words as properties (M = 1.00, SD = 1.66) more frequently than they talked about them as vague processes [M = 0.23, SD = 0.61; t(21) = 2.85, p < 0.01, d = 0.62]. In a separate mixed ANOVA on younger and older children’s talk, no age difference was found.



CHILDES Database: Hall

The parents’ use of the types of talk (property, substance, and process) was analyzed in a one-way repeated-measures ANOVA, revealing a significant type of talk effect [F(2, 37) = 17.29, p < 0.001, ηp2 = 0.48], as shown in Figure 1. Pairwise comparisons indicated that parents talked about heat- and temperature-related words as properties (M = 4.95, SD = 5.37) more frequently than they talked about them as substances [M = 0.10, SD = 0.38; t(38) = 5.68, p < 0.001, d = 1.27] or as vague processes [M = 1.67, SD = 1.88; t(38) = 4.75, p < 0.001, d = 0.82] and that parents talked about heat- and temperature-related words as vague processes more frequently than as substances [t(38) = 5.09, p < 0.001, d = 1.16].

The categories of children’s talk were compared using one-way repeated-measures ANOVA. Type of talk was again significant [F(2, 37) = 24.27, p < 0.001, ηp2 = 0.57]. Pairwise comparisons indicated that children talked about heat- and temperature-related words as properties (M = 5.77, SD = 5.25) more frequently than as substances [M = 0.10, SD = 0.38; t(38) = 6.87, p < 0.001, d = 1.52] or vague processes [M = 0.92, SD = 1.27; t(38) = 6.24, p < 0.001, d = 1.27] and that children talked about heat- and temperature-related words as vague processes more frequently than as substances [t(38) = 3.97, p < 0.01, d = 0.88]. Both parents and children had similar patterns of using property-, substance-, and vague process-based language with heat- and temperature-related words.



Snowman Study Data

As with the CHILDES data, we analyzed parents’ talk in the Snowman book-reading study with a 3 (type of talk: property, substance, vague process) × 4 (age: 2, 3, 4, 5-years-old) mixed ANOVA with type of talk as a within-subject factor and age as a between-subjects factor. The parents’ types of talk varied systematically [F(2, 46) = 49.89, p < 0.001, ηp2 = 0.68], as shown in Figure 1. The parents talked about heat- and temperature-related words as properties (M = 4.64, SD = 3.55) more frequently than as substances [M = 0.11, SD = 0.38; t(50) = 9.12, p < 0.001, d = 2.15] or vague processes [M = 1.61, SD = 1.45; t(50) = 6.44, p < 0.001, d = 1.12] and as vague processes more frequently than as substances [t(50) = 7.08, p < 0.001, d = 1.42].

The children’s uses of these types of talk were analyzed in a 3 (type of talk: property, substance, vague process) × 4 (age: 2, 3, 4, 5-years-old) mixed ANOVA. A significant main effect of type of talk [F(2, 46) = 7.36, p < 0.01, ηp2 = 0.24] was followed up by pairwise comparisons showing that children talked about heat- and temperature-related words as properties (M = 0.53, SD = 0.94) more frequently than as substances [M = 0.02, SD = 0.14; t(50) = 3.74 p = 0.001, d = 0.76] or as vague processes [M = 0.06, SD = 0.22; t(50) = 3.73, p < 0.01, d = 0.70]. Furthermore, a main effect of age [F(3, 48) = 4.44, p < 0.01, ηp2 = 0.22] showed that 5-year-olds produced more heat- and temperature-related words (M = 0.46, SD = 0.31) than did 2-year-olds [M = 0.05, SD = 0.32; t(23) = 3.15, p < 0.02, d = 1.31] or 3-year-olds [M = 0.07, SD = 0.32; t(25) = 3.15, p < 0.02, d = 1.21], likely reflecting the older children’s greater productive vocabulary or contribution to conversations. The children’s types of talk did not vary by age group.


Vague process sub-codes

The parents in the Snowman Study also made some references to the three aspects of temperature change (proximity, time, and contact) (Parents and children in the CHILDES databases made references to these three aspects too infrequently to run analyses.) For example, a parent made reference to proximity by saying, “Cause you know what happens to snow when it gets near something hot?” Another parent made reference to contact by saying, “(eating ice cubes) makes him good and cold.” Some parents also made reference to time in the Snowman book, “And he goes out to play again. Now he’s all warm.” The higher frequency of these comments in the Snowman book may result from its focus on situations that are explicitly about temperature change and impending melting.

To examine parents’ talk about these three specific aspects of temperature change in the Snowman book study, a 3 (vague process sub-codes: proximity, time, contact) × 4 (age: 2-, 3-, 4-, 5-year-olds) mixed ANOVA was conducted on the frequency of parents’ use of these types of talk. Vague process sub-code was a within-subject factor and age was a between-subjects factor. In a main effect of vague process sub-codes [F(2, 46) = 4.57, p < 0.02, ηp2 = 0.17], the parents made significantly more references to contact (M = 0.37, SD = 0.59) than to proximity [M = 0.10, SD = 0.36; t(50) = 2.64, p = 0.03, d = 0.55] or to time [M = 0.10, SD = 0.36; t(50) = 2.98 p < 0.02, d = 0.56]. There was no main effect of age and no interaction.



CHILDES Databases: Brown, Kuczaj, and Sachs

The longitudinal data from the five children in these databases (Abe, Adam, Eve, Naomi, and Sarah) are presented in Figures 3–7. The frequency with which the heat codes were observed in the parents’ speech is presented for each child by age grouping. The patterns in each longitudinal sample are case study examples that support the cross-sectional results. In general, the parents talked about these words as properties more often than as a substance or as a vague process. Children’s talk in these samples (although not depicted) followed a similar pattern.
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FIGURE 3. Types of Talk for Parents from CHILDES Abe Database.
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FIGURE 4. Types of Talk for Parents from CHILDES Adam Database.
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FIGURE 5. Types of Talk for Parents from CHILDES Eve Database.



[image: image]

FIGURE 6. Types of Talk for Parents from CHILDES Naomi Database.
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FIGURE 7. Types of Talk for Parents from CHILDES Sarah Database.


In summary, across these three cross-sectional data sets and three longitudinal data sets, parents talked about heat- and temperature-related words as properties of objects more often than they talked about them as vague processes or as substances. A question to ask is whether this property-based talk might be related to a substance or a process view of heat. On the one hand, one could argue that thinking of heat as a substance might support the idea that heat is a property of hot objects. Parents in the Gleason Dinner database talked about temperature as property more with 2–3.5-year-olds but talked about properties and processes similarly with 3.5–5-year-olds. This finding is interesting in light of the evidence that young preschoolers are likely to answer heat- and temperature-related questions as if they believe that “hot” and “cold” are intrinsic properties of objects (e.g., Albert, 1978). On the other hand, one might argue that property talk could support a macro-level process view (although not a molecular emergent process view), depending on the real-world experiences within which children are hearing this language. In particular, if parents label objects that are not stable in their “hotness” or “coldness,” children might experience changes in objects’ temperature and see that the words “hot” and “cold” refer to transitory states. While this would still not be an emergent process view of heat at the molecular level, it could be different from the concept of heat as a substance.

As an exploratory analysis, we further coded all property statements made by parents as to whether they referred to items that generally have stable temperatures (including ice, fire, the sun, winter, freezers, etc.) or to items for which temperature is transitory (all other references). The percent agreement between two coders was 87% for 20% of parents’ property statements (Cohen’s Kappa = 0.66). Examples of properties coded as stable are as follows: “They’re getting in the freezer and the snowman liked it, ’cause it was nice and cold” and “The sun is hot, right.” Examples of properties coded as transitory are as follows: “Are you getting a little warm (referring to body temperature)?” “It’s very hot, honey (referring to coffee).”

We found that parents used property-based language for items that are transitory in their temperature (e.g., food) more often than for items that are stable in their temperature (e.g., ice), as shown in Table 5. This pattern was observed in all data sets except the Snowman book-reading where parents referred to objects of stable and transitory temperature with similar frequency, which is not surprising given the pictures of fire, ice, snow, and freezers in the book.


TABLE 5. Percentage of parents’ property-based talk that was sub-coded as references to objects with transitory or stable temperatures.
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This pattern shows that the ways parents and children talk about heat and temperature likely relate to the activities they are engaged in, which is the focus of the next analysis.



Analysis 3: Contexts for Talk About Heat and Temperature

Parents and children are not likely to engage regularly in formal school-like activities with heat and temperature; we next asked about the everyday situations where conversations about heat and temperature naturally arose in the CHILDES databases.


Main Finding 4

Emphasis on property, process, and substance in discussions of heat and temperature varied depending on the activity context. More specifically, conversations during meal times varied systematically, with more vague process talk while preparing meals and more property talk when eating.

Heat- and temperature-related words occurred most often during mealtimes and in conversations about weather and body temperature, as Table 6 shows. A descriptive analysis, displayed in Table 7, examined which types of talk (property, vague process, and substance) occurred in which types of contexts. Substance-based talk, although infrequent, occurred most often during meal times and conversations about the weather. Property-based talk also occurred most often during meal times and in conversations about the weather, with discussions of body temperature as the third most frequent category. Similarly, vague process talk occurred most often during meal times and in conversations about body temperature, perhaps because these situations relate to children’s direct experience with transitions in temperature. Furthermore, the context in which references to the word heat occurred most frequently was meal times, and most of these instances reflected the vague process use of the word heat (83%) versus the substance-involved-in-direct-process use (17%) [χ2(1, N = 12) = 5.33, p = 0.02].


TABLE 6. Contexts in which heat- and temperature-related talk occurred and the percentage of utterances that were coded as each type of context.
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TABLE 7. Frequency of types of talk observed in each context (excluding “heat”).
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Meal times are likely to involve a number of different topics related to temperature, including both process talk (e.g., heating up and cooling down food) and property talk (e.g., discouraging someone from eating something that is too hot). As an exploratory follow-up coding, mealtime contexts were further divided into two categories – meal preparation and eating. The inter-coder reliability on 30% of the mealtime contexts was excellent (Cohen’s Kappa = 0.85). Of the 624 utterances coded as mealtime, 236 of them were reliably coded into the meal preparation and eating categories; the remaining 388 utterances could not be further distinguished as talk about eating versus preparing food (e.g., “It’s hot tapioca.”). Different patterns of property and vague process talk were found in the two contexts. Referring to the temperature-related words as properties occurred in 90% of the eating contexts versus only 33% of the meal preparation contexts. For example, in an eating context, the child said “This is not hot” and the mother replied “No, the lettuce is not hot.” In contrast, talking about these words as vague processes occurred in 67% of the meal preparation contexts and in only 10% of the eating contexts [χ2(1, N = 226) = 73.04, p < 0.001]. For example, in preparing to make candy, the child said, “OK now I think it’s finished just for one second” and the mother replied “No it needs to cool a little while longer.”

It seems that food preparation may facilitate more discussion of temperature change whereas conversation about eating food may facilitate more discussion of foods having the property of hot or cold. Food preparation activities seem to be a rich context for explicit conversation about the macro-level process of temperature change, beyond the more implicit transitory information that may be conveyed in parents’ talk about temperature as properties of objects. The everyday activities in which parents and children engage together seem to afford particular ways of talking about heat and temperature. Interestingly, many of the parents’ references to temperature drew upon the children’s direct experience with perceiving temperature in their bodies or the ways that temperature affects their interactions with food and other objects.



GENERAL DISCUSSION

The overall goal of this work is to characterize the “data” that children have available in conversations with others so that we can develop informed hypotheses about how these experiences relate to children’s developing reasoning about heat and temperature. We sought to describe the nature and the frequency of heat and temperature talk among parents and children. We uncovered a plethora of conversations about heat and temperature in a variety of activities. The naturalistic conversations that we sampled provided evidence of substance-based and process-based talk about heat. Both parents and children frequently discussed temperature-related concepts and temperature change. Thus, along with phenomenological experience, children seem to have access to an abundant amount of conversation about heat and temperature.

Part of the inspiration for this research was the intriguing speculation that students’ difficulties learning about heat result from their misconstrual of heat as a substance and that this misconstrual could result from hearing heat talked about as a substance in everyday life (Slotta and Chi, 2006). With the current data, we directly tested the latter claim and found that the young children in the sample actually rarely heard the word heat, but when parents did use the word they often did imply that heat is a substance or discussed heat as a process involving a substance, which supports Slotta and Chi (2006) claim. Not surprisingly, parents did not use the word heat in ways consistent with emergent processes. Despite these findings, there are three striking reasons why the overall picture does not align as clearly with Slotta and Chi’s substance-focused prediction as it might appear. First, the vast majority of conversations about heat and temperature involved not the word heat but other heat- and temperature-related words such as hot and cold, which most often functioned to indicate temperature as a property of objects (e.g., “The peas are hot.”), and the majority of these references described objects for which temperature is a transient property. Second, most parents and children also had a number of conversations about vague processes related to heat and temperature in certain activities. This leads to the third point: parents’ and children’s ways of talking about the concepts of heat and temperature varied in meaningful ways across a range of everyday situations, including meal times and getting dressed. We will discuss the implications of these findings below.

In this general discussion, we first discuss the results indicating that parents talk about heat and temperature as a property of objects as well as the findings that these conversations vary by context. Second, we discuss the potential implications of these conversations for children’s developing ideas about heat and temperature. Finally, we consider the potential theoretical implications of the findings.


Property, Process, and Context

While parents’ mentions of heat were consistent with a substance view, more striking is the low frequency of opportunities to hear heat talked about at all. This supports Lautrey and Mazens (2004) prediction that there may be little support in everyday language for thinking about heat transmission (compared with concepts, although arguably esoteric, such as resonate for sound transmission). However, children did have ample opportunity to hear talk about temperature and temperature change. In particular, children in these families were often involved in conversations commenting on hot and cold as properties of objects. Many of these conversations were about objects that can and do change temperature. Only in the specific context of the Snowman book, with its focus on ice, fire, and snow, were objects with stable temperature talked about as often as objects whose temperature changes often.

Parents’ tendency to emphasize temperature as a property of objects varied systematically across contexts. For example, vague processes of temperature change were emphasized in food preparation contexts but properties were emphasized in eating contexts. It is not surprising that parents would emphasize the most relevant aspects of heat/temperature in each situation; for example, when a child is about to put food in her mouth, the end state of the heating process – hot peas – may be more relevant than how the peas became hot. While cooking, however, the process may be of most interest. This variability is consistent with diSessa’s notion that a variety of conceptualizations are available and chosen in the moment. Further empirical investigation should explore how children may be making sense of conversations about temperature that systematically vary by context.

While discussions of process were vague and not “scientific” and indeed likely reflect the parents’ own non-scientific views, there is evidence that children heard people talk about heat in ways that would direct them to attend to temperature change. In addition, future research and design of science curriculum could take into account the finding that children may be more accustomed to hearing about contact as relevant to heat, compared to other features. Parents in these samples offered information that heating and cooling are processes that relate to contact with sources of heat and less often to time and proximity. This should be taken into account in later teaching about thermodynamics in school. Understanding that contact is a relevant factor in heat transfer underlies the concept of conduction, which involves transfer of energy through matter. This could perhaps be easier for children than understanding that distance is a relevant factor in the process of heat transfer that underlies the concept of radiation, including the transfer of energy through air or across distances (e.g., the sun’s rays radiating to earth). It is true that the kinds of process talk parents used imply “direct processes” of heat transmission on a global level, which Slotta and Chi (2006, p. 263) identify as an inappropriate way to conceptualize the process of heat. While children are not experiencing support for thinking of heat as a molecular emergent process, they are hearing about heat as property and general process and not just as substance.



Implications for Children’s Developing Ideas About Heat and Temperature

Because the goal of this work is to characterize children’s exposure to language “data” in the form of parents’ talk, these findings also result in a set of testable questions for future research regarding how children make use of this “testimony” from adults in developing their own concepts of heat and temperature. Although children infrequently heard parents talk about heat, we do not know for sure whether (and if so, how) these few instances contribute to children’s ideas. Children are likely to hear other non-entities (such as time or ideas, see Lakoff and Johnson, 1980) referred to as substances (e.g., “I ran out of time”; “That idea flew out of my mind”). Such talk could lead children to develop misconceptions (see Chi and Hausmann, 2003), however, it is possible that children may instead learn to recognize these figurative uses of language and learn that such language does not always imply substance. This view is consistent with Amin (2009, 2015) argument that children’s interpretations of such conceptual metaphors may be an important part of the process of conceptual change whereby embodied schemas are mapped to abstract concepts. It also seems possible that the abundant conversation about temperature and the paucity of conversation about heat may contribute to the conflation of the two concepts observed in prior research (Erickson, 1979; Wiser, 1995) and that when children begin to have formal instruction about “heat” they may try to make sense of the concept in relation to their abundant experience with conceptions of temperature as a property and temperature change.

The prevalence of conversation about hot and cold as properties is intriguing in light of the early research suggesting that young children (under age 9 years old) view heat and temperature as inherent properties of objects (e.g., Albert, 1978; Erickson, 1980). It is an open question whether these everyday conversations about hot or cold objects would lead children to expect hotness (or heat) and coldness to be inherent properties of objects. Contrary to this view, it seems relevant that we found much of the property-based talk in our samples to describe objects for which hot and cold are transitory properties. Future research is also needed to determine how conversation about hot and cold as properties may encourage substance or general process views of heat. Perhaps a notion of hotness as a property implies that a hot object contains more of the substance called heat. However, children’s experience with the changing temperature of familiar objects could also suggest to them that heat is rather a macro-level process of heating. For example, if adults comment on how “hot” the soup is and then a few minutes later tell the child “It’s OK to eat it now because it’s cool,” then one might expect this property talk to encourage a view of heating (or cooling) as a process. This example highlights that it is essential to consider these utterances within the meaningful activity contexts where they unfold. Finally, when parents discussed hot and cold as changing properties, they rarely elaborated on how things get hotter or colder. Perhaps the language that children hear could still be guiding them to look for explanations of the causes of temperature change (e.g., maybe “hot stuff” left the soup).

The current findings regarding the nature of everyday talk about heat and temperature may have implications for the interpretation of experimental data on children’s ideas of heat, hot, and cold. Questions used in earlier interview research, such as “Give me examples of heat” (Albert, 1978), may have been very confusing to young children; their answers may not have demonstrated their full understanding. Future research could explore whether children understand hot and cold differently for objects that are frequently involved in temperature change conversations versus those that are frequently involved in conversations focused on heat as a stable property (e.g., fire).

Parents’ and children’s tendency to focus on the hotness or the coolness of objects, and on the idea that changing from hot to cold (or cold to hot) is a process, perhaps reflects the everyday goals of ensuring safety when eating foods, deciding what to wear to go outside, and communicating one’s body temperature to obtain help in changing it. Using property or direct causal process language to describe the phenomena are perhaps useful ways to communicate about such goals in everyday situations. Although some argue that these kinds of talk are scientifically inaccurate, there seem to be important concepts explicitly and implicitly communicated through the vague process kinds of talk observed in our sample. The notion that everyday talk has overlapping but different goals from scientific talk is reminiscent of Vygotsky’s (1987) ideas about spontaneous and scientific concepts. He argued that everyday or “spontaneous” concepts may be incorrect from the perspective of school or “scientific” concepts, and yet children are likely to draw upon these early everyday conceptions as they try to make sense of the concepts that are presented in formal science instruction [see also diSessa (1993b)]. Thus, studies of children’s everyday knowledge could be informative for classroom science instruction (e.g., Moschkovich, 2002; Goldman, 2006; National Research Council, 2007). Moreover, scientists’ explanations of everyday phenomena regarding heat may have more in common with students’ explanations than one might think (Lewis and Linn, 1994), and these intuitive concepts should be taken seriously when thinking about formal science instruction (Hammer and Van Zee, 2006).



Implications for Theory

We do not believe that these data support one theory over another. They are rather a systematic look at the actual linguistic information regarding heat and temperature available to young children, which various theories speculate about. The data are important in that they may indicate productive points of overlap between competing theories, and we suggest that a sociocultural perspective can help us attend to such overlap. In this section, we first speculate about how the data bear on the three main theories discussed earlier and, in conclusion, suggest points of overlap in attempts to move beyond pitting one theory against another.


Ontological Knowledge

While we found that not all talk about heat was substance-based, our findings generally support Slotta and Chi’s (2006) claim that everyday talk about heat does not overlap much with their conception of “scientific” talk about heat. The data clearly do not support an argument that parents teach children an emergent process way of thinking. On the other hand, the finding that everyday talk supports not just substance but property and vague process views of heat as well, opens up further questions regarding how parents’ talk may influence children’s developing everyday views of temperature and what the links as well as disconnects are between these everyday views and the later views learned in school. When considering development of reasoning about heat, an ontological view might further investigate the significance of the varied ways that children encounter different aspects of heat and temperature. The data show that children hear a lot of talk about temperature as properties of objects that can and do change in temperature frequently. How might children think differently about liquids versus solids, food versus non-edible objects, or the fluctuations in air temperature in a single day versus across a year with distinct seasons? How do ontological frames apply to the various situations that children encounter?



Theory Theory

Scholars who favor a theory theory approach are focused on the coherence of children’s thinking, regardless of whether it is “accurate” or similar to adult thinking (Carey, 1985). If children move from a conception of heat as a substance to heat as a process, then theory theory approaches would suggest that this is embedded in a larger intuitive theory change. If such a global theory change occurs, then our data on everyday ways of talking about heat would need to be taken into account as part of the picture of children’s changing conceptualizations of heat and temperature. How might children’s ideas be organized when thinking about different kinds of temperature-related phenomena? Might they have seemingly separate coherent theories about how air temperature changes versus how liquids heat up and cool down?

Another focus of theory theory is children’s sensitivity to the causal basis for events in the natural world (Gopnik, 2000). In some sense, the focus on causality in naïve theories could be seen as an additional barrier to learning the ontological category of emergent process because the type of causal thinking that is intuitive to people resembles direct causal processes. Children’s task in forming coherent theories of heat and temperature would involve integrating the various conceptualizations of temperature that they hear across many different contexts with their own experiences to construct a coherent view of these phenomena, including a mechanism for how temperature change works. Our data suggest that children hear little explicit discussion of what this causal mechanism might be and how it works. The fact that parents seem to be using multiple conceptual structures in the language that they use to describe heat, temperature, heating, and cooling likely makes the task of forming a coherent theory more difficult for children. This is perhaps exacerbated by the fact that the parents’ own theories of heat and temperature are based on intuitive views that are also likely inconsistent with the scientific view.



“Knowledge in Pieces”

From a “knowledge-in-pieces” view, the variation and the contradictions in the information available to children in family conversations might not be problematic for children’s developing understanding of heat and temperature because this is the way people are argued to think in general. In a recent study, for example, diSessa (2017) argues that the knowledge-in-pieces approach best explains the conceptual change regarding thermal equilibration observed in a high school classroom. By this approach, the language children hear in everyday conversations with their parents may offer children access to “pieces” of knowledge that they may later employ in different ways in different situations and would be consistent with studies showing that children’s answers to heat- and temperature-related questions vary depending upon the context and the method of assessment (Jones et al., 2000; Clark, 2006). In this view, the explanations used by parents and children in any given context are meaningfully related to and inseparable from those contexts because the explanations are also dependent upon the features of the situation, the goal of the activity, and the experience-based knowledge that each context can cue.



Conclusion

Rather than attempting to decide among these dynamically changing theories, it may be more productive to find areas of agreement as we move forward to find a new framework. Including a sociocultural perspective may be useful in beginning to integrate the existing perspectives. A sociocultural view assumes that learning is situated and cannot be separated from the social and the cultural context (Rogoff, 1990; Lave and Wenger, 1991; Rogoff et al., 2018). Depending upon the particular context in which they are thinking, physicists and children may conceptualize heat in different ways (e.g., substance, direct causal process, emergent process) to accomplish the goals of the activity. Another point made by sociocultural theorists is that there is no pure way to measure underlying conceptions, and researchers should be wary about assuming that any particular assessment gives us the “true” measure of a person’s concept (Lave, 1997; Rogoff, 1997). Assessment can be viewed instead as documenting the ways that children participate in everyday activities and how such participation changes over time. Each experiment or naturalistic activity offers one glimpse of what children do, which may be more informative than trying to extract what concepts children have. From this stance, how children participate in everyday conversations is a necessary component of understanding the ways that their knowledge about heat and temperature is developing: how children’s knowledge develops is by participating in activities (Wertsch, 1979). A final relevant point from sociocultural theory is that attending to different aspects of sociocultural activity can allow for insight into varied ways of understanding learning and development (Rogoff, 1997). Applying this idea, a knowledge-in-pieces lens can help us understand how individuals are drawing upon a vast set of resources to reason in any given moment. These can include various modes of thinking, the language used to communicate ideas, and prior experiences with the phenomena itself and with communicating about the phenomena. A theory theory lens on the same behavior can help us understand how children’s thinking can appear to be organized consistently (or not) across contexts and how it can appear that consistency in reasoning changes over time. Rather than attributing the consistency to stable, coherent theories that persist across contexts, a sociocultural view would suggest that the consistency is related to the social contexts and kinds of situations that children reason in. The child-participating-in-context may be the consistency that is often attributed solely to the child. So we can then ask how children’s participation in reasoning activities changes over time instead of how children’s internal theories change.

Our goal is not to argue for a unitary direct causal path between parents’ speech and children’s reasoning about heat and temperature. We rather assume that children are active in constructing their understanding of the phenomena. We aimed to map out one crucial aspect of the terrain – the available resources in the everyday talk that children engage in and which they can draw upon in developing understandings about heat and temperature. The data that we sampled indicated that there is systematicity in the language that the children heard. The next steps involve investigating how children integrate the language that they hear with their physical and conceptual experiences involving heat and temperature.

Taking participation in social activity as a potential mechanism of cognitive development and learning, theoretical views should more fully take into account the everyday activities and uses of the terms heat and temperature in conversations and how children’s participation in such activities changes over time, especially when they encounter formal instruction. Clearly the present data support the notion that even very young children view heat and temperature as a topic with which they have much familiarity and their intuitive notions have been helpful to them as they navigate their physical world. We would argue that rather than focusing on replacing children’s experience-based knowledge (or “misconceptions”) with “correct” scientific knowledge, it may be more productive to consider the approach taken by diSessa and colleagues (Smith et al., 1993) as well as Wiser and Amin (2001) that there are different, valid ways of thinking about phenomena such as heat and temperature (scientific and everyday) and that learning can build on the intuitive notions. Even within theory theory approaches, the idea that inconsistent theories can co-exist in people’s minds has gained acceptance (Legare et al., 2012; Shtulman and Lombrozo, 2016). In support of this approach, educational researchers have theorized that meaningful learning can take place in “hybrid spaces” or “third spaces,” which are neither everyday nor school, where children are encouraged to use their everyday ideas to help them start to learn scientific concepts or dominant practices (Gutiérrez et al., 1999; Rosebery et al., 2005). For example, settings such as after-school programs and museums have been argued to be places where children may begin to learn to bridge their everyday and scientific views of concepts such as heat and temperature. Our study has demonstrated the importance of investigating young children’s everyday linguistic experiences in efforts to understand how such integrations of everyday and scientific thinking occur.
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FOOTNOTES

1The term emergent process was introduced later; the early work referenced constraint-based interactions.

2The substance-involved-in-direct-process coding category was applied to the heat- and temperature-related words that were originally coded as substance. This analysis of the few instances of temperature words used as if they were substances revealed that the coding category did not apply conceptually. For example, “He’s standing out in the cold” and “Because snowmen love the cold” seemed to reflect a substance-based conceptualization of coldness (the idea of coldness is a misconception in itself) but did not implicate cold(ness) in a process as was done with heat.
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The three studies presented here examine children’s ability to make diagnostic inferences about an interactive causal structure across different domains. Previous work has shown that children’s abilities to make diagnostic inferences about a physical system develops between the ages of 5 and 8. Experiments 1 (N = 242) and 2 (N = 112) replicate this work with 4- to 10-year-olds and demonstrate that this developmental trajectory is preserved when children reason about a closely matched biological system. Unlike Experiments 1 and 2, Experiment 3 (N = 110) demonstrates that children struggle to make similar inferences when presented with a parallel task about category membership in biology. These results suggest that children might have the basic capacity for diagnostic inference at relatively early ages, but that the content of the inference task might interfere with their ability to demonstrate such capacities.
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INTRODUCTION

Diagnostic reasoning — inferring causes from systematic observations of patterns of data — is a hallmark of scientific thinking. It involves reasoning backwards, often from observed effects to potential causes. If our car doesn’t start, we wonder if there is fuel in the tank. If we smell gas in our apartment, we check the stove to find out whether there is a leak. If a soufflé doesn’t rise, we wonder whether we added enough cream of tartar. As adults, we easily engage in this kind of diagnostic reasoning (e.g., Thomas et al., 2008; Fernbach et al., 2010, 2011), which can be construed as a form of causal reasoning (Gopnik et al., 2001).

Research on children’s causal reasoning shows that preschoolers, and in some cases infants, can diagnose causal structures, draw inferences about the nature of causal systems from observed data, and even explore in systematic ways that both reflect appropriate causal inferences and generate new pieces of knowledge (Gopnik et al., 2004; Koerber et al., 2005; Sobel and Kirkham, 2006; Schulz and Bonawitz, 2007; Cook et al., 2011). Although this work seems to suggest that diagnostic reasoning is present early, in all of these studies, children or babies observe the efficacy of all or all but one potential cause in a system. Children’s thinking shows a more pronounced developmental trajectory when asked to reason about systems with multiple uncertain causes (Beck et al., 2006; Fernbach et al., 2012; Erb and Sobel, 2014; Sobel et al., 2017).

As an example, Sobel et al. (2017) showed 5- to 8-year-olds a pattern of data generated by an interactive causal model where the efficacy of some causes was left unspecified. Specifically, children in this study were asked to reason about a blicket detector machine (Gopnik and Sobel, 2000): a box that lights up and plays music when objects like blocks are placed on it, giving the illusion that the blocks make the box light up. Children were shown four possible causes (different blocks) that could cause one of three different kinds of activation on the machine (off, red, or green with music). In this system, two of the blocks are jointly necessary for the target effect (green with music), but these two blocks have a different effect (red) when they are not used together. This kind of reasoning problem parallels the inferences one would have to make in scientific reasoning; indeed, the causal structure of this blicket detector system was based on a model presented to older children in a test of scientific thinking called Earthquake Forecaster (Kuhn et al., 2009). Sobel et al. (2017) found clear developmental differences between 5 and 8 years in children’s reasoning about this system. The 5- and 6-year-olds in this study responded no differently from chance, while the 7- and 8-year-olds were successful at diagnosing the causal structure.

Engaging in diagnostic reasoning in tasks like this one requires a set of cognitive and metacognitive capacities, which have been well-documented in both the literature on cognitive development and on children’s developing scientific reasoning (Klahr, 2002) (see e.g., Zimmerman, 2000; Kuhn, 2007). But in addition to these general cognitive abilities, in order to diagnose potential causes, one may also need domain-specific knowledge in order to understand which events are potential causes of observed data. For example, to diagnose why our soufflé didn’t rise, we must know that not adding enough cream of tartar will cause a flat soufflé. We must contrast that possibility with the possibility that we curdled the eggs, overwhipped them, or failed to bring them to room temperature prior to whipping. To do this, we must know that these are also potential causes of flat soufflés (among numerous others). That is, we use our prior knowledge to form a hypothesis space in which we reason diagnostically (Sobel et al., 2004; Goodman et al., 2011; Griffiths et al., 2011; Ullman et al., 2012).

Given this, results from studies on infants and young children suggest that they have the cognitive capacity to engage in diagnostic reasoning only under optimal conditions, where they not only are presented with data sets that lack uncertainty but also where they are not required to bring more than the most general prior knowledge to bear on solving the problem. Indeed, the blicket detector paradigm, which is used in much of the prior work on young children’s causal reasoning abilities, asks children to reason about physical causal relations that they can see and articulate (Sobel and Munro, 2009a). This paradigm purposely aims to minimize and control the amount of prior knowledge that is necessary for children to successfully make diagnostic inferences (see, e.g., Schulz and Sommerville, 2006; Schulz and Bonawitz, 2007; Schulz et al., 2007; Sobel and Sommerville, 2009b; Bonawitz et al., 2011, for other examples).

It is thus an open question whether children are still successful at diagnostic reasoning when the context of the reasoning task is changed in a way that might affect how they construct the potential hypothesis space – specifically, by adding real-world information that might interact with the general reasoning abilities that children bring to bear in thinking about the task. Across three experiments, we investigated whether a task’s surface features – specifically whether those surface features seem to require the child to enlist their domain-specific knowledge – would affect children’s diagnostic inferences. Importantly, the structure of the reasoning problem presented in all of the current experiments was identical; no domain-specific biological knowledge was required to solve any of our tasks. However, because some versions of the task couched it in terms of biological systems, they may have encouraged children to bring such knowledge to bear on the problem. Our general goal was to investigate whether this would affect children’s reasoning abilities, either positively or negatively.

To do so, we first replicated the Sobel et al. (2017) procedure using a blicket detector with a wider age range and larger sample size. We also presented children with an analogous diagnostic reasoning problem with different surface features (butterflies and flowers). We compared these two tasks in both a between subject (Experiment 1) and a within-subject (Experiment 2) design. Our goal in these first two experiments was to see whether children would make the same kind of diagnostic inference in a domain other than physical causality and, if so, how those inferences compared. Results from these two experiments can thus illustrate whether minimal changes to the surface features of a diagnostic inference task might affect children’s reasoning abilities.

Experiment 3 moved beyond these tasks in several ways. We presented children with a diagnostic inference task that was about category membership, instead of about causal relations, but that had the same underlying structure as the systems in Experiments 1 and 2. Specifically, Experiment 3 asked children to make diagnostic inferences about category membership of a set of dinosaurs. Although the interactive structure was identical to the reasoning problems in Experiments 1 and 2, numerous aspects of the procedure differed. The task introduced potentially novel vocabulary (e.g., new dinosaur names) and embedded the problem in a more traditional scientific framework. Moreover, children had to track different features as potentially relevant, instead of different levels of a single feature (color in Experiments 1 and 2). All of these changes added to the information processing capacities necessary to make a diagnostic inference.

As such, Experiment 3 was deliberately designed to differ from Experiments 1 and 2 in a variety of ways. Our main goal in this experiment was not to investigate the impact of individual features or combinations of features on children’s performance in a diagnostic reasoning task. Rather, we aimed to translate our causal system into a form that more closely resembled scientific thinking problems that have been previously used to assess children’s reasoning abilities (e.g., Kuhn and Dean, 2005; see also Kuhn et al., 2009). Because children might encounter problems like this one in a classroom or a genuine science lab, this dinosaur version of the task serves as an important bridge between work with the blicket detector systems typically used in cognitive developmental psychology and work with the more realistic systems typically used in education science.

Experiment 3 can thus help us to determine whether children’s diagnostic reasoning capacities are robust and domain-general, in which case they should show a similar developmental trajectory to Experiments 1 and 2, or whether more realistic presentations of a diagnostic reasoning problem can affect their performance. That is, although the current design does not allow us to determine which particular demand characteristics may influence children’s reasoning, it does allow us to examine whether children possess domain-general diagnostic reasoning abilities or whether those abilities are limited by information processing demands or domain-specific knowledge. No prior work, to our knowledge, has presented a causal system previously studied with blicket detectors (as in developmental psychology) within a realistic scientific framework (as in education science), allowing this experiment to begin to build a bridge between these two literatures.



EXPERIMENT 1

In Experiment 1, we replicated the procedure used by Sobel et al. (2017) and extended it to a second diagnostic reasoning problem with the same causal structure. This second problem – about whether butterflies were attracted to different colors of flowers – was designed to be as similar to the blicket detector version of the procedure as possible, but instead of asking about the physical relation between objects and a machine, it presented a task about biological mechanisms. Of interest is (a) whether we replicate the finding demonstrated by Sobel et al. (2017) that children begin to succeed at diagnostic inference tasks of this nature around age 7, and (b) whether children show similar development for a measure with different surface features, but the same underlying causal structure.


Method


Participants

The final sample consisted of 242 children between the ages of 4 and 10 (118 boys, 124 girls, Mage = 83.09, SD = 21.54). This sample size was chosen to parallel the sample size of Sobel et al.(2017, Study 3). Ten additional children were tested, but not included in the final sample. Nine were excluded because of experimental error and one was not fluent in English. Children were tested at a local science museum and several preschools in the Philadelphia area. The racial breakdown of the sample was as follows: 153 families were White/Caucasian, 25 were Black/African American, 22 were of Asian descent, 1 was of Native American descent, 13 were of mixed descent and 28 did not report this information. The ethnic breakdown of the sample was as follows: 18 families reported as Hispanic, 133 reported as not Hispanic, and 91 families did not report this information.



Materials

We used a blicket detector, which is a remote-controlled, battery-powered rectangular box (19.5 cm × 15 cm × 7.8 cm). The box was black with a white pressure-sensitive plate on top (see Figure 1, top left panel). Pressing this plate would trigger a set of LED lights under it, which would make the machine turn on different colored lights. The machine could also play music from an internal speaker when activated. A second experimenter, who sat behind the first experimenter running the study, controlled the blicket using a hidden remote. This remote was used to first activate the machine (so that placing objects on the pressure-sensitive plate would make it turn on) and then was used to change the color of the activation (to red or to green, depending on the trial; see below).
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FIGURE 1. Stimuli for the blicket (top) and butterfly (bottom) conditions. The bottom left picture shows the back side of the butterfly apparatus. The experimenter would lift the correct color of butterflies upwards and the butterflies would appear to the participant as in the bottom middle picture. Because the green butterflies also were accompanied by music, a speaker that plays music when pressed is attached to the left side of handle.


This condition also used four small square canvases stretched over thick wooden frames (which we called “blocks”) painted white, blue, orange, and black (5 cm × 5 cm; see Figure 1, top right panel). There was also a clear cylindrical container in which the blocks could fit (height 8 cm, radius of base 4.25 cm). We also created a set of 7 laminated photographs of different combinations of the colored blocks (9.5 cm × 7.25 cm). These were used as visual reminders of each step of the procedure (4 photographs) and as possible responses to our test question (3 photographs; see Procedure section).

We also used four silk flowers in the colors white, black, orange, and blue. The flowers were all of the same type and size (12 cm radius) and were purchased from a local craft store. We glued these flowers onto wooden dowels, which were painted green in order to look like flower stems (20 cm). We constructed a flower pot in which to “plant” the flowers, using a rectangular block of foam (31 cm × 11 cm × 11 cm), which we painted yellow and brown (see Figure 1, bottom right panel). We punched holes in the top of the foam in order to “plant” the flowers.

We also used 6 plastic butterflies, 3 green and 3 red. The two sets of butterflies were identical except for their color. Two small butterflies in each color were 4.5 cm × 5.5 cm; one large butterfly in each color was 10 cm × 10 cm. We glued each set of butterflies onto wooden sticks, which were painted sky blue (20 cm). To display these stimuli, we constructed a box out of foam board. This box was rectangular with no top and with one side shorter than the other (see Figure 1, bottom left panel; front dimensions 30 cm × 33 cm, back dimensions 30 cm × 45 cm). The whole box was painted sky blue and white clouds were glued onto the inside to make it look like the butterflies were flying in the sky. We also used a commercially available sound device which could record and re-play a sound. This was placed at the back of the butterfly box where an experimenter could activate it out of view of the participant. Finally, as for the blicket version of the task, we made 7 laminated photographs of different combinations of the flowers (9.5 cm × 7.25 cm).

Both versions of the task also used a folded piece of cardboard as an occluder (approximately 60 cm × 100 cm) and 1 red and 2 green dots (1 cm in diameter).



Procedure

Figure 2 shows a schematic of the data that were presented to children in this study. Children saw four demonstrations of how the blicket detector system/flower system worked. These four demonstrations were shown in one of two orders. Order 1 (shown in Figure 2) first demonstrated the effect of the white block/flower; then the effect of the combination of the white, black, and orange blocks/flowers; then the effect of the white, black, and blue blocks/flowers; then the effect of all four blocks/flowers. Order 2 presented these combinations in the opposite order (all four, then white and black and blue, then white and black and orange, then white alone). Children were randomly assigned to an order. Here, we use Order 1 to illustrate the procedure.
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FIGURE 2. Schematic of Order 1 for the blicket and butterfly tasks. Each row shows the combination of blocks/flowers used in one step of the demonstration phase of the task.



Blicket condition

First, the experimenter placed the white block in the clear container and put the container on top of the machine. She narrated her actions: “Let’s see what happens when I put just the white block on the machine”. The machine made no response, which the experimenter noted aloud: “Nothing happened.” She tried the white block again, again with no effect. She then brought out a photograph of the white block and put it on the table next to the machine, saying, “This is here to remind us what happened. When I put just the white block on the machine, nothing happened.”

Second, she put the white, black, and orange blocks in the container and put the container on the machine. The machine turned red, and the experimenter noted this: “Look, it’s turning red.” (Note that our use of the container ensured that all of the blocks contacted the machine’s surface at once, making it appear as though they were all jointly necessary for the effect.) The experimenter then tried the white, black, and orange blocks again, confirming that the machine turned red. She brought out the photograph of these three blocks and put a red dot next to it, saying, “Here’s a red dot to remind us that the machine turned red when we put the white, black, and orange blocks on the machine.” This same procedure was repeated for the combination of white, black, and blue blocks.

Finally, the experimenter put all four blocks in the container and set the container on top of the machine. This made the machine turn green and play music: “It’s going green and playing music!” She repeated this demonstration a second time. Then she put down the photograph of all four blocks on the table. She put a green dot beside this photograph and said, “Here’s a green dot to remind us that when we put the white, black, orange, and blue blocks on the machine, the machine turned green and made sound.” The four photographs and their accompanying dots remained on the table for the rest of the procedure as a visual reminder to children of the data they had observed.

After showing all four of these combinations, the experimenter put up the cardboard occluder between the child and the machine in order to prevent the child from seeing what objects were placed on the machine. The experimenter told the child that she was placing two blocks on the machine and that the machine was turning green. The child could confirm that the machine turned green because it was playing the music that they had heard when the machine turned green before. The experimenter repeated this activation, again playing the music and saying, “It’s turning green.”

The experimenter then took away the occluder and reminded the child that the machine had just turned green when she put two blocks on it. She set out three new photographs, each of which showed a pair of blocks: blue and black, orange and black, and orange and blue. Then, the experimenter asked the main test question: “Which two blocks on the machine made it go green?” The correct answer is orange and blue: The white block has no effect, the pairs of blue/black and of orange/black were previously shown to turn the machine red, and the machine turned green only when the orange and blue blocks were on the machine together.

After the participant chose one of the options, the experimenter asked why they chose it. Note that, in this condition, this question was included mid-way through data collection, so only 39 participants responded. Lastly, participants had the opportunity to try any combinations of blocks they wanted on the machine and to observe the effects.



Butterfly condition

This condition paralleled the procedure in the Blicket condition, using flowers instead of blocks and butterflies instead of lights. That is, instead of putting blocks in a container and placing the container on a machine to make it turn red or green, the experimenter “planted” different combinations of flowers in the foam block (“field”) and then placed the block next to the light blue box (“sky”). Instead of showing red or green lights, the experimenter made either the red or the green butterflies appear by lifting them on their stick to poke out above the front wall of the box apparatus (see bottom center panel of Figure 1). When the green butterflies appeared, she also pushed the button on the sound machine to make a song play. As in the Blicket condition, participants were provided with photographs of the four combinations of flowers, paired with green or red dots, as a visual reminder of what they had observed.

Participants were shown the same combinations of data and effects, in either Order 1 or Order 2 (see Figure 1). After observing the four demonstrations, the experimenter put up the occluder and said that she was planting two flowers in the field, which brought green butterflies. She activated the sound machine to make the sound that has previously been associated with the appearance of the green butterflies, so that participants could verify her claim, as in the Blicket condition. Then, they were asked the same test question as in the Blicket condition: “Which two flowers made the green butterflies come?” After responding to this question, all participants in this condition were asked to justify their response. Finally, as an exploratory investigation of children’s own actions on causal systems, they were also given the opportunity to plant whatever combination of flowers they wanted and observe the effects.

There were 116 children in the blicket condition and 126 children in the butterfly condition; there are fewer children in the blicket condition because errors with the detector led to more exclusions in this condition. Condition assignment was only partially random because we began by running most of the blicket condition first, which explains the discrepancy in the number of participants who were asked the justification question by condition. Participants in both conditions also engaged in an open-ended interview about the word “science” as part of a different investigation. Their responses to this question had no bearing on their performance in either the Blicket or Butterfly conditions and will not be discussed further.



Coding

In both conditions, we coded answers of blue/orange as correct and answers of black/orange or black/blue as incorrect. Children’s justifications were coded as to whether they were relevant to the task or irrelevant. Relevant justifications appealed to the data that the child had observed in the demonstration phase or to the fact that a particular combination of colors would be efficacious (e.g., “because gray and orange were in this when it made green”). Justifications that reflected the child’s beliefs but that did not provide any substantive information (e.g., “I just think it be the right ones,”) were coded as irrelevant. Justifications of “I don’t know” or cases in which children did not provide a justification were also coded as irrelevant. Justifications were coded by two naïve research assistants, blind to children’s age and gender. Agreement was 90% (Kappa = 0.79). Disagreements were resolved by discussion with the third author.



Results

Table 1 shows performance on both the blicket and butterfly tasks across the age groups. Preliminary analysis showed that order of trials children received did not affect performance, χ2(1, N = 242) = 0.03, p = 0.85, so we did not analyze this factor further. There was also not a significant difference between girls’ and boys’ responses, χ2(1, N = 242) = 2.67, p = 0.11, so we did not consider this factor further. To analyze responses to the main test question, we constructed a general linear model with a binomial logistic distribution, analyzing the role of age (in months) and condition (blicket, butterfly) using a main effect only model (which proved more explanatory than a factorial model as evidenced by a lower BIC value1). The overall model was significant, χ2(2) = 11.33, p = 0.003. A main effect of age was found, Wald χ2(1) = 10.56, p = 0.001. No effect of condition was found, Wald χ2(1) = 0.23, p = 0.63.


TABLE 1. Proportion of correct responses in each condition by age groups in experiment 1.

[image: Table 1]We broke the two conditions into three age groups shown in Table 1. These groups roughly corresponded to 4- and 5-year-olds, 6- and 7-year-olds, and 8–10-year-olds. In both conditions, the two younger groups responded no different from chance (33%, because we presented 3 answer choices), all Binomial tests, p > 0.19. The older group responded differently from chance, Binomial tests, p = 0.007 in the blicket condition and p < 0.001 in the butterfly condition.



Justifications

As noted above, only 39 of the children in the blicket condition were asked to justify their responses (compared to 125 of the children in the butterfly condition), because this question was added partway through data collection. Fifteen children in the blicket condition (38.5%) and 38 children in the butterfly condition (30.4%) provided relevant justifications. This was not a significantly different ratio, χ2(1, N = 164) = 0.35, p = 0.35. Additionally, 9 children in the blicket condition (23.1%) and 25 in the butterfly condition (20.0%) said “I don’t know,” said that they were guessing, or made no response to this question; this response tendency also did not significantly differ by condition χ2(1, N = 164) = 0.17, p = 0.68.

To examine any potential links between children’s justifications and their performance, we conducted a binary logistic regression on whether children generated a relevant justification based on their age, condition, and whether they responded correctly on the test question. The overall model was significant, χ2(3) = 27.08, p < 0.001. Age predicted a unique proportion of variance, β = 0.04, SE = 0.01, Wald χ2 = 16.85, p < 0.001. Condition and performance on the test question were not significant in this model.



Open-Ended Experimentation

After children justified their choice, they were allowed to try any combination of blocks/flower on the machine/in the field. Because different children tried different numbers of combinations, we only examined children’s first attempts. Our primary goal with this question was to explore whether children chose the correct combination of orange and blue, regardless of whether they had chosen this pair at test. Although this task was not designed to directly probe children’s predictive abilities, we speculated that this response tendency could indicate some implicit understanding of how the machine worked, even in the absence of a correct explicit response (see e.g., Cook et al., 2011).

Ninety-five children in the blicket condition and 119 children in the butterfly condition tried at least one combination of stimuli. Of these children, 38% in the blicket condition while only 24% in the butterfly condition tried the combination orange and blue (i.e., the correct response to the test question), a significant difference, χ2(1, N = 214) = 5.20, p = 0.02, Phi = −0.16.

We performed a binary logistic regression examining whether children tried the correct pair of stimuli, looking at age, condition, and whether children chose the correct response on the test trial. The overall model was significant, χ2(3) = 12.72, p = 0.005. Condition explained unique variance, with children in the Blicket condition being more likely than children in the Butterfly condition to try the orange/blue combination, β = −0.66, SE = 0.31, Wald χ2 = 4.63, p = 0.03. Correct responding on the test trial also explained unique variance; children who responded correctly on the test trial were significantly more likely to choose the orange/blue pair to test in their open-ended exploration, β = 0.86, SE = 0.32, Wald χ2 = 7.38, p = 0.007. Age did not explain unique variance, β = 0.006, SE = 0.007, Wald χ2 = 0.56, p = 0.45. We then ran a separate model with only condition, correct responding and the interaction between them. This model was a better fit (as indicated by a lower BIC value, 261.38 vs. 264.88), and indicated that the interaction between condition and correct responding was also significant, β = 1.26, SE = 0.63, Wald χ2 = 3.99, p = 0.046. Specifically, in the Blicket condition, children were more likely to try the orange/blue pair if they had chosen it at test (56% vs. 23% of the time). This difference was not as great in the Butterfly condition (25% vs. 22%).



Discussion

Four- to 10-year-olds were given one of two kinds of diagnostic reasoning tasks. The first was a replication of the procedure used by Sobel et al. (2017), in which children had to make inferences about an interactive causal structure. The second was an inferential problem with the same causal structure, but different content – about biological instead of physical mechanisms. We generally replicated the earlier results using the blicket detector, and showed that children generated responses to the butterfly version of the same problem with a similar developmental trajectory. In many ways, this investigation parallels findings by Schulz and Gopnik (2004), who showed that preschoolers use the same domain-general formal principles of causal inference when reasoning about physical and biological content.

Unlike children’s performance with the main test question, the combinations of blocks that children chose to try in response to our open-ended prompt differed between the two conditions: Children in the Blicket condition were more likely to choose the correct (orange/blue) combination. Children in this condition who chose to try the correct combination were also more likely to have chosen this combination at test than in the Butterfly condition, potentially implying that they were verifying their choice. Because these choices reflect children’s predictive (rather than diagnostic) abilities, which were not the focus of this investigation, we hesitate to draw any strong conclusions about this result.

Finally, due to a change in procedure, only a subset of children in the Blicket condition in Experiment 1 was asked to justify their responses. We thought it critical to replicate this procedure to ensure the robustness of our findings about children’s justifications. Experiment 2 does so, while also presenting the two conditions as a within-subject manipulation. This allowed us to try to replicate the findings of Experiment 1 while controlling for individual-level variance and examining whether children notice the similarities between the two tasks.



EXPERIMENT 2


Method


Participants

The final sample included 103 children between the ages of 4–10 (55 girls, 48 boys, Mage = 82.93 months, SDage = 22.33 months) from preschools, elementary schools, and after-school programs. As there is not an agreed-upon protocol for a priori power analysis for GEE, we aimed to test as many children as we could at our participating schools and to roughly match the sample size of Experiment 1. Twelve additional participants were tested, but not included: One did not respond to any questions, and for the other eleven, there were errors with the activation of the machine. In terms of race, 53 families identified as White, 34 identified as African American, 7 identified as multiracial, 1 identified as American Indian or Alaskan Native, 2 identified as Asian, and 6 did not provide this information. In terms of ethnicity, 9 families identified as Hispanic or Latino, 31 identified as not Hispanic or Latino and 63 did not provide this information.



Materials and Procedure

The same materials used in Experiment 1 were used in Experiment 2. The only difference in procedure was that Experiment 2 ran the two tasks one after the other (order counterbalanced). Additionally, in Experiment 2, we asked all participants to justify their answer choices. Finally, following children’s completion of their second task, we added a question to probe for whether they noticed anything similar about the two tasks: “We just played the machine [butterfly] game. Do you remember before when we played the butterfly [machine] game? Was anything the same about the machine game and the butterfly game?” We did this to investigate whether any children would code the similarity between the tasks as being deeper than just surface-level, and if their noticing of structural similarities between the tasks might relate to better performance.



Coding

We used the same coding for the main test questions, children’s justifications, and children’s first open-choice combination as in Experiment 1. Coding for the justifications was again done by two research assistants, blind to children’s age and gender, but not blind to whether they were coding a blicket or butterfly response (coding for the blicket trials was done at a separate time than coding for the butterfly trials). Agreement for the butterfly trials was 91% (Kappa = 0.81). Agreement for the blicket trials was 95% (Kappa = 0.89). Disagreements were resolved through discussion with the second author.

For the similarity question, we scored children’s responses as 1 if they said they noticed that something was the same about the two tasks and 0 otherwise. For children who recognized the similarity, we coded their reasons as either causal or perceptual. Causal responses mentioned the similarity of causal structure of the two games, for example, “both of them turned green when you put all of them.” Perceptual responses mentioned the similarity of any perceptual aspect of the two games, for example, “both were red and green.” Two coders independently coded 10% of the sample and agreement was 100%. A single coder then coded the remainder of the sample.



Results

Preliminary analyses revealed no effects of order (i.e., receiving the blicket or butterfly version first) on responses to either test question, both χ2(1, N = 103)-values < 0.47, both p-values > 0.61. Similarly, there was no difference between girls and boys in their response to either test question, χ2(1, N = 103)-values < 0.70, both p-values > 0.41. As a result, these variables were not considered further. We constructed a General Estimating Equation (GEE) with an independent working correlation matrix and a binomial distribution (following Zeger and Liang, 1986; Zeger et al., 1988). This accounted for the within-subject nature of our procedure. Correct performance was the dependent variable, and age and condition were the independent variables. This model revealed a significant main effect of age, Wald χ2 = 19.86, p < 0.001, but not a significant effect of condition, Wald χ2 = 0.33, p = 0.56.

Overall, the sample’s performance on the blicket measure (46% accurate) was better than what would be expected by chance (33%), Binomial test, p = 0.005, as was performance on the butterfly measure (42%), Binomial test, p = 0.04. Given the results of Experiment 1, we separated our sample into three roughly equal groups based on age. These results are shown in Table 2. The youngest group (roughly 4–5-year-olds, Mage = 57.03 months, Range 46.20–68.63 months) responded no different from chance on either measure, Binomial tests, both p-values > 0.15. The middle group (roughly 6–7-year-olds, Mage = 83.89 months, Range 69.57–96.20 months) also responded no different from chance on either measure, Binomial tests, both p-values > 0.15. The oldest group (roughly 8–10-year-olds, Mage = 107.84 months, Range 96.93 132.87 months) responded above chance on both measures, Binomial tests, p = 0.002 for the butterfly measure and p < 0.001 for the blicket measure.


TABLE 2. Proportion of correct responses in each condition by age groups in experiment 2.

[image: Table 2]

Justifications

Children generated relevant justifications on 37% of the butterfly trials and 31% of the blicket trials. A new General Estimating Equation was built to analyze appropriate responses on each trial, with age, condition, and whether children responded correctly on the test question as dependent variables. This model revealed a main effect of age, Wald χ2 = 5.25, p = 0.02. Condition was not significant, Wald χ2 = 1.55, p = 0.21. The effect of correct response on the test trials did not reach significance, but children who had responded correctly were marginally more likely to generate relevant justifications, Wald χ2 = 3.00, p = 0.08.



Open-Ended Experimentation

We again examined how many children selected the orange/blue (correct) combination as the first combination they wanted to try. To parallel the analysis from Experiment 1, we ran a GEE on whether children tried the correct combination in each trial, with age, condition, and correct responding as dependent variables. This resulted in a main effect of condition, β = −0.98, SE = 0.35, Wald χ2 = 8.01, p = 0.005 and a main effect of correct responding, β = 1.20, SE = 0.39, Wald χ2 = 9.32, p = 0.002, but not a main effect of age2. Of importance is that the main effect of condition was the opposite of Experiment 1. Here, for the blicket condition, 13% of children’s attempts were orange/blue, compared to 25% for the butterfly condition. This was a significant difference in ratios, McNemar χ2(1, N = 103) = 6.50, p = 0.01.

In terms of the effect of correct responding, in the butterfly condition, children who responded correctly on the test question were more likely to choose to try the correct combination in the butterfly condition (33%) than children who did not respond correctly (20%). Similarly, in the blicket condition, children who responded correctly on the test question were more likely to choose to try the correct combination (29%) than children who did not (0%). Only in the blicket condition did this difference reach statistical significance, Fisher Exact Test, p = 0.18 and p < 0.001.



Similarity Question

Three children did not respond to the question about similarity. Of those who did, 82% of the participants said that they noticed some similarity between the two tasks, significantly more than chance, Binomial Test, p < 0.001. This response did not correlate with children’s age, rs(98) = 0.10, p = 0.32. When asked to justify why children believed the two trials were similar, 70% mentioned perceptual similarity whereas 30% generated a causal justification. Generating a justification of a particular type did not significantly correlate with age, nor did it correlate with performance on either the blicket or butterfly trial, all rs(80)-values < | 0.14|, all p-values > 0.23.



Comparisons to Experiment 1

Finally, we tested whether children responded differently on either the butterfly or the blicket conditions between Experiment 1 and 2. We found no difference in performance on either the blicket conditions across the studies (46% in each study), χ2(1) < 0.001, p = 0.99, or on the butterfly conditions (42% in each study), χ2(1) = 0.001, p = 0.98. This suggests that the within-subject nature of this experiment did not affect performance compared to a between-subject version of the same measure.



Discussion

Experiment 2 found similar results to Experiment 1, whereby performance on both tasks improved with age, though only children in the oldest group performed at above-chance levels. We also found no differences between performance on these two tasks for any age group, either in terms of their responses to the test questions or in terms of their justifications for these responses. As in Experiment 1, 4- to 7-year-olds mostly responded at chance levels of performance, while 8- to 10-year-olds were generally above chance at making the appropriate diagnostic inference.

When examining which combinations of blocks children chose to try in the two causal systems, we did find a difference between the conditions, but in the opposite direction from Experiment 1. Here, children were more likely to try the correct answer in response to our open-ended prompt (orange/blue) for the Butterfly task than for the Blicket task. Additionally, for both tasks (though only statistically significantly for the Blicket task), children were more likely to try the orange and blue blocks if they had previously chosen this pair at test. Future work should look more directly at this relation between children’s diagnostic and predictive reasoning, as the current studies were not designed to specifically capture this aspect of children’s thinking, and past work suggests that these two reasoning process are not symmetrical (see e.g., Kuhn et al., 2009; Fernbach et al., 2010).

Finally, for the question about similarity between the two procedures, most of the children (correctly) said that the two tasks were similar to each other, although only a minority of children articulated that this similarity was due to the underlying causal structure rather than to the perceptual features of the two tasks. Saying that the two tasks were similar to each other did not affect performance on either measure, nor did children’s reported reason for why the tasks were similar (for example, talking about the causal structure or the more superficial perceptual features).

The two experiments so far suggest that children show similar diagnostic reasoning abilities across different domains of content. However, the blicket and butterfly measures were equivalent in a variety of ways, beyond just the causal structure. Both tasks involved diagnosing a set of causal relations, and among those causal relations, children had to track different levels of a single feature (color) to discern among potential causes. While the causal system was novel, in neither condition did children hear any information that was potentially unfamiliar or that required additional definitions or background knowledge – that is, the potential causes were all easily identifiable and comprehensible. All of these factors potentially facilitated children’s diagnostic inference.



EXPERIMENT 3

In Experiment 3, we introduced a novel measure that used the same interactive structure used in Experiments 1 and 2, but that couched the problem in a more realistic scientific framework, increasing the information processing demands of the task. Instead of asking children to use colors make inferences about a set of causal relations, we asked children to use a set of biological features to infer category membership (whether an exemplar was a particular kind of dinosaur). The four features were presented as an interactive structure: Having both feature A and B meant that the example was one kind of dinosaur; having only A or only B meant that the example was a second kind; and having neither meant that the example was a third. However, each feature was unique (unlike Experiments 1 and 2, which used different levels of the color feature) and not directly observable (as was the case with the individual blocks or flowers). Thus, although Experiment 3 in some ways presents the same structure as Experiments 1 and 2, it differs in many important ways, which serve to make it a better test of the kinds of diagnostic inferences that children are asked to make in classrooms and in real life.

The fundamental question behind our investigation so far has been to examine whether children engage in diagnostic inference differently across domains. The first two experiments support the hypothesis that there is little difference between the inferences that children can make in the physical and biological domains. Biological relations, however, can be much more complex than what we manipulated in Experiments 1 and 2. Experiment 3 thus presents a more stringent test of our research question.


Method


Participants

The final sample included 110 children between the ages of 4–10 (52 girls, 58 boys, Mage = 80.08 months, SDage = 22.62 months), again aiming to roughly match the sample size of Experiment 1. These children were primarily recruited from and tested in local museums (n = 107), and a minority were tested at our lab or in a preschool (n = 3). We additionally tested 2 participants who were not included in the final sample. One child was a 3-year-old; the other refused to respond to questions.

The demographics of this sample were as follows: 68 families identified as White, 9 identified as African American, 3 identified as multiracial, 7 identified as Asian, and 23 did not provide this information. In addition, 12 families identified as Hispanic or Latino, 13 identified as not Hispanic or Latino and 85 did not provide this information.



Materials

We used a whiteboard (22.75 inches wide x 17 inches high) to present a grid that showed which combinations of traits were characteristic of which kinds of dinosaurs (see Figure 3 and the Procedure section for more details). We created a set of 8 laminated pictures, one for each of four traits (e.g., having a beak-shaped mouth) and one for each of four dinosaurs (e.g., Einiosaurus). These could be stuck to the whiteboard using Velcro dots during the procedure to provide a visual aid for our explanations. We also used a green and a red whiteboard marker to indicate the presence (green check) or absence (red X) of each trait.


[image: image]

FIGURE 3. Completed grid for the dinosaur task. The experimenter would first explain and place the traits as column headers, then add checks and Xs with whiteboard markers to characterize the dinosaurs. The three answer choices appear at the bottom.




Procedure

To create the dinosaur version of the diagnostic reasoning task, we selected three dinosaurs from the family of ceratopsians (horned-headed dinosaurs): Einiosaurus, Triceratops, and Zuniceratops. We also selected four traits that these dinosaurs could have: mouth shape (beak-shaped or not), size (larger or smaller than a human when fully grown), head crest (large or small), and horn direction (backwards-facing or forwards-facing). As in the other two versions of this task, children saw four demonstrations of how different traits combined to characterize the three types of dinosaurs. These demonstrations were presented in one of two orders. Order 1 first presented Einiosaurus, then adult Triceratops, then baby Triceratops, then Zuniceratops; Order 2 presented the dinosaurs in the reverse order. We here use Order 1 to illustrate the procedure.

Children were told that they would play a dinosaur game to learn about the different traits that dinosaurs can have. They were then oriented to the grid on the whiteboard and to the four traits that served as column headers (see Figure 3). An experimenter first told children that some dinosaurs belong to the ceratopsian family, which means that they have beak-shaped mouths. The experimenter showed the child the picture card that illustrated a beak-shaped mouth, then stuck it to the first column on the whiteboard. The same was done for the next three traits: being larger than a human when fully grown, having a large head crest, and having backwards-facing horns. As the experimenter described each trait, she showed the child a picture of that trait and then stuck it to the whiteboard to fill out the column headers. These traits were always presented in the same order.

Then, children were told that they would see some dinosaurs, and that some of these dinosaurs have these traits while others do not. Order 1 first introduced Einiosaurus. The experimenter brought out the picture card for this dinosaur and explained that Einiosaurus has all four traits: It has a beak-shaped mouth, is larger than a human when fully grown, has a large head crest, and has backwards-facing horns. This dinosaur was thus the parallel of placing all four blocks on the machine or planting all four flowers in the field. As the experimenter named each of the four traits, she used the green whiteboard marker to put a green check under each column of the first row of the grid on the whiteboard. At the end of this introduction, the experimenter repeated the combination of traits: “So if a dinosaur has a beak-like mouth and is bigger than a human when it’s fully grown and has a big head crest and has backwards facing horns, that means it is an Einiosaurus.” She then stuck the Einiosaurus picture card to the right of the first row.

The same procedure was repeated for the other three dinosaurs, using green checks when a dinosaur had a trait and a red Xs when a dinosaur lacked a trait (see Figure 3). Adult Triceratops has a beak-shaped mouth, is larger than a human when fully grown, and has a large head crest, but it does not have backwards-facing horns; its horns face forward. Baby Triceratops has a beak-shaped mouth, is larger than a human when fully grown, and has backwards-facing horns, but it has a small head crest. Because Triceratops changes its head crest size and horn direction as it matures (Horner and Goodwin, 2006), it served as the equivalent of the red activation on the blicket machine or the red flowers in the butterfly field: Two different combinations of three traits led to the same type of dinosaur, just as two different combinations of three blocks/flowers led to a red light/red butterflies.

The fourth dinosaur, Zuniceratops, has only one of the four traits: a beak-shaped mouth. But it is smaller than a human when fully grown, lacks a head crest, and has forward-facing horns.

At the end of this demonstration phase, children could see the full set of trait combinations on the grid on the whiteboard (Figure 3). To frame the test question, children were told that paleontologists have found a new set of fossils that they are sure is an Einiosaurus. But the paleontologists used only two traits to figure that out. Children were asked to choose which pair of traits the paleontologists used to know for sure that the fossils they found belonged to an Einiosaurus: (a) being bigger than a human and having backwards-facing horns, (b) being bigger than a human and having a large head crest, or (c) having backwards-facing horns and having a large head crest. In parallel to the other two versions of this task, the correct answer is c, since only the Einiosaurus has both of these traits.

These answer choices were accompanied by illustrations that combined the relevant pictures from the column headers on the whiteboard (see bottom of Figure 3). The answer choices were presented in a random order for each child. The corresponding picture cards were placed on the table in front of the child as the experimenter described each one. As in the previous versions of this task, after choosing a response option, children were asked to justify their choice.



Coding

Answers of “backwards-facing horns and having a large head crest” were coded as correct; the other two answers were coded as incorrect. We coded children’s justifications as relevant when they mentioned the different traits that the dinosaurs could have or when they made comparisons between the dinosaurs (e.g., “well, if you think it’s this [pointing to Einiosaurus] bigger than a human, it’s pretty easy, and a large headcrest is only on two of them, which I’ve seen so that makes it, so that means narrowing the options and so from there we can just look at the details and probably try to figure it out.”). We coded children’s justifications as irrelevant when they did not provide any substantive information (e.g., “Because it is bigger than a human and because dinosaurs are so big”) or when they said “I don’t know.” Justifications were coded by two research assistants who were blind to children’s age and gender. These two coders considered 89% of the dataset. Agreement was 89% (Kappa = 0.77). Disagreements were resolved through discussion with the third author and then the first coder coded the rest of the data.



Results

Preliminary analyses showed that the order in which information was presented did not affect responses, χ2(1, N = 110) = 0.04, p = 0.85. Preliminary analyses also showed that girls and boys did not differ in their responses, χ2(1, N = 110) = 0.01, p = 0.94. As a result, we do not consider these factors further.

Overall, children responded correctly 27% of the time, not significantly greater than chance, Binomial test, p = 0.20. We tested for age effects using a general linear model with a binomial logistic distribution, as in Experiment 1. The overall model was not significant, χ2(1) = 3.17, p = 0.08, nor was the individual effect of age, B = −0.02, SE = 0.01, 95% CI [−0.04, 0.00], Wald χ2(1) = 3.11, p = 0.08. As a way of initially contrasting performance in this condition to that of the other conditions, we broke the sample into thirds based on age, as we did in the previous two studies. No age group’s performance was above chance responding (youngest: 25%; middle: 21%; oldest: 36%; all Binomial tests, p-values > 0.14).

We examined children’s justifications by conducting a general linear model with a binary logistic distribution, predicting whether children generated a relevant justification based on their age and whether they responded correctly on the test question. The overall model was significant, χ2(2) = 10.35, p = 0.006. Age was a significant predictor, Wald χ2(1) = 9.14, p = 0.003. Correct judgments on the test question was not a significant predictor, Wald χ2(1) < 0.01, p = 0.99.

To contrast performance with the blicket and butterfly conditions in Experiment 1, we again used a general linear model with a binomial logistic distribution, examining the role of age (in months) and task version (blicket, butterfly, dinosaur). The overall model was significant, χ2(3) = 22.54, p < 0.001. This analysis revealed a main effect of condition, Wald χ2(2) = 7.12, p = 0.03 and a main effect of age, Wald χ2(1) = 13.60, p < 0.001. Overall, performance on the dinosaur condition (27% correct) was worse than performance on the blicket condition (45% correct), B = −0.74, SE = 0.29, 95% CI [−1.30, −0.17], Wald χ2(1) = 6.46, p = 0.01, and performance on the butterfly condition (41%), B = −0.61, SE = 0.29, 95% CI [−1.17, −0.05], Wald χ2(1) = 4.52, p = 0.03.



Discussion

On this dinosaur task, we found no improvement in performance with age, and even the oldest age group tested responded at chance levels. Although the underlying reasoning structure of the dinosaur task was identical to that of the blicket and butterfly tasks presented in Experiments 1 and 2, children had more difficulty solving this version of the problem. As prior work has shown that children understand the role of biological features in categorization (Keil, 1989; Carey, 1995; Slaughter and Lyons, 2003), we believe that this difference in performance is due to other features of our task, most importantly the interaction between the task’s surface features and its underlying structure: The use of dinosaurs made it appear as though domain-specific knowledge was necessary to solve the task, although this was not the case. We discuss this issue further in the General Discussion, recalling that our goal with this experiment was to begin to explore how more realistic science content can affect children’s reasoning, and not to investigate the impact of individual task features on children’s performance.



GENERAL DISCUSSION

The current study examined whether children possessed similar diagnostic reasoning abilities across different domains of knowledge. In Experiment 1, we replicated previous findings that suggested children could engage in diagnostic reasoning about an interactive causal structure by age 7 (Sobel et al., 2017). We also extended this finding to another domain of knowledge: biology. We demonstrated that children’s diagnostic reasoning is not limited to the blicket detector paradigm; children performed similarly on both versions of the task. Using a within-subject design, instead of a between-subject design, Experiment 2 replicated the findings of Experiment 1, as well as corrected for an error in data collection regarding children’s justifications of their inferences. These results imply that the mere presence of domain-specific features does not impact children’s abilities to reason diagnostically. Further, these results confirm that this kind of diagnostic reasoning emerges around age 7, possibly because younger children lack the capacity to coordinate the high level of uncertainty about the efficacy of individual variables presented by our task (e.g., Erb and Sobel, 2014) or lack the metacognitive capacities to reflect on this uncertainty (Kuhn and Dean, 2004).

In contrast to the first two experiments, children performed much more poorly when asked to make diagnostic inferences about category membership of dinosaurs based on their features (Experiment 3). Here, although the underlying structure of the problem was the same as in Experiments 1 and 2, children did not show improvement with age, and even the oldest children we tested did not respond correctly above chance levels.

There were, of course, many important differences between the dinosaur version of the task presented in Experiment 3 and the tasks presented in Experiments 1 and 2, any of which (or their combination) could explain this difference in performance. Children in Experiment 3 had to track different features (e.g., size and shape) as relevant for category membership, as opposed to different levels of a single feature (color). In addition, there was a difference in degree of complexity of the outcomes: The dinosaur condition featured children learning the names of different (potentially novel) dinosaurs and their features, whereas the other conditions did not require the child to learn novel vocabulary or other scientific content. Children may also have differed in their level of domain-specific knowledge about biology in general or dinosaurs in particular, which may have affected the degree to which they believed that the task required such knowledge to solve. Future work should attempt to examine which of these features have the most impact on children’s reasoning abilities. But, crucially, it might not be possible for such investigations to disentangle whether children experience more difficulty in more realistic problems because of information processing demands or because of the realism itself; increasing the amount of domain-specific knowledge in a domain of reasoning will necessarily involve adding information to a given causal model.

Equally crucially, we would argue that the fact that the dinosaur version of the task was not precisely matched to the blicket and butterfly versions of the task is somewhat beside the point. Our goal in Experiment 3 was to instantiate a causal structure for which the developmental trajectory was well-understood (from work with blicket detectors) in a context that superficially resembled reasoning tasks that children see in classrooms or in prior work on diagnostic inferences (Kuhn and Dean, 2005; Kuhn et al., 2009). In doing so, although we modified more than just one aspect of the task, we were able to take an initial step toward reconciling conflicting conclusions from cognitive developmental psychology, claiming that even babies can reason diagnostically (e.g., Gopnik et al., 2004; Sobel and Kirkham, 2006), with work from education science, claiming that children struggle with diagnostic thinking until late elementary school and beyond (e.g., Klahr et al., 1993; Chen and Klahr, 1999).

In particular, the differences demonstrated here between the blicket and butterfly versions of the reasoning task and the dinosaur version have important implications for how the development of diagnostic reasoning is understood. Children’s performance on the blicket and butterfly versions of the task demonstrated that at least the older children in our sample (8- to 10-year-olds) have the reasoning skills necessary to diagnose the interactive causal system that we presented [as also shown by Koerber et al. (2015) and Sobel et al. (2017)]. On this basis, some have suggested that these children (and even younger children) are mature scientific thinkers, since diagnostic reasoning is an important component of scientific thinking (e.g., Cook et al., 2011; Gopnik and Wellman, 2012).

But there are many important methodological differences between the tasks used in those studies (and in our Experiments 1 and 2) and other investigations of scientific reasoning (and in our Experiment 3), such as understanding experimental design, engaging in hypothesis formation, and reflecting on the quality of data and what inferences those data support. Many of these differences have been discussed and investigated elsewhere (e.g., Sodian et al., 1991; Ruffman et al., 1993; Kuhn and Pearsall, 2000; Kuhn, 2007; Sobel et al., 2017) and are beyond the scope of the present investigation. Indeed, these additional reasoning capacities are likely only available to older children, and the continuing developmental trajectory of children’s scientific reasoning abilities may involve increasing coordination among these capacities and the kind of diagnostic reasoning abilities investigated in the current work. Rather, we wish to emphasize that prior work on scientific reasoning has tended to focus on making diagnostic inferences about domain-specific contexts, like those found in science classrooms (see e.g., NGSS Lead States, 2013). Because our Experiment 3 resembles such systems more closely, our results suggest that the information processing demands of such contexts (which come from many sources) may prevent children from demonstrating their existing capacities to reason about such systems. Children may have broad diagnostic reasoning capacities in the early elementary school years, but applying those capacities to the science classroom seems to only come later in development.
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FOOTNOTES

1We use this strategy throughout the analysis of all three experiments. We considered models with main effects only and models that included both main effects and interactions. We only report the latter if it was a better fitting model. We indicate where this is the case; in all other cases throughout these experiments, the main effects only model was the better-fitting model.

2Because children who responded incorrectly on the test question never tried the correct combination on the machine, it was not possible to test the interaction, which was significant in Study 1.
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Living things can be classified in many ways, such as taxonomic similarity (lions and lynx), or shared ecological habitat (ducks and turtles). The present studies used card-sorting and triad tasks to explore developmental and experiential changes in conceptual flexibility–the ability to switch between taxonomic and ecological construals of living things–as well as two processes underlying conceptual flexibility: salience (i.e., the ease with which relations come to mind outside of contextual influences) and availability (i.e., the presence of relations in one’s mental space) of taxonomic and ecological relations. We were also interested in the extent to which salience and availability of taxonomic and ecological relations predicted inductive inferences. Participants were 452 six to ten-year-olds from urban, suburban, and rural communities in New England. Across two studies, taxonomic relations were overwhelmingly more salient than ecological relations, although salience of ecological relations was higher among children from rural environments (Study 1) and those who engaged in unstructured exploration of nature (Study 2). Availability of ecological relations, as well as conceptual flexibility, increased with age, and was higher among children living in more rural environments. Notably, salience, but not availability, of ecological relations predicted ecological inferences. These findings suggest that taxonomic categories (i.e., groups that share both perceptual similarities and rich underlying structure) are a salient way to organize intuitive biological knowledge and that, critically, environmental richness and relevant experience contribute to the salience and availability of ecological knowledge, and thereby, conceptual flexibility in biological thinking. More generally, they highlight important linkages between domain-specific knowledge and domain-general cognitive abilities.
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INTRODUCTION

The biological world is complex and multidimensional; living things can be interrelated—and therefore organized—in many different ways. For instance, taxonomic relations group living things into kinds based on morphological similarities, shared intrinsic features, or common membership in superordinate categories. Orthogonal to relationships based on intrinsic features, a large part of our knowledge about the biological world relates to extrinsically or thematically shared features. For example, organizing living things by thematic relations can describe ecological relationships such as a common habitat, or interactions such as predation. Both taxonomic and ecological relations, although far from exhausting potential relations among living things, are useful classifications, and both emphasize some types of commonalities at the cost of others.

Given that there are multiple ways to meaningfully organize plants and animals, what factors influence the relations that we use to group organisms or to make inductive generalizations about them? In the present studies, we used a card sorting task to explore developmental changes in the relative salience and availability of taxonomic and ecological relations among living things. We also examine the effects of two overarching types of active experiences—unstructured (e.g., exploring nature) and structured (e.g., going to zoos)—and passive experience (e.g., living in a rural area) thereon. Of particular interest is the development of the ability to organize the biological world through multiple frameworks–an ability likely to be related to both richness of biological experience (Shafto and Coley, 2003; Coley, 2012) and the development of more general executive functions (Diamond, 2013; Zaitchik et al., 2014).

This type of conceptual flexibility (Blaye et al., 2006) is critical in learning biological science as well as other STEM fields (Coulson et al., 1997; Hoehn and Finkelstein, 2018). In biology, one must be able to think about systems and organisms at a variety of different levels of analysis –the function of an organic molecule in a cell, the function of a cell in an organ, the function of the organ in a body, the function of a body in an ecosystem. Developing such flexible understanding is an important step toward learning to ‘think like a biologist.’ Thus, by investigating the developing understanding that organisms can be cross-classified in multiple ways, and the impact of active and passive experience thereof, we examine the development of conceptual systems that form an important basis for learning science. Further, this research evaluates the impact of ecologically valid experiences that impact the degree to which children come into the classroom with an ability to think flexibly about relations among organisms.


Beyond a ‘Thematic to Taxonomic Shift’?

For many years, conventional wisdom among cognitive development researchers held that young children’s concepts are organized in terms of thematic relations, and that only later in development do they use taxonomic relations (e.g., Inhelder and Piaget, 1961/1999; Bruner et al., 1967; Smiley and Brown, 1979; see also Lin and Murphy, 2001 for a review). Thematic concepts were thought to be more accessible to young children because they are more concrete; the associated objects are perceived together and interact directly in salient ways. As they age, children begin to understand how objects are linked based on deeper or less obvious shared properties, which gives rise to taxonomic relations. Older children and adults were thought to primarily rely on purportedly more abstract and logical taxonomic relations, and less on allegedly primitive thematic relations. Based on this view, conceptual development was characterized as a shift from thematic to taxonomic relations (Smiley and Brown, 1979).

More recently, this “thematic-to-taxonomic” shift has been questioned in at least two ways. First, researchers consistently find that young children readily use taxonomic relations to sort objects and guide inferences (e.g., Scott et al., 1982; Gelman and Markman, 1986; Gelman and Coley, 1990; Waxman and Namy, 1997; Nguyen, 2007). For example, preschoolers expect that novel words (e.g., ‘See this wem? Find another one) refer to taxonomic rather than thematic relations (Markman and Hutchinson, 1984). Likewise, work on the development of intuitive biology has demonstrated an early preference for taxonomic relations for guiding biological inductive inferences, or projecting features believed to be true of one class to another related class (e.g., Coley and Vasilyeva, 2010). For example, children as young as 2.5 years of age rely on taxonomic relations (e.g., birds) when projecting potentially shared properties (e.g., lives in a nest; Gelman and Coley, 1990). Indeed, even 14–16 month old infants’ use of labels suggests sensitivity to the importance of membership in taxonomic categories to guide inferences (Keates and Graham, 2008; see also Ferry et al., 2010; Graham et al., 2016; Switzer and Graham, 2017). This and other work (for reviews, see Coley et al., 2002; Coley and Muratore, 2012) suggest that taxonomic relations based on intrinsic, inherent similarities can be more salient for young children than thematic relations. Together, these and other findings (e.g., Nguyen and Murphy, 2003; Coley et al., 2005; Thibaut et al., 2016) debunk the notions of the inaccessibility of taxonomic relationships at an early age, and a ubiquitous early preference for thematic relations in young children.

It’s important to note an ongoing debate among researchers in conceptual development on the nature of early category representations. The work reviewed above suggests that young children represent categories as richly structured conceptual representations, entailing assumptions of shared non-obvious features and inductive potential (e.g., Gelman and Coley, 1991; Gelman, 2003; Noyes and Keil, 2019). In contrast, other researchers characterize the process of category acquisition as a progression from simple perceptual groupings to more complex, abstract concepts (e.g., Sloutsky and Fisher, 2004; Sloutsky, 2010), and that early categories and inductions primarily stem from perceptual similarity (Sloutsky et al., 2007; Fisher, 2015). By this account, the early salience of “taxonomic” categories stems from shared perceptual features rather than rich abstract representations. However, for our purposes, this debate is largely tangential. Our primary goal is to contrast the salience of categories based on taxonomic, or intrinsic relations–be they perceptual or abstract–with the salience of categories based on thematic, or extrinsic relations.

In addition to evidence suggesting early salience of taxonomic relations, cognitive scientists also increasingly acknowledge the salience and potency of thematic relations for adults, especially among those with relevant expertise. Indeed, thematic relations can be as salient as taxonomic relations across a broad range of categorization and reasoning tasks. For example, adults often prefer to sort entities based on meaningful thematic relations (e.g., pairing sheep with wool) over taxonomic (e.g., pairing sheep with goat; Lin and Murphy, 2001). Further, thematic categories (e.g., breakfast foods) importantly guide people’s representation of food categories (Ross and Murphy, 1999). Moreover, expert categorization of plants and animals are more likely to be dominated by thematic relations than novices’ (e.g., López et al., 1997; Shafto and Coley, 2003), suggesting that salience of thematic relations may be characteristic of expert knowledge (Coley et al., 2005; Coley and Betz, 2018). These and other findings (Medin et al., 1997; Lin and Murphy, 2001; De Deyne et al., 2016) highlight the potency and use of thematic relations in refined conceptual systems, and the potential role of experience in augmenting the salience of thematic relations.



Flexibility in Conceptual Relations

Rather than characterizing conceptual development as a shift from reliance on one type of relation to reliance on another, it seems more pertinent to acknowledge that children and adults flexibly use a range of conceptual relations to understand and predict their world (e.g., Deak, 2003; Blaye et al., 2007; Nguyen, 2007; Coley and Vasilyeva, 2010). By this account, individuals have access to multiple types of relations around which they can organize the same sets of entities; taxonomic and thematic relations are some examples of these organizational options. Flexibility in conceptual relations describes how the usefulness and subsequent recruitment of different conceptual relations might shift across contexts based on one’s knowledge. For example, both thematic and taxonomic relations can provide a rich inductive basis for different types of biological judgments. While taxonomic relations are more potent for making predictions about shared properties that are transmitted through genes, one type of thematic relation—ecological—is more potent for making predictions about shared properties that can be transmitted through contact, such as contagious diseases (e.g., Shafto and Coley, 2003; Coley and Vasilyeva, 2010; Coley, 2012). From this perspective, development involves an increase in the ability to flexibly use a range of different conceptual relations in a given domain. This ability is dependent on both domain-general executive functions (inhibitory control, cognitive flexibility) and domain-specific knowledge of relevant conceptual relations.

Although multiple relations might come to mind as available ways to organize entities, these relations often differ in their salience to different individuals, and therefore vary with respect to the likelihood that they will be used in any given situation (Shafto et al., 2007b). By “availability” we mean whether knowledge of particular conceptual relations is represented in semantic memory, or readily discernible given the information that is represented in semantic memory. Given that it is possible to hold multiple representations of relations among concepts in a given domain (e.g., Spiro, 1988), availability refers to which representations a particular individual actually holds. By “salience” we mean the ease with which knowledge of a particular type of conceptual relation comes to mind or is retrieved; different conceptual relations, even if all are available to an individual, can vary in their salience. The independence of these two ideas can be seen in the work of Ross and Murphy (1999) regarding food categories. They found that when given a food like broccoli, undergraduate participants readily and spontaneously generated both taxonomic (e.g., vegetables) and thematic (e.g., dinner foods) categories to which the food belonged, demonstrating that both types of categories are available. However, they also found that priming thematic categories (e.g., breakfast foods) increased the perceived similarity of thematic matches (e.g., bagels and orange juice) whereas priming taxonomic categories (e.g., meat) had no effect on the perceived similarity of taxonomic matches (e.g., bacon and beef), suggesting that taxonomic categories were already highly salient and therefore were unaffected by priming, whereas thematic categories were initially less salient and therefore priming increased their salience. Similarly, among students at an urban university, the ability to make thematic inferences about novel properties of animal species diminished under time pressure, whereas time pressure had no effect on taxonomic inferences (Shafto et al., 2007a), suggesting that although both types of relations were available, taxonomic relations among animals were more salient than thematic (i.e., ecological) relations in this population.

Both the availability and salience of conceptual relations seem to be influenced by knowledge and context (for reviews, see Coley et al., 2005; Shafto et al., 2007b). For example, undergraduates without marine expertise rely on taxonomic relations when making any generalizations about fish; in contrast, commercial fishermen only rely on taxonomic relations when reasoning about unknown novel properties (e.g., has endo inside), but used ecological relations to reason about relevant known properties, such as disease (Shafto and Coley, 2003). Therein, experts demonstrate greater conceptual flexibility, presumably due to the availability of a wider range of knowledge about relations among marine species (Shafto and Coley, 2003). This and other work (e.g., López et al., 1997; Medin et al., 1997; Bailenson et al., 2002; Ross et al., 2003; Medin et al., 2006) suggest that experience in nature may influence the flexible ability to reason about biology based on multiple types of relations.

Knowledge and context may also influence the development of conceptual flexibility in the domain of biology. Notably, context could refer not only to task constraints, but also to the information that is consistently present in one’s environment, such as the rurality of their home. For example, Coley (2012) examined inductive inferences in a forced-choice property projection task. Children in grades K−6 from urban, suburban, and rural communities were taught a novel property (i.e., disease, or insides) about one species (e.g., cattail), and asked which of two target species were more likely to share the property. One target species was related taxonomically but not ecologically (e.g., dandelion), whereas the other was related ecologically but not taxonomically (e.g., frog). Overall, the tendency to make taxonomic inferences about insides was similar among children across age, environment and experience. In contrast, the tendency to make ecological inferences about disease increased with age and was higher among children with direct unstructured experience in nature (e.g., unsupervised exploration) and among children who lived in more rural areas. Moreover, pronounced patterns of selective inference were evident earlier among children from rural communities. Six-year-olds from rural communities preferred to make ecological inferences about novel diseases and taxonomic inferences about novel insides; these patterns were not evident until later among children from suburban or urban communities. This suggests that children with more opportunities to interact directly with relatively intact ecosystems may demonstrate precocious conceptual flexibility with respect to inductive reasoning about plant and animal species.

If conceptual flexibility in the domain of biology emerges earlier in rural children, it would underline the importance of ambient environment and relevant experiences in the development of knowledge of conceptual relations. However, the evidence from Coley (2012) is indirect; children reasoning about insides preferred taxonomic inferences, whereas children reasoning about disease preferred ecological inferences, but the flexibility of individual children was not tested. Moreover, it does not pinpoint the source of the differences. There are at least two different ways in which young rural and urban children might differ in this respect: in terms of availability of conceptual relations, and in terms of salience. First, the differences in conceptual flexibility may be attributable to differences in availability of ecological relations (Shafto et al., 2007b). Unlike rural children. younger urban children may not understand how to meaningfully connect local organisms ecologically because they lack experience with these habitats. Indeed, modern suburban and urban children are less likely to learn about ecological relations through unstructured, exploratory play because rural children spend relatively more time in nature where they could informally observe which local animals cohabitate (e.g., Bunting and Cousins, 1985; Beach, 2003; Coley, 2012). If this is the case, younger urban children might rarely, if ever, organize living things based on shared ecology, whereas younger rural children might have such relations available. Alternatively, younger urban children may have both taxonomic and ecological relations available to them–i.e., possess the requisite knowledge of both taxonomic and ecological relations–but prefer taxonomic reasoning due to the relative salience of such relations over ecological. If this were the case, we would expect younger urban children to be able to organize living things based on shared ecology, but to prefer taxonomic relations as their initial response. Thus, to further explore conceptual flexibility of biological reasoning in young children, the current research investigates the developmental trajectory of both availability and salience of ecological and taxonomic relations, and the effects of experience and environment thereon. Beyond describing how children develop intuitive biological thinking, findings will enhance understanding of the underlying conceptual processes that contribute to conceptual flexibility.



The Current Research

In the studies presented here, we address two sets of research questions. First, we examine developmental and experience-based changes in the salience and availability of taxonomic and ecological relations in children’s intuitive biological thinking. Specifically, we ask: To what extent are taxonomic and ecological relations among living things salient and available to children in grades K−6? How does the salience and availability of these relations change with development? How might children’s environment and experiences with nature influence the salience of taxonomic versus ecological relations? Do salience and availability of taxonomic and ecological relations predict patterns of inductive inference? Second, we probe conceptual flexibility in the domain of biology (i.e., the ability to shift between taxonomic and ecological thinking about living things). Specifically, we ask: To what extent are children able to demonstrate conceptual flexibility? How does conceptual flexibility change with development? How might children’s environment and experiences with nature influence conceptual flexibility?

To answer these questions, we conducted two studies wherein we sampled 452 children in K−6th grade from urban, suburban, and rural communities in New England. In Study 1, we used an unguided card sorting task to examine the relative salience of ecological and taxonomic relations among plants and animals. Children sorted pictures into groups, and explained their groupings. We predicted that ecological relations would be more salient for children from rural communities, who have more opportunities for experience with shared local ecological relations, and would also become more frequent with age.

In Study 2, we expanded on this methodology in several ways. We sampled a much larger group of children from a wide range of communities in Massachusetts. We asked children to perform two sorts of the same stimuli, thus eliciting information on what relations are available (second sort) as well as which relations are salient (first sort). This allowed us to directly assess conceptual flexibility by observing children’s ability to produce both taxonomic and ecological sorts. We also collected data on children’s nature-related experiences. This allowed us to investigate the degree to which a relevant feature of environment (i.e., population density of hometown) and direct experience may impact both the salience and availability of ecological and taxonomic relations. We predicted that both passive experience with nature that comes from living in a more rural environment, as well as direct experiences with nature would lead to increased salience and/or availability of ecological relations, and increased conceptual flexibility in the biological domain.

Finally, in order to test the implications of salience and availability of taxonomic and ecological relations for generalization, we examined relations between sorting responses and previously published data on patterns of inductive inference in the same sample of children (Coley, 2012). Of interest is whether the salience and/or availability of ecological relations in sorting would predict an increase in the flexible use of ecological relations when making inductions.

By investigating the development of the understanding that organisms can be cross-classified in multiple ways, and the impact of active and passive experience on this understanding, we are examining the development of conceptual systems that form an important basis for learning science, and evaluating the impact of relevant ecological experiences that would impact the degree to which children come into the classroom with an ability to think flexibly about relations among organisms.



STUDY 1

In Study one, we investigated the relative salience of taxonomic and ecological relationships for 6- through 10-year-olds using an unguided card sorting task, and the effects of experience thereon. A relatively unconstrained way to examine the relative salience of taxonomic versus ecological relations is to present a set of stimuli in which both kinds of relations are present, and note which relations children use to spontaneously sort the stimuli. Thus, participants were asked to sort a set of 15 detailed color drawings of plants and animals that were designed to fall into orthogonal taxonomic and ecological groups. Of interest is the relative frequency of taxonomic versus ecological groupings and explanations in each population of children. If experience leads to increased salience of ecological relations, then the frequency of ecological groups and ecological explanations should be higher for children from rural communities than for children from urban communities.


Method


Participants

One hundred and six children from kindergarten through 6th grade were recruited through elementary schools during the 2000–2001 school year. The vast majority of participants spontaneously sorted all the cards and provided explanations, but three participants were omitted for failure to perform the task (i.e., either did not sort all cards or did not provide explanations), yielding one hundred and three total cases. For our analyses, we classified children as rural or urban based on the population density of their town. Although not a direct measure of potentially relevant experience, children from less densely populated areas likely have increased opportunities to interact with plants and animals in relatively intact ecosystems. Fifty-five participants were from East Boston, which was classified as ‘urban’ (population density 12,166 people per square mile). Forty-nine participants were from one of two different rural communities: North Berwick, Maine (population density 112 people per square mile) and Plainfield, New Hampshire (population density 43 people per square mile). We also grouped participants by age based on their grade into “6-year-olds” (kindergarten; Nrural = 16, Nurban = 16), “8-year-olds” (second grade; Nrural = 17, Nurban = 14) and “10-year-olds” (fifth grade; Nrural = 16, Nurban = 25). These age groups are interesting for several reasons. Kindergartners are just beginning formal education, and as such are unlikely to have had extended exposure to formal science curricula, so their responses are likely to represent informally acquired folk knowledge. Moreover, between the ages of 6 and 10, important developmental changes occur in biological reasoning (see Carey, 1985).



Materials and Design

Stimuli consisted of fifteen 3 in. × 5 in. (7.6 cm × 12.7 cm) laminated cards. Each card contained a realistic color drawing of a local species. Species were chosen to fill a 5 (taxonomic class: mammals, birds, insects, trees, and plants) × 3 (habitat: meadow, forest, and wetland) matrix (see Table 1). Although we acknowledge that ‘trees’ does not reflect an evolutionarily coherent group of organisms, it is a highly salient and nearly universal category in folk taxonomy distinction between trees and plants is a highly robust folk taxonomic distinction (e.g., Brown, 1984; Berlin, 1999; Coley and Muratore, 2012). Notably, the included stimuli from taxonomic classes also shared many perceptual similarities; we did not include sets of taxonomic stimuli that featured highly perceptually variable members (e.g., a whale and a fox both as mammals).


TABLE 1. Organisms depicted in sorting task, Study 1.
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Procedure

Pictures were arrayed on a table in a random order, and participants were asked to “Put together the things that go together.” After sorting all of the pictures into groups, children were asked to explain why they formed each group. The experimenter noted the cards in each group, and wrote down the child’s explanation for each group.



Results


Data Coding

Of particular interest in this study were differences in ecological and taxonomic conceptual structures across age and population density. We assessed the degree to which children’s sorts reflected taxonomic and ecological relations in two ways. First, we looked at which organisms each child actually placed in the same group. Second, we also examined the explanations that each child provided for the groups they formed. These are explained in more detail below.


Groups

For each child, we noted the number of groups formed. We also quantified the content of children’s groupings by first counting the number of taxonomic pairs and ecological pairs, and then calculating percentage based on the total number of pairs within each child’s sort, akin to the strategy used by Krieter et al. (2016). A taxonomic pair consisted of two species from the same taxonomic category being grouped together (e.g., woodchuck-beaver or fern-milkweed). An ecological pair consisted of two species from the same ecological category being grouped together (e.g., loon-dragonfly or firefly-paper birch). This calculation allowed us to determine the extent to which children’s groups corresponded to our a priori assignment of species into taxonomic and ecological groups.



Explanations

Children’s explanations for their groupings were transcribed and coded independently for content by 3–4 trained coders using a constant comparative method (Glaser and Strauss, 1967; Boeije, 2002). Rare cases of disagreement were resolved via discussion. Explanations for each grouping were initially coded into four categories. Taxonomic explanations were based on common membership in named categories (e.g., “bugs,” “animals,” and “trees”). Ecological explanations were based on interactions among organisms or between organisms and their environment (e.g., “squirrels like trees,” “water animals,” and “birds live in trees”). Appearance explanations were based on surface attributes or properties such as size, color, shape, or appendages (e.g., “feathers,” “hair,” and “these look the same”). Finally, uninterpretable or non-sensical or irrelevant explanations were coded as Other. Except for the last one, categories were not mutually exclusive, and responses could fall into multiple categories. Inclusion of explanations allowed us to capture when children’s rationales for pairings diverged from our a priori predictions. For example, children may have paired screech owl, meadowlark, and loon together, and explained that “they all live in trees.” Although this would be coded as three taxonomic pairs, the explanation highlights the observation that they all share an extrinsic relation to trees, which we would consider ecological. Thus, examining explanations as well as groups gives us a fuller picture of children’s subjective basis for categorizing these organisms.



Performance on Sorting Task

Performance on the sorting task was taken as an index of the relative salience of different relations among stimulus species. Of interest are the relative frequency with which children paired ecologically and taxonomically related species, the content of children’s explanations for their groupings, and differences in these measures as a function of age and environment.


Groups

On average, children sorted the 15 cards into 4.4 groups (SD = 1.54). To investigate the effects of age and environment on the frequency with which taxonomic and ecological pairs were grouped together, we conducted a 2 (population group: urban, rural) by 3 (age group: 6-, 8-, and 10-year-olds) by 2 (percentage pair: taxonomic, ecological) mixed ANOVA. Overall, sorts were comprised of a higher percentage of taxonomic pairs (M = 55%) than ecological pairs (M = 15%), F(1,98) = 137.61, p <0.001, eta2 = 0.58. We also found that participant age significantly influenced the sorted groups, as demonstrated by an age x pair type interaction ([F(1, 98) = 3.55, p = 0.033, eta2 = 0.07)]. Specifically, 6-year-olds created fewer taxonomic pairs than 8-year-olds or 10-year-olds, who did not differ (Tukey HSD p <0.05), whereas age had no effect on number of ecological pairs (see Figure 1). We found no significant differences between children from rural or urban communities on number of taxonomic or ecological pairs produced.
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FIGURE 1. Age differences in percentages of taxonomic and ecological pairs, Study 1. Error bars represent 95% confidence intervals. *p < 0.001.




Explanations

Each child was given 2 scores, corresponding to the proportion of groups justified with taxonomic, or ecological explanations. Explanations based on appearance were relatively rare (M = 10%), and did not differ in frequency for urban versus rural children (t = 1.045, p = 0.299). Although explanations corresponded somewhat to pairs, a lack of significant correlation between frequency of pairs and explanations (see Table 2) suggests that these two metrics might indeed capture different aspects of children’s sorting behaviors.


TABLE 2. Correlations between percentage pairs and explanations, Study 1.
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To investigate the effects of age and environment on children’s explanations for their groups, we conducted a 2 (Population Group: Urban and Rural) × 3 (Age Group: 6-, 8-, and 10-year-olds) × 2 (explanation: Taxonomic and Ecological) mixed ANOVA, with population group and age as between-subjects variables. Overall, percentage of taxonomic explanations (M = 47%) were higher than those for ecological (M = 35%), F(1,98) = 4.09, p = 0.046, η2 = 0.04. In contrast to findings for groups, children from urban and rural communities showed different patterns of explanations for their groupings, as evidenced by a population group × explanation interaction, F(1,98) = 4.16, p = 0.04, η2 = 0.04 (see Figure 2).
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FIGURE 2. Population group differences in percentages of taxonomic and ecological explanations of sorted groups, Study 1. Error bars represent 95% confidence intervals. *p < 0.001.


Simple effects analyses revealed that for urban children, taxonomic explanations were more frequent than ecological explanations, t(54) = 3.04, p = 0.004, Cohen’s d = 0.41. In contrast, for rural children, taxonomic and ecological explanations were equally frequent. Finally, t-tests directly comparing relative frequencies of each explanation in the two populations revealed that rural and urban children did not differ in the frequency of taxonomic explanations, but rural children produced significantly more ecological explanations than urban children, [t(102) = 2.55, p = 0.012, d = 0.50]. No effects of age on explanations were observed.



Discussion

These results suggest that taxonomic relations are highly salient to children from both urban and rural communities; children at all ages showed an overwhelming preference to group together species from the same taxonomic class (e.g., mammals and trees) rather than from the same ecological habitat (e.g., wetlands species). Taxonomic explanations were also relatively frequent in both population groups at all ages; almost half of all groupings were explained on taxonomic grounds. Although there was an increase in taxonomic pairs with development, taxonomic relationships still dominated the 6-year-olds’ sorts and explanations. Thus, these results reinforce previous findings showing the importance of taxonomic relations in organizing biological knowledge (e.g., Coley et al., 2002; Coley and Vasilyeva, 2010; Coley and Muratore, 2012) with the caveat that taxonomic relationships become even more salient between the ages of six and eight.

Because the taxonomic stimuli were more perceptually similar than the ecological ones, a potential alternate explanation for the salience of taxonomic relations within our sample is these perceptual similarities. Although it is clear that taxonomic relations were quite salient to children—they not only grouped together taxonomic relations, but also used taxonomic explanations (e.g., “these are birds”) to justify their categories instead of explaining groups based on shared appearances—it is possible that the perceptual similarities may have cued the children toward fixating on shared taxonomic relations among the stimuli set. Indeed, the perceptual similarities that occur within taxonomic groups likely contribute to their salience. Importantly, in the real world, categories that share rich internal underlying structure also tend to share perceptual and morphological similarities; bats and whales are the exception, not the rule. Likewise, the taxonomic categories we used here, because they were drawn from reality, included members who shared perceptual as well as deep similarities. As such, although we demonstrate a clear early preference for taxonomic categories, we cannot determine whether this early preference was based on assumptions of shared rich structure, perceptual similarity, or some combination thereof.

Critically, in addition to the clear importance of taxonomic relations, an examination of children’s explanations for their groupings showed that, as predicted, ecological relations were more commonly used to justify groupings among children from rural communities than those from urban communities. Indeed, among children from rural communities such explanations were as frequent as taxonomic explanations, suggesting an important influence of ecological thinking and awareness of ecological relations among rural children not seen for urban children. These results are remarkably consistent with results from studies that link informal experience with nature to increased use of ecological relations among species (e.g., Boster and Johnson, 1989; López et al., 1997; Medin et al., 1997; Shafto and Coley, 2003; Ross et al., 2003; Coley, 2012). This difference likely arises from the richer ecological experience of children living in more rural areas, resulting in knowledge of ecological relations which are not perceptually obvious. We investigate this in more detail in Study Two.



STUDY 2

Study one demonstrated that children living in a rural environment were no more likely to form ecological groupings, but were more likely to explain their groupings in ecological terms than children living in an urban environment. This suggests a relationship between environment and salience of ecological relations in children, but leaves unanswered the question of availability of ecological knowledge among children for whom taxonomic relations are salient. In Study 2, we tested a much larger sample of children from a wider range of communities and ages than in Study 1, and sought to replicate and extend the results of Study 1 in several ways.

While the more salient mode of organization (i.e., taxonomic) was the same across rural and urban populations, a single sorting task might underestimate differences in the availability of ecological knowledge across populations. In Study 2, we therefore asked participants to complete two sorts of the same cards, with specific direction to sort the cards in two different ways. While we expected taxonomic relationships to dominate the first sort again, we hypothesized that performance in the second sort would reflect the availability of ecological relationships after highly salient taxonomic relations were utilized on the first sort. If experience with nature fosters availability of ecological relations, we should find that rural children are more likely to sort species on the basis of ecological relations on a second sort. Moreover, this approach allows us to investigate the development of–and environmental differences in–conceptual flexibility surrounding reasoning about living things, by comparing the basis of children’s first and second sorts. Of particular interest was the extent to which children were able to organize the cards based on the two orthogonal dimensions of interest (e.g., Zelazo, 2006; Deák and Wiseheart, 2015).

Further, although the results from Study 1 document a marked difference in explanations for groupings between urban and rural children, they do not pinpoint which aspects of living in a rural environment encourage understanding of ecological relationships. Therefore, in Study 2 we included in-depth activities surveys (inquiring about relevant experiences with plants and animals) and examined the impact of activities in nature on sorting task performance. Specifically, we examine two broad types of potentially relevant experiences: unstructured experiences in nature (e.g., nature exploration, hiking), and learning about plants and animals in structured environments intended to transmit information, albeit informally (e.g., going to zoos or aquariums). In this sample, rural children were more likely to report unstructured activities, but rural, suburban and urban children did not differ in their engagement in structured activities (Coley, 2012). Indeed, children who attend these types of formal educational experiences (i.e., immersive zoo camps) demonstrate marked improvements in their ability to organize animals into taxonomic groups (Unger and Fisher, 2019).

Moreover, we addressed a key methodological concerns with Study 1 by revising our stimuli set. In Study 1, we had a larger proportion of possible taxonomic groups, which could have increased the relative salience of taxonomic relations for our participants. The revised stimuli set in Study 2 therefore contains equal numbers of a priori ecological and taxonomic groups.

Additionally, to investigate relations between the distinct but related conceptual processes of intuitive biological categorization and inductive reasoning, we examined whether the relative salience and availability of ecological and taxonomic relations during the sorting task predicted children’s tendency to draw inductive inferences based on taxonomic or ecological relations.


Method

All of the data reported in Study 2 were collected as a part of a larger study. The inductive inference results, and their relations to the activities measures, are reported in detail in Coley (2012). Here we focus on the sorting data, which have not been reported elsewhere, and relations between the children’s sorting and their activities and inferences.


Participants

Three hundred sixty-two children from kindergarten through sixth grade were recruited through elementary schools and after-school programs from 30 communities in Massachusetts. Data were collected between 2004 and 2007. The vast majority of participants spontaneously sorted all of the cards into groups. Fourteen participants were excluded from analysis for failing to sort all of the cards on either the first or second sort, resulting in a final sample of 348. Sampled communities ranged in size from 9 people per square mile to 15,400 people per square mile, with samples from rural (N = 112), suburban (N = 122), and urban (N = 118) communities. We also sampled children ranging from 4.5 to 12.75 years of age, including samples from grades K−1 (N = 117), grades 2–3 (N = 125) and grades 4–6 (N = 106). Children were roughly 60% girls and 40% boys; this distribution held in each subgroup.



Materials, Design, and Procedure


Sorting task

Stimuli consisted of nine 3 in. × 5 in. (7.6 cm × 12.7 cm) laminated cards. Each card contained a realistic color drawing of a local species. Species were chosen to fill a 3 (taxonomic class: bird, invertebrate, and plant) × 3 (habitat: meadow, forest, and wetland) matrix. Items are described in Table 3. We cut down on the number of cards included in this task for two reasons. First, a smaller number of cards would be less of a burden for the children to sort twice. Second, fewer taxonomic relationships allowed us to have the same number of possible taxonomic and ecological pairs, in case the presence of additional taxonomic groups in the sorting array increased the salience of taxonomic over ecological groups. As in Study 1, the stimuli within taxonomic categories did share more perceptual similarities than the stimuli within ecological categories.


TABLE 3. Pictures used in sorting task, Study 2.
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Children were interviewed individually in a quiet area at their school or after-school program. The pictures were arrayed on a table in a random order, and participants were instructed to “Put together the things that go together.” After they sorted the cards, they were asked to explain why they had made each group. Then the cards were shuffled and spread out again and the children were asked if they could put the cards together in a new way, and then to explain their new groupings. The experimenter noted the groups for each of the two sorts, and transcribed children’s explanations.



Triad task

Stimuli consisted of 32 8.5 in. × 11 in. laminated cards. Each card featured three realistic color drawings of plants or animals: one premise species and two target species. The premise species was alone at the top of the card and the two target species were equidistant from the premise and located at the bottom of the card. One target was taxonomically related to the premise, but ecologically unrelated while the other target was ecologically related to the premise, but taxonomically unrelated. See Table 4 for a list of sample triad stimuli, and see Coley (2012) for full details on the triad task.


TABLE 4. Sample items used in induction task, Study 2.

[image: Table 4]
Participants were told that a blank property was true of the premise category and asked which of the two target categories would share that property. Half of the participants were told that the target category “has stuff inside called andro.” This was meant to represent an internal property that we predicted would be understood to be anatomical. The other half of participants were told that the target category “has a disease called andro.” Blank property names changed across each trial.



Activities survey

Prior to the experimental task, each child was given a brief survey about their activities. Within the survey, children were asked questions about their hobbies and interests, with follow-up questions and encouragement to solicit additional information. The survey had questions about hobbies and activities that could have implications for intuitive biology, including pet ownership, gardening, zoos, parks, aquariums, camping, hiking, hunting, and fishing.



Results


Data Coding


Sorting task

Each child’s performance on both Sort 1 and Sort 2 yielded two scores: first, the percentage of taxonomic pairs (e.g., woodpecker + blue jay) and ecological pairs (e.g., duck + cattails) out of all pairs produced by the child, and second, the percentage of groups justified by taxonomic and ecological relations (coded as in Study 1). As in Study 1, the percentage of pairs reflected the children’s adherence to our predicted taxonomic and ecological categories, while the percentage of justifications reflected the children’s perceptions of their groupings. Percentage of taxonomic and ecological pairs were calculated in the same way as in Study 1. However, we used a more comprehensive coding approach for explanations in Study 2. In general, performance on the initial sort was taken as an index of the relative salience of different relations among stimulus species. Performance on the second sort was taken as an index of the availability of children’s knowledge of relations among species after the initially salient relations had been identified.

Children’s explanations were again transcribed and coded independently for content by 3–4 trained coders using a constant comparative method (Glaser and Strauss, 1967; Boeije, 2002). Rare cases of disagreement were resolved via discussion. Explanations for each grouping were initially coded into the following categories, adapted from Coley and Vasilyeva (2010: (t) taxonomy, (e) general interaction, (e) diet interaction, (e) habitat interaction, (e) similar habitat, (e) similar diet, (n) similar behavior, (n) similar appearance, (n) general similarity, and (n) other. These original codes were thereafter reduced into three dimensions: taxonomic (t), ecological (e), and neither (n). See Supplementary Table 1 for detailed explanations of dimension reduction, example codes, and prevalence of each subtype of explanation.



Conceptual flexibility

We also created two indices of conceptual flexibility that assessed changes in pairs and in explanations across the two sorts. For pairs, we computed the absolute difference in the percentage of ecological pairs between sort one and sort two, and in the percentage of taxonomic pairs between sort one and sort two. We then averaged the two differences to yield an index of the degree to which responses on the two sorts differed. We also computed an analogous score for changes in ecological and taxonomic explanations. In both cases, higher values represent larger changes in the relative use of taxonomic or ecological relations from sort 1 to sort 2, which we take as evidence of conceptual flexibility. Although there are many ways that flexibility might be quantified, we used this approach to capture the degree to which children spontaneously switched the organizing framework of their sorts from one conceptual dimension of interest to the other.



Activities survey

Interpretable responses to all activities questions were obtained from 252 participants; these were fairly uniformly distributed between urban (N = 82), suburban (N = 72), and rural (N = 98) participants. Children’s responses to the activities survey were coded into 23 categories (14 developed to capture open-ended responses, and another nine activities that were specifically queried). These in turn were reduced to 10 activity categories via factor analysis (Aquarium and Parks, Pets and Houseplants, Reading and Writing, Hunting and Hiking, TV and Toys, Sports, Outdoors and Fishing, Video and Board Games, Exploring Nature, and Animals and Zoos). For details, see Coley (2012). For purposes of this study, we focused on activity types that were of specific interest to informal biological education: Unstructured Activities (indexed by averaging scores on the hunting and hiking, outdoors and fishing, and exploring nature factors) and Structured Activities (indexed by averaging scores on aquarium and parks and animals and zoos factors).



Salience and Availability of Taxonomic and Ecological Relations

In this section we investigate the salience and availability of taxonomic and ecological relations by examining children’s groupings, and explanations for those groupings, on both the first sort (which we take to index salient relations) and the second sort (reflecting knowledge of relations that may be available but not highly salient). We also explore the degree to which salience are availability of taxonomic and ecological relations are predicted by activities and environment, and how the salience and availability of these relations predict children’s inductive inferences.


What kinds of groupings did children form?

To examine the content of children’s groupings, we compared the relative frequency of taxonomic and ecological pairs for the first and second sort. On average, children sorted the nine cards into 3.5 groups on the first sort (SD = 0.82), and taxonomic pairs (M = 76%) represented a higher percentage of the sorts than ecological (M = 11%) pairs, [t(346) = 23.01, p < 0.001, d = 1.24, see Figure 3]. Children formed more groups on the second sort (M = 3.6, SD = 1.06) than on the first sort, although the effect was small [t(347) = 3.12, p = 0.002, d = 0.17]. In contrast to the first sort, taxonomic (M = 33%) and ecological pairs (M = 31%) were equally common on the second sort, [t(334) = 0.78, p = 0.44, d = 0.04, see Figure 3]. Proportion of taxonomic pairs declined across the two sorts [t(344) = 16.69, p < 0.001, d = 0.90], while the proportion of ecological pairs increased [t(343) = 10.89, p < 0.001, d = 0.59]. This suggests that taxonomic relations were highly salient to most children, but some switched to more ecologically based groupings on their second sort, indicating that ecological relations were nevertheless available.
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FIGURE 3. Percentage of taxonomic and ecological pairs across sorts 1 and 2, Study 2. Error bars represent 95% confidence intervals. *p < 0.001.




What factors predicted children’s groupings?

To examine which factors predicted children’s groupings, we conducted multiple regression analyses utilizing age (in days), population density (people per square mile in child’s town), and reported involvement in structured and unstructured activities to predict the number of taxonomic and ecological pairs separately for sort 1 and sort 2. Because of the large range of population density values in our sample (22–15,400), we log-transformed these values. Results of these analyses are summarized in Table 5.


TABLE 5. Factors predicting groupings on sorts 1 and 2.
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First sort

For taxonomic pairs, the overall regression approached significance, but the only significant predictor of performance was age, with older children’s sorts featuring higher proportions of taxonomic pairs. For ecological pairs, the overall regression was not significant, although age again significantly predicted performance. In contrast with taxonomic pairs, younger children’s sorts had higher proportions of ecological pairs. This suggests that the salience of taxonomic relations increased with age, and the salience of ecological relations decreased with age.



Second sort

For taxonomic pairs on the second sort, the overall regression did not explain significant variance, and no predictors explained significant variance. Nor was the overall regression significant for ecological pairs, although population density explained significant variance. Specifically, proportion of ecological pairs on the second sort decreased with population density (i.e., ecological pairs were more common for children from more rural areas), suggesting that ecological relations became increasingly available for children living in more rural environments.



How did children explain their sorts?

Explanations for groupings on the first sort, like the pairs, were overwhelmingly taxonomic (see Figure 4). Paired-samples t-tests revealed that taxonomic explanations (M = 59%) were significantly more common than ecological (M = 19%); t(347) = 11.476, p < 0.001, d = 0.62. In contrast, ecological explanations (M = 55%) were more common than taxonomic (M = 17%) on the second sort; t(346) = 12.19, p < 0.001, d = 0.58. When comparing explanations across the two sorts, the percentage of taxonomic explanations significantly declined [t(346) = 16.38, p < 0.001, d = 0.88], and the percentage of ecological explanations significantly increased [t(343) = 10.89, p < 0.001, d = 0.59]. This is consistent with the findings for pairs presented above; children tended to explain their initial groupings based on taxonomic relations, but explained their second sorting based on ecological relations, suggesting that taxonomic relations were highly salient, but ecological relations were nevertheless available.
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FIGURE 4. Percentage of taxonomic and ecological explanations across sorts 1 and 2, Study 2. Error bars represent 95% confidence intervals. *p < 0.001.




What factors predicted children’s explanations?

To examine which factors predicted children’s explanations, we again conducted multiple regression analyses utilizing age (in days), population density (people per square mile in town, log transformed), and scores on structured and unstructured experience to predict the relative frequency of taxonomic and ecological explanations for sort 1 and sort 2. Results of these analyses are summarized in Table 6.


TABLE 6. Factors predicting explanations on Sorts 1 and 2.
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First sort

For taxonomic explanations, the overall regression explained significant variance; the proportion of taxonomic explanations increased with age, suggesting that the salience of taxonomic relations increased with age but was unrelated to activities. For ecological explanations, the overall regression did not explain significant variance, but the proportion of ecological explanations increased with unstructured nature activities, suggesting that ecological relations were increasingly salient among children who engaged in one type of relevant experience—unstructured nature exploration.



Second sort

For taxonomic explanations, the overall regression did not reach significance and no factors predicted significant variance. For ecological explanations, the regression was significant; ecological explanations increased with age, and decreased with population density (i.e., were more common among children from more rural communities), suggesting that these factors impacted the availability if not the salience of ecological relations.



The relationship between explanations and groups

As in Study 1, the explanations and groups provided two different types of metrics of performance—adherence to our a priori taxonomic and ecological relations versus children’s reliance on taxonomic and ecological relations. In contrast to Study 1, we find strong positive correlations between taxonomic and ecological pairs and explanations within each of the sorts (see Table 7), a testament to the efficacy of our updated coding system and stimuli. The explanations and pairs in Study 2 therefore seem to converge quite highly. Further, we see a repeated negative relationship between taxonomic and ecological, suggesting that children are emphasizing one type of relation at the expense of the other.


TABLE 7. Correlations between percentage pairs and explanations, Study 2.
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How is performance on the sorting task related to children’s inductive inferences?

To examine relations between children’s sorting and their inductive inferences, we ran separate regressions using children’s first and second sort taxonomic and ecological pairs and explanations to predict their proportion of ecological inferences on the triad induction task (i.e., the percentage of trials for which a child projected the novel property to the ecological target rather than the taxonomic target). Each measure of performance was entered into a separate regression, along with age and log population density as control variables (both of which have been linked to ecological inferences, Coley, 2012). Results are reported in Table 8, and see Supplementary Tables 2, 3 for results from specific properties within the triad task.


TABLE 8. Relations between indices of performance on sorting task and preferences for ecological inferences in the triad induction task.
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Regressions revealed several significant predictors of ecological inferences. Notably, salience of ecological relations, in terms of proportion of both ecological pairs and ecological explanations on sort 1, predicted frequency of ecological inductive inferences. Further, the proportion of taxonomic pairs in sort 1 negatively predicted frequency ecological inferences. No index of performance on sort 2 was related to ecological inferences. Overall, these findings suggest that the tendency to base inferences on ecological relations in the induction task was closely tied to the salience of ecological relations in the sorting task.



What factors predicted conceptual flexibility?

In this study, conceptual flexibility reflects the extent to which children changed between taxonomic and ecological organizational frameworks across their two sorts. In other words, we were primarily interested in the degree to which children produced different kinds of sorts—i.e., changed the underlying dimension along which they sorted organisms—rather than simply producing different groups. We therefore quantified conceptual flexibility as change (regardless of direction) in the percentage of taxonomic and ecological pairs, and change in the percentage of taxonomic and ecological explanations, between sort 1 and sort 2. Higher scores reflect more change from the first to second sort, and hence more flexibility. The two sorts provide qualitatively different information, with the first sort assessing the most salient relations and the second sort assessing additional relations that are available after the most salient ones were taken away. To the extent that children tended to rely on one underlying dimension for each sort, our approach could quantify the degree to which children were able to change this basis of their responses across sorts. This analysis was justified based on preliminary assessments of the data that revealed that sorts most often were dominated by either taxonomic or ecological relations, rather than split in between both types of relations (see Supplementary Figures 1–4; this effect is also highlighted by the negative correlations between ecological and taxonomic pairs and explanations presented in Table 7).

To examine which factors predicted flexible use of conceptual relations, we computed two multiple regression analyses utilizing age (in days), log population density (people per square mile in town), and structured and unstructured activity scores to predict conceptual flexibility with respect to pairs and explanations, respectively. Results are summarized in Table 9.


TABLE 9. Factors predicting conceptual flexibility scores for pairs and explanations.
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The regression models explained significant variance in children’s conceptual flexibility with respect to both pairs and explanations. Conceptual flexibility regarding pairs increased with age and decreased with population density (i.e., children from more rural environments showed more flexibility). Surprisingly, children who reported more structured activities like aquariums and zoos also showed less conceptual flexibility. Conceptual flexibility regarding explanations increased with age, but was unrelated to environment or experience.



Discussion

Results from the initial sort in Study 2 replicated the findings from Study 1 with a different population and stimulus set. Participants were much more likely to pair species on the basis of taxonomic than ecological relatedness; this tendency increased with age and held constant regardless of children’s environment. As in Study 1, taxonomically related stimuli were also perceptual more similar; as such, we cannot determine whether this early preference was based on assumptions of shared rich structure, perceptual similarity, or both.

Further, we again found some evidence of an effect of experience on explanations for sorts, if not sorting per se. In Study 1, ecological explanations were more frequent among children from rural environments, whereas in Study 2, ecological explanations increased with unstructured experiences in nature. Moreover, Study 2 revealed that knowledge of ecological relations, if not overly salient, is nevertheless available to many children. Ecological pairs were as frequent as taxonomic pairs in sort two, and ecological explanations dominated the second sort. Interestingly, both older children and children of all ages from more rural environments were more likely to have ecological relations available to them. These findings suggest two ways in which ecological relations can be learned—both through ambient environment (i.e., living in a more rural area) and through experiences accrued with age.

We examined conceptual flexibility surrounding living things by quantifying change in pairs and explanations from Sort 1 to Sort 2. Results show that conceptual flexibility increased markedly with age, in line with other work (e.g., Blaye et al., 2006; Coni et al., 2019). Notably, living in a more rural environment predicted conceptual flexibility independently of age. Thus, children who live in an environment with the potential for environmental exploration not only have ecological relations more available to them, but also were able to flexibly organize plants and animals according to these relations. Surprisingly, results also revealed that children who reported more frequent structured biologically relevant activities, such as visiting aquariums and zoos, demonstrated less flexibility. These patterns may suggest that children who are taught about biology in more structured ways may become entrenched in these taught views and thereby may become less likely to flexibly switch between different types of relations (i.e., Bonawitz et al., 2009; Dane, 2010). This possibility is discussed further below.

Finally, we demonstrated that the salience, but not availability, of ecological relations predicted ecological inferences. Overall, these findings corroborate Shafto et al. (2007b), demonstrating that salience of relations, rather than mere availability, impacts induction. Such findings emphasize the importance of distinguishing between salience and availability, and begin to describe how the ease with which relations come to mind may impact use of concepts in everyday life.



GENERAL DISCUSSION

From a young age, children simplify the complexities of the biological world by constructing intuitive concepts that organize knowledge and guide predictions about plants and animals. While early research on such conceptual development posited a thematic to taxonomic shift, more recent work instead highlights the importance of viewing development as increasing conceptual flexibility. To investigate this, we used unguided card sorting tasks that were designed with two orthogonal dimensions: taxonomic categories (e.g., birds) and ecological relationships (e.g., pond animals). We addressed two sets of research questions. First, we examine developmental changes in the salience and availability of taxonomic and ecological relations in children’s intuitive biological thinking. Second, we probe developmental changes in conceptual flexibility in the domain of biology (i.e., the ability to shift between taxonomic and ecological thinking about living things). In both cases, we also assessed the impact of environment and activities.


Salience and Availability of Taxonomic and Ecological Relations

Our first set of questions focused on developmental changes in the salience and availability of taxonomic and ecological relations in children’s intuitive biological thinking. Below we consider the implications of our findings for understanding salience, availability, and relations to inductive inference.


Salience of Taxonomic and Ecological Relations

We take salience to refer to the ease with which knowledge of a particular type of conceptual relation comes to mind or is retrieved; different conceptual relations, even if all are available to an individual, can vary in their salience. In these studies, we took children’s groupings and explanations on the first performance of a sorting task as an index of the salience of taxonomic and ecological relations; to the degree that such relations readily come to mind upon encountering representations of organisms, they should be used to sort and explain. Across age and experience, taxonomic relations were overwhelmingly more salient than ecological relations. In Study 1 and the first sort of Study 2, children were much more likely to pair animals from the same taxonomic category than animals from the same ecosystem, and were much more likely to explain their groupings in taxonomic than in ecological terms. The salience of taxonomic categories was already evident among the youngest participants in our study, and increased with age. This fits with work stressing the importance of richly structured taxonomic categories for children’s understanding of the biological world from early in development (e.g., Scott et al., 1982; Gelman and Markman, 1986; Gelman and Coley, 1990, 1991; Waxman and Namy, 1997; Nguyen, 2007).

As argued above, categories that share rich internal underlying structure also tend to share perceptual and morphological similarities. Likewise, the taxonomic categories we used in the studies presented here, because they were drawn from reality, included members who shared perceptual as well as deep similarities. As such, although we demonstrate a clear early preference for taxonomic categories, our design does not permit us to adjudicate whether this early preference, or indeed any “taxonomic” responses, were based on assumptions of shared rich structure or on perceptual similarity. Although perceptual similarity is nearly always an important guide to richly structured categories, we think there are compelling theoretical (e.g., Murphy and Medin, 1985; Medin, 1989; Ahn et al., 2001) and empirical (e.g., Barsalou, 1983; Gelman and Markman, 1986, 1987; Keil, 1989; Rips, 1989; Heit and Hayes, 2005; Noyes and Keil, 2020) arguments against a strong perceptual view of early category representations. However, the primary aim of the design employed in these studies was to contrast the salience of categories based on intrinsic taxonomic relations–be they perceptual or abstract–with the salience of categories based on extrinsic ecological relations. As such, our results are agnostic with respect to the perceptual-conceptual discussion.

Notably, despite the general salience of taxonomic categories, we also consistently found that the salience of ecological relations was related to environment and experience. In Study 1, although children from rural environments formed as many taxonomic groups as children from urban environments, they were more likely to explain their grouping in ecological terms. In Study 2, children’s environment again did not predict groupings, but the proportion of groups explained in ecological terms increased with children’s unstructured experiences in nature. Whereas the high salience of taxonomic relations further increases with age, ecological relations are more salient among children who have relevant experiences, particularly those who live in rural communities, and those who reported more unstructured nature exploration. This is consistent with a number of studies showing that both relevant activities (e.g., unstructured exploration) and passive experience (i.e., living in more rural environments) increase access to ecological knowledge (e.g., López et al., 1997; Proffitt et al., 2000; Shafto and Coley, 2003), suggesting that salience of thematic relations may be characteristic of expert knowledge (Coley et al., 2005; Coley and Betz, 2018). These and other findings (Medin et al., 1997; Lin and Murphy, 2001; De Deyne et al., 2016) highlight the potency and use of thematic relations in refined conceptual systems.



Availability of Ecological Relations

By our account, availability refers to whether knowledge of particular conceptual relations is represented in semantic memory, or is readily discernible given the information that is represented in semantic memory. Salient knowledge is necessarily available, but all available knowledge need not (and indeed, cannot) be equally salient. In Study 2, we asked children, after completing their initial sort, to sort the same cards in a different way. We take performance on this second sort as an index of availability of less salient relations; sort 1 allowed children to “discharge” salient knowledge, and sort 2 gave them the opportunity to demonstrate knowledge that, while less salient, was nevertheless available.

Despite being less salient, ecological relations were widely available, as indicated by an increase in ecological pairs and an overwhelming preference to provide ecological explanations on sort 2. Notably, we observed a developmental increase in the availability of ecological relations (for explanations). The availability of ecological relations was also consistently related to population density in that–for both pairs and explanations–ecological relations were more available for children from more rural environments. This highlights the potential role of ambient experience in shaping the availability of conceptual relations; in the case of biology, living in an ambient environment with the potential for environmental exploration may encourage the availability of ecological relations.



Do Salience and Availability of Conceptual Relations Predict Patterns of Inductive Inference?

By comparing the sorting performance of children in Study 2 to their performance on a previously published triad induction task (Coley, 2012), we also asked whether the salience and/or availability of taxonomic and ecological relations influence patterns of inductive reasoning. Results clearly showed that children for whom ecological relations were more salient (both pairs and explanations) were also more likely to make ecological inferences (i.e., project a novel property to an ecologically related species rather than a taxonomically related species). In contrast, the mere availability of conceptual relations did not predict inductive preferences. Thus, the ease with which conceptual relations come to mind (i.e., salience), but not the mere presence of such relations in one’s conceptual toolbox (i.e., availability) influences the recruitment of such relations when making predictions about the world.

Results also illuminate previous findings on the development of selectivity in inductive inference. Coley (2012) reported that rural children were precociously sensitive to context on the triad induction task described here, with 6-year-old rural participants making more taxonomic inductions when reasoning about insides, and more ecological inductions when reasoning about diseases. In contrast, urban and suburban children did not show evidence of this context sensitivity until later ages (10 and 8 years, respectively). The current findings shed light on a potential mechanism behind this context sensitivity: heightened baseline salience of ecological knowledge for rural children. Heightened salience of ecological relations might allow rural children to access either taxonomic or ecological knowledge in the context of inductive inference depending on the property being projected. In contrast, ecological knowledge in urban children—even if available—might not be sufficiently salient to allow differential access among younger urban participants.



Salience and Availability as Distinct Constructs

Our results support the idea that the distinction between salience and availability of conceptual relations is a useful one for understanding conceptual development. This distinction is highlighted by performance on the sorting task. There, salience of ecological relations was predicted by children’s unstructured activities; in contrast, availability of ecological relations was predicted by rural environment. Thus, active engagement predicted salience whereas living in an environment that provides opportunities for passive nature observation predicted availability. Moreover, salience of relations predicted patterns of inductive inference, whereas availability was unrelated to inferences. Thus, it seems like considering the salience and availability of conceptual relations separately contributes to our understanding of development. These findings build on and expand ideas about availability in inductive reasoning (Shafto et al., 2007b).



Conceptual Flexibility

We posit that to demonstrate conceptual flexibility within a domain, an individual must represent multiple relevant conceptual relations, and also be able to inhibit salient relations and flexibly access and use other available knowledge. As such, it represents both domain specific knowledge and domain-general executive functions. Our findings fit with this dual characterization. We defined conceptual flexibility within our study as the extent to which children changed their reliance on both types of predicted organizational relations (i.e., ecological and taxonomic) across sorts one and two. Not only did we observe strong and consistent increases in conceptual flexibility with age, we also saw increased conceptual flexibility in the domain of biology among children living in more rural areas. This suggests that development of conceptual flexibility is driven by domain-specific experience as well as the emergence of domain-general executive functions.

Results clearly showed a marked increase in conceptual flexibility with development, for both pairs and explanations. This could represent the contribution of development of domain-general executive functions like cognitive flexibility and inhibitory control, and/or the acquisition of taxonomic and ecological knowledge via formal or informal means. Executive functions–typically seen as working memory/information updating, cognitive flexibility/shifting, and inhibitory control (Miyake et al., 2000)–are defined as “adaptive, goal-directed behaviors that enable individuals to override more automatic or established thoughts and responses (Garon et al., 2008, p. 31).” Although basic components are typically in place before children begin formal education (Garon et al., 2008), executive functions like inhibitory control and working memory undergo a gradual developmental trajectory that extend well into late adolescence and young adulthood (Davidson et al., 2006; Diamond, 2013). The increase with age that we observed in conceptual flexibility undoubtedly reflects in part an increase in general executive function being demonstrated in intuitive biological thought. This view fits with that of Spiro (1988), who argued that individuals shift from a single representation to multiple representations, which acts as a foundation for cognitive flexibility. Similarly, Deak (2003) suggested that individuals first create a range of plausible ways to organize information and that flexibility allows them to select appropriate patterns based on task demands.

The finding of increased conceptual flexibility in the domain of biology among children living in more rural areas suggests an impact of domain-specific experience on the development of conceptual flexibility. Living in rural environments, and having the opportunity to directly observe and interact with species in relatively intact ecosystems, could facilitate the development of conceptual flexibility in a number of ways. Most simply, such experience might provide children living in rural environments with knowledge of ecological relations among species; children living in more urban environments might not have access to such knowledge. In order to demonstrate conceptual flexibility, a child must have multiple conceptual systems available. Perhaps rural children are more flexible because they possess knowledge about ecological relations among living things that they can demonstrate on a second sort, whereas children living in urban environments typically lack such knowledge. One piece of evidence suggesting that this difference cannot be attributed solely to differential knowledge is the negative relationship between the “structured activities” factor and conceptual flexibility. One might expect children who tend to frequent zoos and museums to possess a relatively large reservoir of factual knowledge, but if so, this isn’t sufficient to guarantee conceptual flexibility. Another possibility is that more varied experience with living things–such as that afforded by living in a less densely populated locale–facilitates the development of more general executive function capacities. Previously demonstrated linkages between individual differences in the development of theory-like intuitive biological thinking and executive function have been interpreted to show that executive function provides a foundation for the development of intuitive biology (Zaitchik et al., 2014). However, analogous to claims about effects of bilingualism on executive function (e.g., Bialystok and Martin, 2004; Bialystok et al., 2014), perhaps living in a relatively rich biological environment scaffolds the development of executive functions more generally by requiring increased inhibitory control and cognitive flexibility in children as they negotiate their surroundings and construct representations of kinds and relations therein. Our results cannot arbitrate between these two possibilities, but they raise important questions for future research.

Thus, these results support those of Coley (2012), and other work showing an increase in the flexible use of multiple conceptual dimensions among experts (e.g., López et al., 1997; Shafto and Coley, 2003; see Shafto et al., 2007b, for a review). It is important to emphasize that the increase in conceptual flexibility with decreasing population density was specific to intuitive biological thinking. We did not include any general measure of executive function, and moreover, we would hypothesize that any developmental context providing the opportunity for children to observe and interact with complexity would give rise to increased conceptual flexibility in that domain. For example, children growing up in urban settings might show greater conceptual flexibility with respect to social categories, or spatial wayfinding. Nevertheless, these findings raise the possibility that the acquisition of domain specific knowledge or experience could bolster a general cognitive ability and may suggest an important domain-specific component to executive function.



Conceptual Development as Increasingly Flexible Use of Multiple Relations

Our results are more consistent with a view of development as increasing conceptual flexibility than a shift from emphasis on one dimension to another. When looking only at salience of taxonomic and ecological relations, our findings align somewhat with the notion of a thematic to taxonomic shift; taxonomic relations became increasingly salient across development, while salience of ecological relations decreased across development. However, counter to the idea that knowledge of taxonomic relations emerges later in development, the responses of even our youngest participants were overwhelmingly taxonomic. Moreover, the availability of ecological relations increased with development and with experience. The early salience of taxonomic relations and increasing availability of ecological relations are inconsistent with the idea that young children prefer thematic relations, and that reliance on them decreases with age. These, along with the fact that conceptual flexibility increased markedly with age, suggest instead that development is more profitably characterized as the increasing emergence of the ability to flexibly utilize knowledge of different relations for different purposes (see also Gelman and Markman, 1986; Waxman and Namy, 1997; Ross and Murphy, 1999; Thibaut et al., 2016; for a review, see Lin and Murphy, 2001).



Implications for Science Education


Informal Experience Facilitates Conceptual Flexibility

Conceptual flexibility is critical in learning biological science as well as other STEM fields. In biology, one must be able to think about biological entities and concepts at different levels of analysis. Indeed, this is a guiding principle of the “Vision and Change” core concepts in undergraduate biology education (American Association for the Advancement of Science, 2011) as well as the “crosscutting concepts” in the Next Generation Science Standards for K-12 education (National Research Council, 2012). As such, demonstrating conceptual flexibility might be a signal that a child is beginning to ‘think like a scientist’ (e.g., Williams et al., 2004). Indeed, formal scientific thought requires the ability to hold and flexibly navigate between multiple different types of relations. Our findings highlight the benefits of informal domain-specific experiences (e.g., Ritter et al., 2012) in developing domain-specific cognitive flexibility. We have shown that simultaneously understanding that organisms can belong to ecological as well as taxonomic groups increases with age, and moreover that the environment in which a child lives explains independent variance in such conceptual flexibility. Thus, children’s informal experience impacts the development of conceptual systems that form an important basis for learning science and affects the degree to which children come into the classroom with an ability to think flexibly about relations among organisms.



Informal Experience Can Impede Conceptual Flexibility

While experience can facilitate cognitive flexibility, there also may be a trade-off between the potential outcomes of flexibility and cognitive entrenchment—a high level of stability in thinking that can come with expertise or formal education (for a review, see Dane, 2010). Consistent with this idea, we found that frequent participation in more structured (albeit informal) activities, such as visiting aquariums and zoos, predicted less conceptual flexibility. This somewhat counterintuitive relationship between experience and rigidity in thinking aligns with ideas of a ‘double-edged sword of pedagogy’ (e.g., Bonawitz et al., 2009, 2011) wherein formal instruction not only benefits children’s ability to achieve a targeted goal (e.g., successfully making one toy’s function work) but also decreases their likelihood to creatively explore (e.g., find other functions of the toy). Structured experiences that are clearly meant to convey information can help children learn more quickly but can also discourage explorative play by suggesting that there are ‘right’ and ‘wrong’ ways of thinking about a domain, or that the important information has already been conveyed. To some extent, this could be quite beneficial; it could help individuals converge on more conventional ways of organizing their knowledge, which could facilitate communication and could help individuals focus on relations that are known to have robust inductive utility. At the same time, this could also restrict individuals’ creativity and novel interpretations of the world, which might inhibit conceptual flexibility. One factor that could encourage entrenchment at the expense of flexibility might be the lack of engagement with a “dynamic environment within one’s expertise domain” (Dane, 2010; p. 589). Together with the theory of pedagogy’s ‘double-edged sword,’ this might elucidate the asymmetry that we found between effects of rural environment (associated with more conceptual flexibility) and structured activities (associated with less conceptual flexibility); dynamic, diverse, and perhaps unguided experiences might help encourage more flexible thinking.



Future Research

These findings raise important avenues for future research both to enhance the field’s understanding of conceptual development and to bolster science education. First and foremost, it will be critical to determine how children transition from having multiple relations available to being able to flexibly shift between these relations in real time. To answer this question, it will be useful to describe the interactions between developing domain-specific conceptual flexibility and more domain-general executive functions. While we have speculated that executive functions such as working memory or inhibitory control are important for conceptual flexibility, our results do not directly speak to their interactions. Finding this predicted relationship would have implications for age-related limitations in conceptual development, and would suggest potential interventions to improve conceptual flexibility.

Another important next step involves investigating the role of conceptual flexibility in the biology classroom. Of particular interest is whether increased salience or availability of ecological relations, or increased conceptual flexibility surrounding biological entities, predicts academic success. Such findings would demonstrate the importance of intuitive biology beyond our daily interactions with plants and animals, demonstrating how these informal ways of learning can provide a leg up in school. Likewise, research should also investigate the effects of both structured and unstructured activities in conceptual flexibility. Our findings provide preliminary correlational evidence that both types of activities could factor into a potential trade-off between conceptual flexibility and cognitive entrenchment. Delving deeper into this relationship could help identify a proper amount of structure in activities that provide children with information quickly, but also encourage them to explore and discover some of the answers on their own. This type of activity could not only enhance learning but also create positive attitudes of self-efficacy surrounding knowledge acquisition.



Limitations

As noted above, our study is limited in its ability to explain why children formed taxonomic categories—on the basis of perceptual similarities, due to richly structured representations shared underlying features, or a combination thereof. However, it was never our goal to investigate the basis of taxonomic categorization per se, but rather to demonstrate that children are able to flexibly switch between two types of salient categories—taxonomic and ecological—and to elucidate the role of experience in the development of this ability. Therefore, we do not believe that this limitation compromises our conclusions about the development of conceptual flexibility.

Relatedly, our study is limited to some extent by the stimuli that we selected. Some of our taxonomic groups share more functional and perceptual similarities (e.g., the wings of the insects) than others (e.g., the more diversified sets of plants). These stimuli choices could have influenced the types of categories that participants generated. For example, the perceptual similarities in some of the taxonomic categories in our card set could have cued certain patterns of taxonomic groupings that could overestimate the salience of taxonomic relations among sampled children. Further, there are also ecological relations that children may know about that we did not probe within the card sets. This could have led to an underestimation of the salience of ecological relations among the sampled children.

Finally, we only included stimuli featuring local animals within our stimuli set because we expected direct experience with local animals to be relevant to ecological thinking. Thus, we are unable to determine whether the differences we observed between children from rural versus urban environments would generalize to reasoning about unfamiliar or exotic species. On one hand, if ecological relations are more broadly salient to rural children, we might expect rural children to still produce more ecological relations for more exotic species. That is, their experience might increase the salience of ecological relations in general, and therefore transfer to contexts beyond their immediate experience. On the other hand, if the salience of ecological relations specifically stems from experience with the local species, and perhaps the opportunity to observe those relations directly, this salience may not generalize to more exotic creatures. In this case, we would expect rural and urban children to perform similarity for unfamiliar or exotic species. This question gets at more general issues of knowledge transfer, and is therefore an important avenue for future research.



CONCLUSION

Using an open-ended sorting task, we have shown that taxonomic relations among living things are overwhelmingly salient to children independent of age, environment, and experience. However, by distinguishing between the salience and the availability of conceptual relations, we also show that despite this general salience of taxonomic relations, the availability of ecological relations increased with age and by both direct experience with nature (i.e., through informal exploration) and the population density of their hometown. Critically, we showed that conceptual flexibility–the ability to switch between thinking about organisms taxonomically and ecologically–increases with age but is also predicted by experience. We argue that these results point to an account of conceptual development as the emergence of flexible multidimensional conceptual systems for thinking about domains of experience, as exemplified here in the domain of biology. Finally, our results document the importance of taking children’s background into account in science teaching and learning, by demonstrating that life experiences—what children bring to the science classroom—can impact both domain specific and domain general cognitive processes critical for the development of scientific thought.
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A research link between conditional reasoning and mathematics has been reported only for late adolescents and adults, despite claims about the pivotal importance of conditional reasoning, i.e., reasoning with if–then statements, in mathematics. Secondary students’ problems with deductive reasoning in mathematics have been documented for a long time. However, evidence from developmental psychology shows that even elementary students possess some early conditional reasoning skills in familiar contexts. It is still an open question to what extent conditional reasoning with mathematical concepts differs from conditional reasoning in familiar everyday contexts. Based on Mental Model Theory (MMT) of conditional reasoning, we assume that (mathematical) content knowledge will influence the generation of models, when conditionals concern mathematical concepts. In a cross-sectional study, 102 students in Cyprus from grades 2, 4, and 6 solved four conditional reasoning tasks on each type of content (everyday and mathematical). All four logical forms, modus ponens (MP), modus tollens (MT), denial of the antecedent (DA), and affirmation of the consequent (AC), were included in each task. Consistent with previous findings, even second graders were able to make correct inferences on some logical forms. Controlling for Working Memory (WM), there were significant effects of grade and logical form, with stronger growth on MP and AC than on MT and DA. The main effect of context was not significant, but context interacted significantly with logical form and grade level. The pattern of results was not consistent with the predictions of MMT. Based on analyses of students’ chosen responses, we propose an alternative mechanism explaining the specific pattern of results. The study indicates that deductive reasoning skills arise from a combination of knowledge of domain-general principles and domain-specific knowledge. It extends results concerning the gradual development of primary students’ conditional reasoning with everyday concepts to reasoning with mathematical concepts adding to our understanding of the link between mathematics and conditional reasoning in primary school. The results inspire the development of educational interventions, while further implications and limitations of the study are discussed.
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INTRODUCTION

The ability to make valid deductions is considered of central importance for scientific reasoning, hypotheses generation, and evaluation (Kuhn et al., 1988), as well as for mathematical thinking (Moshman, 1990; Markovits and Lortie-Forgues, 2011) and learning and success (Nunes et al., 2007; Morsanyi and Szücs, 2014). Crombie (1994) puts forward mathematical deduction as one of six styles of scientific reasoning, which Kind and Osborne (2017) propose as a framework for science education. Indeed, deductive reasoning not only plays an important role for reasoning in mathematics, but it is also a core method to derive scientific hypotheses as conclusions from central assumptions within scientific theories or to draw conclusions from an experiment based on general scientific principles. Kind and Osborne (2017) argue that an exclusive focus of psychological and science education research on a restricted set of scientific reasoning styles, such as experimentation, offers students an “impoverished account of scientific thinking.” In this contribution, we focus on deductive reasoning with mathematical concepts as an important mode of scientific reasoning, which extends and complements research on other scientific styles, such as experimentation.

The term deductive reasoning refers to forms of reasoning that ensure that, if the premises are true, the conclusion is necessarily true as well. In particular, in mathematics, deduction is strongly associated with the development of students’ ability to understand formal proofs (Foltz et al., 1995), and it is considered as the central mode of reasoning in mathematical theories. Even basic mathematical concepts are characterized by a strict logical structure, which makes deduction a central mode of reasoning in mathematics at every educational level. One of the key components of deductive reasoning is conditional reasoning, i.e., reasoning with “if–then statements.” Mathematical concepts are characterized by specific properties, which often have the form of conditional statements (e.g., “If the sum of two whole numbers is odd, then their product is even”). Making inferences with such statements requires conditional reasoning skills. Conditional statements are not only a central part of mathematical discourse, but they also occur frequently in everyday language and communication, for example, as with rules such as “If you have a fever, you will have to stay in bed.”

When it comes to conditional reasoning with mathematical concepts, we can assume that knowledge of these concepts develops substantially during primary school. On the contrary, the everyday conditional rules usually applied in research with primary school children (e.g., the fever example above) can be considered to be familiar to them. Of course, detailed knowledge about the causal mechanisms behind these rules reflects substantial knowledge about scientific concepts (e.g., biology in the example above), but the phenomena connected to the rules (having fever, staying in bed, and recovering) are most likely well known to primary school children. For mathematical content (MA), however, we see a parallel development of knowledge about mathematical concepts and connected phenomena, as well as a general improvement in conditional reasoning skills at this age level. It is an open question, however, to what extent conditional reasoning with these contents also requires mathematical knowledge about the concepts involved in the conditional statement. This taps into the question to what extent scientific (and, in particular, conditional) reasoning is guided by general abstract rules that can be applied without much knowledge about the concrete content of the topic at hand and to what extent it relies on explicit knowledge of this content. Conditional reasoning in mathematics has been investigated primarily with adults (Durand-Guerrier, 2003; Stylianides et al., 2004; Inglis and Simpson, 2009; Attridge and Inglis, 2013) and secondary school students, with results suggesting difficulties in reasoning with conditionals in mathematics (e.g., Küchemann and Hoyles, 2002). Despite the potential importance of this form of reasoning, there is very little evidence about elementary students’ abilities to reason with conditionals with MAs. Although previous results have shown that secondary school students have real difficulties with mathematical conditional reasoning (e.g., Küchemann and Hoyles, 2002), psychological studies show that even very young children can reason correctly with conditionals with familiar everyday contents (EDs) (e.g., Markovits and Thompson, 2008). This leads to the question if and how conditional reasoning with mathematical concepts is different from conditional reasoning with EDs.

The present study focuses on primary school students from grades 2, 4, and 6, an age range in which basic mathematical concepts such as arithmetic operations are acquired, which makes it possible to study conditional inferences about these concepts. We will specifically compare elementary students’ conditional reasoning skills about everyday situations and about mathematical concepts. At this age, conditional reasoning skills with everyday contexts have been found in the past (e.g., Markovits and Thompson, 2008; Markovits, 2017), but it is an open question to what extent such skills can be transferred to reasoning about mathematical concepts, which are acquired at this age.


Conditional Inferences

Conditional reasoning refers to making inferences based on a conditional statement of the form “if p, then q,” which is called the major premise in a conditional reasoning task. In this setting, p is called the antecedent, and q is called the consequent. Conditional inferences require a further, minor premise. Four different minor premises differentiate four possible logical forms. These four forms can be described systematically by the wording of the minor premise (positive vs. negative) and the type of normative correct conclusion (Table 1). For example, when the major premise is “If the sum of two whole numbers is odd, then their product is even,” a minor premise could be “we have two numbers, which do not have an odd product” (i.e., they have an even product). This premise is negatively worded and allows a definite conclusion: “The sum of the two numbers is not even”). Based on the traditional interpretation of conditionals that p is sufficient, but not necessary for q (Evans and Over, 2004), and depending on the logical form (minor premise), different conclusions can be drawn. Indeed, one can prove that the sum of two whole numbers being odd is sufficient for their product to be even. However, an odd sum is not necessary to arrive at an even product, as, for example, in 4 × 6 = 24 (even product), but 4 + 6 = 10 (even sum). Definite conclusions are possible for modus ponens (MP; minor premise “p is true” or “we have two numbers that have an odd sum” in the example) and modus tollens (MT; minor premise “q is false” or “we have two numbers that do not have an even product”). Acceptance of consequent (AC; minor premise “q is true” or “we have two numbers that have an even product”) does not allow definite conclusions about p and q. In this case, the conditional does exclude that neither the sum of the two numbers is odd (e.g., 3 and 4), nor it is even (e.g., 2 and 4). Thus, the correct conclusion is indefinite: We cannot say whether the antecedent is true or not. In the same way, denial of antecedent (DA; minor premise “p is false” or “we have two numbers that do not have an odd sum”) does not allow a definite conclusion about q (or the product of the two numbers).


TABLE 1. Logical forms in conditional reasoning for the major premise “if p, then q.”
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MMT of Conditional Inference

One of the most influential theories that have been used to describe conditional reasoning in young children is Mental Model Theory (MMT). This suggests that conclusions are drawn by constructing mental models that encode information about the meaning of the conditional (Johnson-Laird and Byrne, 2002). Such models are generated from a semantic analysis of rules and represent possible states of affairs under these rules. If a given model represents a potential counterexample to a putative conclusion, this conclusion will be denied; otherwise, it will be accepted. Within this perspective, conditional reasoning depends on knowledge about the specific content of a conditional. In other words, individuals use the meaning of premises and their knowledge about the content to think about what is possible given the premises (Nickerson, 2015). Prior studies have shown that MMT accurately describes conditional reasoning processes among elementary students using everyday content (e.g., Markovits, 2000; Markovits and Thompson, 2008). Thus, we will use MMT in the following as the basis for our analyses of conditional reasoning in the primary school age.

According to MMT, humans generate “p and q” as a standard model for every conditional. To make a valid deduction on MP tasks, an instance of this base model is sufficient: the minor premise p is part of the model, and the other part of the model q can be used as the correct conclusion. To arrive at a valid conclusion for MT tasks, an additional model “not-p and not-q” is necessary, because the standard model “p and q” is not compatible with the minor premise “not-q.” To derive that AC does not allow a valid conclusion, minimally models “p and q” and “not-p and q” are necessary: Both models are compatible with the minor premise “not-p,” but offer different conclusions “q” and “not-q.” Similarly, the models “not-p and not-q” and “not-p and q” are required for DA inferences. Critical to correctly making indefinite conclusions on the AC and DA forms is the ability to generate models of the form “not-p and q.” These refer to alternative antecedents, which are counterexamples for the typical errors in AC and DA inferences. Another class of alternative models are instances of “p and not-q,” which are counterexamples for the correct MP and MT inferences, called disablers (Cummins et al., 1991). Disablers are not compatible with the conditional itself and thus may lead to wrong conclusions. Higher availability of disablers is related to a lower rate of MP and MT acceptances (Cummins, 1995; Janveau-Brennan and Markovits, 1999), whereas higher availability of alternative antecedents is related to higher rates of correct reasoning in AC and DA forms (Markovits and Vachon, 1990; Cummins et al., 1991). Janveau-Brennan and Markovits (1999) found that conditional reasoning in young children (ages 7–12 years) is affected by rates of both alternative and disabler generation in a way that is similar to their effect in adults. In addition, studies indicate that correct DA and AC reasoning correlates negatively with correct MP and MT reasoning (Newstead et al., 2004; Morsanyi et al., 2018). This could reflect a connection between alternative generation (supporting correct DA and AC reasoning) and disabler generation (leading to incorrect MP and MT reasoning).



Development of Conditional Reasoning

Based on MMT, we can expect the development of conditional reasoning to depend on at least two mechanisms, which will be laid out in the next paragraphs: (1) the acquisition of general schemata to describe conditional statements, which guide adequate interpretation of the different logical forms and provide strategies of model generation independently of the specific content of the conditional, and (2) an increase in knowledge about the conditionals’ contents, which is necessary to build up mental models in general and more specifically to construct disablers and alternatives. While the first mechanism can be assumed to have effects independent of the content of the conditionals, the second mechanism allows for the construction or retrieval of mental models for specific conditionals, which is content dependent.


Content-Independent Mechanisms

Within MMT, the general ability to construct interpretations of conditionals that are more complex has been hypothesized to underlie development. Specifically, more complex interpretations require maintaining additional models in memory, which requires increased working memory capacity. According to Barrouillet and Lecas (1999), the development of such general schemata of conditionals starts from the conjunctive-like interpretation (model: “p and q”), developing to the biconditional interpretation (models: “p and q”; “not-p and not-q”) and then to the full conditional interpretation (complete three-model representation: “p and q”; “not-p and not-q”; “not-p and q”). They suggest that the development of conditional reasoning abilities is determined by a developmental increase in working memory capacity. Whereas this model suggests relatively sharp developmental differences, other results show a more gradual change. For example, Janveau-Brennan and Markovits (1999) found a steady age-related development in the ability to make correct AC and DA inferences between grades 1 and 6, as well as a gradual increase in retrieval of disabling conditions leading to less correct MP reasoning. The latter is explained by an erroneous application of disablers to MP inferences. Many studies have found that the AC and DA forms are usually not mastered before the age of 11–12 years, whereas even only about one-third of adults have been found to systematically make these inferences normatively (Gauffroy and Barrouillet, 2009; Ricco, 2010; Moshman, 2011; Markovits, 2014; Christoforides et al., 2016). In addition, many studies (e.g., Janveau-Brennan and Markovits, 1999) have found that specific content strongly affects conditional reasoning. Summarizing, the current evidence indicates that, possibly connected with working memory capacity, children acquire schemata of conditional reasoning, which allow correct MP reasoning first, then MT, and later AC and DA reasoning. However, as we shall see, there are clear indications that, because of the necessity to retrieve or generate alternatives and disablers, these reasoning skills are subject to important content effects.

Regarding the development of conditional reasoning with positively versus negatively worded minor premises (i.e., MP and AC vs. MT and DA), the literature provides less information. The negations involved in negatively worded minor premises have been hypothesized to pose specific difficulties (Schroyens et al., 2001). MMTs usually assume that mental models only represent possibilities that can occur given the premises—not what is impossible given the premises (principle of truth, Johnson-Laird, 2001), which could lead to problems if a negation leads to an unspecified situation (e.g., while “not wet” has a similar meaning as “dry,” “blue” has no specific opposite standing for “not blue”). The latter case would require an abstract understanding of negations and thus can be seen as a content-independent part of conditional reasoning skills. However, the account for the effects of positive versus negative wording in the literature is not as explicit as for definite versus indefinite forms.



Content-Specific Mechanisms and Knowledge About Conditionals’ Contents

Apart from general individual development, the specific content of the conditional has been found to influence the ability to make conditional inferences. Previous studies (Markovits, 2000; Markovits and Thompson, 2008) have shown that even 6- or 7-year-old children can reason logically with the AC and DA inferences, when the content refers to simple categorical premises (e.g., “If an animal is a cat, then it has legs”). In particular, in the study by Markovits and Thompson (2008), 6-, 7-, and 9-year-old students were observed to make valid conclusions about MP and AC inferences in a familiar categorical context (e.g., “If something is a car, then it has a motor. Now, suppose that you see a car” under either categorical instructions (“Is it certain that it has a motor?”) or probabilistic instructions (“How sure is it that it has a motor?”). Chao and Cheng (2000) also found evidence of the domain specificity of conditional reasoning in preschool children. In detail, the latter study examined preschoolers’ conditional reasoning skills within permission and arbitrary concepts showing that pragmatic (permission) conditional rules (e.g., “If it is windy, then he must not have shorts on”) seem to emerge earlier than formal (arbitrary) conditional rules (e.g., “If it is windy, then there must not be an orange in the box”) as MP and MT inferences were approached reliably by the students only in the permission context. These kinds of effects have led to the conclusion that conditional reasoning might be domain-specific (e.g., Cummins, 1996b; Chao and Cheng, 2000), especially in early ages. In fact, based on a series of studies by Markovits and Lortie-Forgues (2011) and Markovits (2014), which examined the context effects as well as the alternative generation effects on conditional reasoning skills among individuals from age 7 to age 19 years, a clear developmental pattern was proposed. This pattern (Markovits, 2014) suggests that 7- and 8-year-old students possess conditional reasoning skills with categorical premises, 10- to 12-year-old children can make logical conditional inferences with familiar causal premises; 14–16 year olds can do so with causal and counterfactual premises, whereas adults older than 20 years also perform well with abstract conditionals.

That conditional reasoning performance depends on the content of the conditionals is in line with core assumptions of MMT. According to this, mental models need to be retrieved or constructed based on knowledge about the situation contained in the conditional statement. As previously mentioned, studies on the effects of content on conditional reasoning have concentrated on broad categories, which have been shown to affect in particular retrieval of alternative antecedents (e.g., Markovits and Lortie-Forgues, 2011). However, the effects of more specific forms of content variation, such as that involved in reasoning with mathematical concepts, have not often been studied.




Conditional Reasoning About Mathematical Concepts

One possible type of content, for which knowledge is acquired during primary school age, comprises mathematical concepts. Consider, for example, the conditional “If a house has three floors with four windows each, then it has 12 windows.” Representing this situation per se does not require substantial mathematical knowledge beyond representing cardinal numbers, which is usually acquired by early primary school age (e.g., Litkowski et al., 2020). For example, representing a model of the type “p and q” would consist of an instance of a house that has three floors with four windows each. Calculating that there are 12 windows overall is a basic procedure, which can be solve by primary school students with a variety of basic strategies (e.g., addition 4 + 4 + 4, or fact retrieval of 3 × 4 = 12). However, generating an explicit alternative would involve imagining a different configuration of floors and windows per floor, which does consist of 12 windows (e.g., two floors with six windows each). This involves solving a reverse task, specifically to find a different configuration (e.g., two floors with six windows each) that also leads to 12 windows overall. Finding pairs of factors that have a given product requires substantial mathematical knowledge about multiplication, which has been found to develop slowly even until the end of primary school (e.g., Robinson et al., 2018).

Only sparse evidence about conditional reasoning with mathematical concepts is available for primary school. The mathematics education literature has focused mostly on older learners and has shown, for example, that dealing with mathematics and participating in mathematics instruction can lead to improved conditional reasoning skills (Handley et al., 2004; Inglis and Simpson, 2008, 2009; Attridge and Inglis, 2013; Morsanyi et al., 2017; Morsanyi et al., 2018). For secondary school students, research has focused mainly on conceptual issues such as the differentiation between a statement and its converse and less on drawing conditional inferences (Küchemann and Hoyles, 2002).

Given that both general schemata for conditional reasoning as well as mathematical knowledge develop during primary school age, it is of substantial interest to understand how these two developments interact. It can be assumed that knowledge about the content of familiar conditionals is widely available at this age, whereas knowledge about mathematical concepts varies substantially (Robinson et al., 2018). This would suggest that reasoning with mathematical concepts would be more difficult than reasoning with everyday statements. This would be consistent with prior results showing early reasoning skills with everyday content (e.g., Markovits and Thompson, 2008) and reports on secondary school students’ problems dealing with mathematical conditionals (Küchemann and Hoyles, 2002). Different mechanisms could be hypothesized to explain such differences. First, the mathematical content of the conditional might affect decoding and representation of the conditional, which would be reflected in a relatively coherent performance difference between everyday reasoning and reasoning with mathematical content over all logical forms. This effect could also be moderated by the development of mathematical knowledge during primary school age and thus be larger for younger students. Beyond the initial problem representation, the retrieval or construction of alternative mental models is a second point in the MMT account of conditional reasoning that is particularly dependent on content-related knowledge. MMT would predict stronger content-related differences here for the two indefinite forms AC and DA, because more models are required to make valid inferences on these forms than for the definite forms MP and MT. Indeed, prior research has found an influence of alternative generation skills on AC reasoning rather than on MP reasoning (Janveau-Brennan and Markovits, 1999; Markovits and Quinn, 2002). Finally, because this effect depends on available knowledge about the conditional’s content, it should be more pronounced for students in lower grades, leading to an interaction of content, logical form, and grade level. Given the lack of available evidence on elementary school students’ conditional reasoning skills with mathematical concepts, more substantial hypotheses are hard to derive. However, the role of alternative generation found in prior studies with elementary school students (e.g., Markovits, 2017), together with progress in mathematical knowledge during elementary school age (Robinson et al., 2018), speaks to expecting the interaction of content, logical form, and grade level.



The Current Study

In this study, we contrast conditional reasoning about premises involving mathematical concepts with reasoning about familiar causal premises. To this end, we study conditionals about easily accessible situations that contain mathematical structures (e.g., numbers of windows in configurations for floors and windows per floor as in the example above). We chose structures related to multiplication and addition, concepts that are introduced in the first years of primary school. We assume that increasing knowledge about these concepts will affect conditional reasoning performance on top of the well-described development of conditional reasoning skills with familiar premises.

The main goal of this study is to investigate to what extent reasoning about mathematical concepts specifically affects primary school students’ conditional reasoning in the four different logical forms and its development. Beyond replicating findings on the development of logical reasoning with familiar everyday statements, the following questions are addressed:


(1a)Is there a general disadvantage of reasoning with mathematical content (MA), compared to everyday content (ED), for primary age students?



Understanding the situations, in which we embedded the mathematical content for the conditionals, did not require substantial mathematical knowledge. Thus, we did not put forward a specific hypothesis about whether this factor would show a main effect.


(1b)Is such a general disadvantage larger for children in lower grades, as compared to upper primary school grades?



Again, because we embedded the mathematical concepts and structures in easily accessible situations, we also did not put forward a specific hypothesis about this specific interaction.


(2a)Is there a specific disadvantage of reasoning with mathematical concepts, as compared to everyday conditionals, for the indefinite logical forms AC and DA?



The role of alternative generation for reasoning with indefinite forms has been shown for everyday reasoning. Moreover, generating alternatives for the mathematical structures reflected in our conditionals requires well-connected mathematical knowledge. Thus, we expected a corresponding interaction of content and the type of inference (definite for MP and MT vs. indefinite for AC and DA).


(2b)Is there a disadvantage of a negative (vs. positive) wording on conditional reasoning on both contexts, for definite and indefinite conditionals?



Given the sparse evidence on the effects of positive versus negative wording, we approached this question in an exploratory manner, expecting lower performance for negative wordings because of the specific difficulties involved in dealing with negations.


(2c)Are the effects under (2a) and (2b) dependent on students’ grade level?



Because knowledge about additive and multiplicative structures develops over primary school age, we expected that the effect discussed under (2a) would be more pronounced for students in lower grades, as compared upper primary school grades.




MATERIALS AND METHODS


Participants

Around 300 students and their parents were approached for participation in this cross-sectional study. A total of 102 elementary students (average age, 10 years 1 month) from grades 2, 4, and 6 living in Cyprus participated. Regarding the participants’ socioeconomic background, the median category on the “books at home” question (Paulus, 2009) was “one complete bookcase (26–100 books)” in all grades, and distribution over the five answer alternatives (from “no or very few books” to “over 200 books”) did not differ significantly over grades [χ2(8) = 13.4, p = 0.10]. Parents’ written consent and children’s oral assent were obtained for all participants. Further information about the sample is displayed in Table 2.


TABLE 2. Sample size, mean, and standard deviation (SD) of age in years and working memory scores by grade level.
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Design

Each participant took part in one individual 45- to 60-min face-to-face interview during regular school hours with the first author in a separate room of the school. The factors relating to content (everyday vs. mathematical) and logical form (positive vs. negative wording of minor premise, definite vs. indefinite conclusion, and the interaction of the two) were varied within subject, with randomized sequence of two content blocks, randomized sequence of conditionals within each content block, and randomized sequence of four minor premises (each relating to a different logical form) within each conditional.


Procedure

Initially, students were asked for their age, native language, and approximate number of books at their house (“books at home” question; Paulus, 2009). Participants were clearly informed about the anonymity and confidentiality of their replies, as well as their voluntary participation, clarifying that they were free to withdraw from the interview process anytime without any negative consequences. Then, participants were familiarized with the three answer alternatives (“yes, this is certainly so,” “no, this is certainly not so,” “you cannot say for sure, whether it is so, or not”) and shown how to select their answers on the tablet computer screen. The answer options were represented by symbols on the tablet screen: A green check mark for “yes, this is certainly so,” a red “x” for “no, this is certainly not so,” and a question mark for “you cannot say for sure, whether it is so, or not”. A short game with three questions about hidden marbles was used to check for comprehension of these answer alternatives (see Supplementary Materials A.3). An explanation was given in case of wrong answers. Afterward, two blocks (everyday vs. mathematical) of four conditionals each were presented (10–15 min per block). Each conditional was presented separately, and students were asked to make four conclusions based on four different minor premises, corresponding to the four logical forms. Then, a block of alternative generation tasks followed, which is not examined in this article. In the end of the interview, students’ responses to a short working memory test and an arithmetic calculation test (not examined in this paper) were gathered.

All tasks were displayed using a tablet-based interview system, and children were expected to select their preferred answer by touching the screen on the respective part of the visual representation of answer alternatives. The interview system also randomized the sequence of blocks, conditionals, and minor premises. By ensuring this full randomization of the questions’ order, we systematically controlled for possible order effects. No justifications for the answers were requested as we were interested in students’ intuitive responses.


Conditional reasoning tasks

Eight conditionals were used to measure conditional reasoning skills (four conditionals per content condition). The verbal structure of the tasks was parallel in both content blocks. All conditionals were presented verbally and in a written form on a tablet computer. Participants were told for each conditional that they should assume that it was really true. For each of the four conclusions to be made on each conditional, students were presented with the major and the minor premise verbally and on the screen. They were asked if they could conclude that a given conclusion was true for sure, if it was not true for sure, or if no definite conclusion was possible. For example, for the conditional “If someone’s finger is cut deeply while cooking, then it bleeds,” the minor premise “George’s finger is not bleeding” would have been presented to test the logical form MT. The students would have been asked, “Based on what he knows, what can Peter [the central character in our cover story] say for sure?” and the answer options were “George’s finger has just been cut deeply while cooking” (yes), “George’s finger has not just been cut deeply while cooking” (no), and “He cannot be sure whether George’s finger has just been cut deeply while cooking or not” (uncertain).

The everyday conditional reasoning tasks contained familiar causal conditionals (with the antecedent and the consequent being the cause and effect, respectively: If a glass is dropped in the kitchen, then there is a sound; if someone’s finger is cut deeply while cooking, then it will bleed; if someone jumps into a pool, then they will get wet; if someone breaks their arm, then they will hurt). The verbal structure of the introduction, conditionals, and answer alternatives were based on previous studies on conditional reasoning (e.g., Markovits and Lortie-Forgues, 2011).

The conditionals with mathematical content dealt with situations that contained mathematical structures. The specific structures and related concepts were multiplication and addition, because these concepts are included in the national curriculum up to grade 2. Comprehension questions were included for the conditionals, to control if students understood the situation in which the major rule was embedded.

For example, one of these situations was introduced in the following way:

“Peter is walking with the little explorers, and they just found some treasure boxes. We know that the boxes contain some blue and red diamonds. Each blue diamond is worth three gold coins. Each red diamond is worth two gold coins.”

The corresponding comprehension question was: “In a treasure box, there is one blue diamond and two red diamonds. How many gold coins is this worth?” In case the child provided the correct answer (7), the reasoning tasks followed. After a wrong answer, the researcher repeated the explanations and posed the comprehension question for a second and last time. The answer was recorded, and the researcher continued without providing any feedback or hints to students. For mathematical conditionals, only answers on reasoning tasks for which the corresponding comprehension question was answered correctly were included in the analyses. In grade 2, answers to 62 of 128 presented conditionals (48.4%) were excluded, with eight students being excluded on all conditionals. In grade 4, 26 of 132 conditionals (19.7%) were excluded, and in grade 6, 15 of 148 conditionals (10.1%). In grades 4 and 6, at least two conditionals were included for each student.

The conditional (major rule) in the example before was “If the box contains exactly two blue diamonds and three red diamonds, then the diamonds in the box are worth 12 gold coins. It is certain that this is really true.” For example, the logical form MT was presented in the following way: “This is Stelios. The diamonds in his box are not worth 12 gold coins. Based on what he knows, what can Peter say for sure?” The alternative answers were parallel to the everyday conditionals: “The box contains exactly two blue diamonds and three red diamonds” (yes), “The box does not contain exactly two blue diamonds and three red diamonds” (no), and “He cannot be sure whether the box contains exactly two blue diamonds and three red diamonds or not” (uncertain).

Overall, the students worked on 32 conditional reasoning tasks (2 content types × 4 conditionals each × 4 logical forms each). All tasks were tested through a pilot study ensuring their appropriateness for this age range (Datsogianni et al., 2018).



Working memory test

Working memory capacity was chosen as a control variable, because it has been found to predict mathematics skills (Holmes and Adams, 2006), as well as logical reasoning skills (Nakamichi, 2007, 2011). To measure working memory capacity, a backward digit span test (Wechsler Intelligence Scale for Children IV Digit Span Subtest) was used, as in previous studies on young children’s conditional reasoning skills (e.g., Nakamichi, 2007, 2011). Specifically, sequences of digits were read out loud, and students were asked to repeat them in the reversed order. In the beginning they were provided with an example of a sequence of three digits (e.g., 9–2–7) and were asked to reproduce it backward; in case of a correct reply, the test continued. In case of a wrong reply, the correct response was given (7–2–9), and then a second example was presented. Regardless of the reply to the second example, no feedback on this was given. The test consisted of 14 trials. The first two trials contained two digits, each (2–5, and 6–3). The number of digits increased by one after every second trial. The test was discontinued after failure on two trials with the same number of digits. No hints were given on any of the trials. Each trial was scored 2 (if the child passed both trials), 1 (if the child passed only one item), or 0 (if the child failed both trials).



Analyses

The answers to the conditional reasoning tasks were analyzed using generalized linear mixed models, a generalization of logistic regression. It allows analyzing the data on item level, but still takes into account dependencies between answers provided by each student and on each task. The package lme4 in R was used (Bates et al., 2015). Grade level (grades 2, 4, and 6) was included as a between-subject factor, and content (everyday vs. mathematical), wording of the minor premise (positive vs. negative), and type of conclusion (definite vs. indefinite) as within-subject factors. Wald χ2 tests were used to compare models during model selection and to analyze omnibus effects. Planned contrasts of estimated marginal means were used to compare performance in different cells of the experimental design. These contrasts are expressed in logarithmic odds ratios. For example, a main effect contrast of b = 0.50 can correspond to differences in solution rates of up to
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around the mean solution rate of the items in our study (a logit of 0.77 corresponds to the mean solution rate of 59.5% in our study). However, corresponding differences in solution rates can be substantially smaller, when very easy or very difficult task variants are compared. Bonferroni correction was applied when analyzing multiple contrasts along the same factors.



Ethics statement

The ethics approval was obtained from the Centre of Educational Research and Evaluation of Cyprus Pedagogical Institute, as well as the Cyprus Ministry of Education and Culture. Back-and-forth professional translation, from the original English language of the interview protocol into the Greek language and back, was conducted. Parents and students were informed that the participation in the study was completely voluntary, that answers would be handled confidentially, and that they could stop their participation at any time without any further consequences.






RESULTS


Descriptive Results

Overall, 59.5% of students’ answers in the conditional reasoning tasks were correct. Figure 1 shows the frequency of each answer option by conditionals’ content and logical form. MP tasks were mostly answered correctly with affirmative conclusions (“q is true”), and correct disaffirmative conclusions (“p is false”) were observed in more than 50% of the answers to MT tasks. Wrong indefinite conclusions (“uncertain”) occurred rarely for MP tasks, but more often for MT tasks. For AC tasks, the correct indefinite conclusions (“one cannot say whether p is true or not”) were about as frequent as the wrong affirmative conclusions (“p is true”). For DA tasks, correct indefinite conclusions (“one cannot say whether q is true or not”) occurred less often than wrong disaffirmative conclusions in the everyday context, while the frequencies were comparable for the mathematical context. Summarizing, performance was highest in MP tasks (correct answer affirmative), followed by MT tasks (correct answer disaffirmative), whereas AC and DA tasks showed descriptively similar frequencies of correct indefinite conclusions (“uncertain”), with a slightly lower performance on everyday DA tasks.
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FIGURE 1. Frequency of answers given by conditional content and logical form. ED, everyday content; MA, mathematical content.


For all combinations of grade levels, logical forms, and contents, the distribution of responses over the three possible options (affirmative, disaffirmative, and indefinite) differed significantly from a uniform distribution in all conditions, except for grade 2 on items with MA and the two negative forms (Bonferroni correction for 24 tests, p = 0.02 for MT and p = 0.10 for DA). Thus, that students might have applied a systematic guessing strategy must be taken into account for these two conditions.



Model Selection

In an initial step of model selection, we decided on the random intercepts and slopes to be included. Given the low number of conditionals per person, we analyzed only the random slopes for main effects of grade level and logical form over the different conditionals. Initial analyses indicated that including random slopes for interaction effects over individuals lead to singular model fit. Because singular models are prone to misinterpretation (Bates et al., 2018), we decided to analyze only random slopes for main effects of content and logical form over individuals. χ2 difference tests indicated that leaving out the random slope for grade level over conditionals from a model containing random intercepts and random slopes for all main effects over conditionals and persons did not affect model fit significantly. However, removing the random slopes for the remaining main effects over persons and removing the random slopes for the remaining main effects over conditionals each affected model fit significantly. Thus, we decided to select the model with random intercepts and random slopes for wording of the minor premise (positive vs. negative) and type of conclusion (definite vs. indefinite) over conditionals, as well as random intercepts and random slopes for wording of minor premise, type of conclusion, and content over individuals. In a last step, we removed all non-significant interactions of fixed effects, which were not part of other significant interactions. This did not reduce model fit significantly, as well. Results of the χ2 difference tests and the lme4 formulas for the models considered during model selection are given in the Supplementary Materials A.2.

χ2 statistics for the fixed main and interaction effects in the final model are given in Table 3. Working memory as a control variable did not predict conditional reasoning scores significantly (Table 3). Estimated marginal means and confidence intervals are available in Figure 2.


TABLE 3. χ2 statistics for the fixed main and interaction effects in the final model, in the order of occurrence in the analysis section.
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FIGURE 2. Predicted solution rates and standard error of estimated marginal means (prediction and prediction ± 1 standard error, transformed to the 0-to-1 scale for solution rates) of students’ conditional reasoning scores by grade level, logical form, and conditionals’ content.




General Content Effect (Question 1a)

Students answered 59.1% of the questions with ED and 60.2% of the questions with MA correctly. The main effect of content was not significant (Table 3).



Grade-Dependent Content Effect (Everyday vs. Mathematical, Question 1b)

The main effect of grade level was significant (cf. Table 3). Over both content conditions, students from grade 6 made significantly more correct inferences than students from grade 4 (67.0% vs. 59.3%, planned contrast b = 0.51, p < 0.01) and students from grade 4 made more correct inferences than students from grade 2 (59.3% vs. 49.2%, planned contrast b = 0.54, p < 0.01). The interaction between content and grade level was not significant (Table 3), providing no evidence of a grade-dependent effect of content on conditional reasoning in general (i.e., over all logical forms).



Grade-Independent, Form-Specific Content Effects (Question 2a)

The main and interaction effects referring to logical form (wording of minor premise, type of conclusion, and their interaction) were significant (Table 3). In line with prior results from the everyday contents, a planned contrast analysis showed significantly more correct MP inferences (88.9% of all MP inferences) than MT inferences (69.6%, b = 1.41, p < 0.001) and significantly more correct MT than AC (41.3%, b = 1.50, p < 0.001) and DA (48.4%, b = 1.44, p < 0.001) inferences. Performance of DA and AC inferences did not differ significantly (b = 0.06, p = 1.00). This indicates that the main effect of conclusion type (more correct definite than indefinite responses) was modulated by wording of the minor premise only for the definite forms, indicated by lower MT (negative wording) compared to MP (positive wording) performance.

Among the interaction effects with the content factor, the interactions with type of conclusion (definite vs. indefinite), as well as the three-way interaction of content, type of conclusion, and wording of the minor premise (positive vs. negative) were significant (Table 3). For both contents, fewer indefinite correct conclusions were drawn than definite correct conclusions (ED: 36.8% vs. 81.3%, b = 5.10, p < 0.001; MA: 43.8% vs. 76.4%, b = 3.61, p < 0.001). Contrary to our expectations, this effect was significantly more pronounced with everyday than with mathematical contents (b = 1.49, p < 0.01).

A closer analysis indicated that (averaged over all grade levels) there were no significant content-related differences for the two forms with positive wording of the minor premise (MP, positive/definite: 89.0% in ED vs. 88.8% in MA, b = 0.21, p = 1.00; AC, positive/indefinite: 42.0% in ED vs. 40.3% in MA, b = 0.72, p = 1.00). However, there were marginally more correct MT (negative/definite) inferences with everyday than with mathematical content (73.7% in ED vs. 64.1% in MA, b = 0.79, p = 0.06) and significantly fewer correct DA (negative/indefinite) inferences with everyday than with mathematical content (31.5% in ED vs. 47.4% in MA, b = −0.79, p < 0.05). This indicates that the weaker difference between definite and indefinite forms for mathematical, compared to everyday content, was mostly due to the two forms with negative wording. It seems to be mainly caused by better DA (indefinite) and (marginally) lower MT (definite) reasoning with mathematical, compared to everyday content.



Grade- and Form-Dependent Content Effects (Question 2b)

Two significant interactions were observed with a connection to this question. First, as a preliminary result, a significant interaction between grade level and wording (positive vs. negative) of the minor premise occurred (Table 3). Such an effect had not been anticipated because of scarce evidence on the effects of positive versus negative wording of minor premises. A significant performance difference in reasoning with positively worded logical forms over the grade levels could be observed (grade 2: 52.7%, grade 4: 64.6%, grade 6: 74.2%; grade 2 vs. grade 4: b = 2.92, p = 0.02, grade 4 vs. grade 6: b = 3.05, p < 0.01). For negatively worded logical forms, only a significant difference between grades 2 and 6 could be found (grade 2: 45.8%, grade 4: 54.0%, grade 6: 59.7%, grade 2 vs. grade 4: b = 1.36, p = 0.44, grade 4 vs. grade 6: b = 1.01, p = 0.83, grade 2 vs. grade 6: b = 2.37, p = 0.03). Even in grade 6, performance on negatively worded logical forms was significantly lower than on positively worded forms (b = 4.59, p < 0.001), and indeed, differences between grades 2 and 6 were significantly stronger for positively than for negatively worded forms (b = 3.61, p < 0.01). This speaks for a slower development of reasoning with negatively worded, as compared to positively worded, minor premises.

Moreover, the three-way interaction of grade level, content, and conclusion type (definite vs. indefinite) was significant (Table 3). Averaging over all grades, having to draw an indefinite conclusion had already turned out to have a smaller negative impact on reasoning performance with mathematical than with everyday content (see question 1b). Contrast analyses revealed that, for all grades and both content types, except for mathematical content in grade 2, questions with indefinite correct conclusions lead to lower performance than questions with definite correct conclusions (Table 4). Moreover, these contrasts differed significantly between the two contents only in grade 2 (Table 4). This indicates that the content-dependent effect of definite versus indefinite conclusions was caused mostly by a stronger difference for everyday, compared to mathematical content, in grade 2.


TABLE 4. Solution rates and contrasts between definite and indefinite forms by grade level.
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In particular, this pattern is reflected in better DA reasoning with mathematical than with everyday content in grade 2 (b = −1.43, p < 0.01). However, this was combined with significantly lower MT reasoning performance with mathematical as compared to everyday content in grade 2 (b = 1.57, p < 0.001; for MP: b = 1.00, p = 0.11; for AC: b = −0.34, p = 1.00).



Exploratory Analyses of Provided Answers

To explain the observed pattern of effects, in particular the better reasoning performance with mathematical compared to the everyday content for indefinite conclusions in grade 2, we analyzed how often students chose the indefinite “uncertain” answer (Table 5). We hypothesized that the specific pattern of higher DA and lower MT reasoning could be due to a stronger tendency to give an uncertain response when reasoning about mathematical content, possibly due to difficulties in retrieving or constructing a representation of the problem situation when dealing with the negative forms MT and DA. The amount of indefinite answers increased descriptively from grade 2 to grades 4 and 6 for EDs (Table 5). For mathematical content, it was already rather high in grade 2 and remained on this level in grade 4 and grade 6. In grade 2, significantly more indefinite responses were provided with mathematical than with everyday content. In a similar vein, the stronger differences between the two conclusion types by wording of the minor premise (see analyses for question 2a) have to be seen in the context of significantly more indefinite responses on negatively worded questions with mathematical (38.3%) than with everyday content [26.2%, χ2(1) = 23.18, p < 0.001], whereas there was no significant difference on positively worded questions [MA: 22.7% vs. ED: 25.6%, χ2(1) = 1.44, p = 0.23].


TABLE 5. Frequencies of indefinite (“uncertain”) responses by grade level and content, and χ2 tests for content differences.
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DISCUSSION

The main goal of this study was to investigate students’ reasoning with conditionals about mathematical concepts, which are still emerging during primary school. To this end, reasoning with MAs was contrasted against reasoning with familiar causal premises with EDs. Based on MMT, we started from the assumption that content differences could arise due to general difficulties representing the situations in which the conditionals with MA were embedded, or from specific problems generating alternative models based on these contents. We primarily assumed the latter, because representing the embedding situations for our conditionals did not require specific mathematical knowledge (and we controlled for comprehension of the situations), whereas constructing or retrieving alternatives was strongly contingent on such prior knowledge. Finally, we assumed that both effects could be modulated by the increase in mathematical knowledge during primary school age, leading to more pronounced content effects in earlier compared to later primary school grades. Given the sparse evidence, we did not put forward hypotheses regarding positive or negative wording of the minor premise.


Overall Performance

Considering average performance over all logical forms and grades, more than 50% of students’ replies were correct, which is substantially above a guessing probability of 33.3%. This could be taken as evidence in favor of the claim that elementary students do possess early conditional reasoning skills to some extent (e.g., Markovits and Thompson, 2008). In line with previous studies (e.g., Klaczynski and Narasimham, 1998; Markovits and Barrouillet, 2002; Klaczynski et al., 2004; Gauffroy and Barrouillet, 2009), the results indicate that students’ performance increases with grade level. Moreover, in line with prior research (e.g., Barrouillet and Lecas, 1999), we found that MP reasoning was easier for elementary school students than MT reasoning, which was in turn easier than AC and DA reasoning, averaging over both contexts and logical forms (Markovits et al., 1996; Markovits, 2000). However, our results did not completely match our predictions made on the basis of MMT.



General Content Effects

We did not find a general effect of content, averaging over all logical forms and grade levels. This indicates that conditionals with mathematical content did not pose general difficulties for conditional reasoning (beyond comprehension of the framing situations, which was controlled by the comprehension questions). It is important to note, however, that the conditionals with mathematical content were not symbolic mathematical statements, but statements about situations, which included a mathematical structure (e.g., the equivalent of different kinds of collections of red and blue gems in gold coins, or the number of windows in a “dwarf house”). We had assumed that mathematical knowledge was not primarily necessary to represent the conditionals, but to construct alternative models (e.g., different collections of red and blue gems with the same overall value). In this sense, the non-significant main effect of the conditionals’ content is in line with the rationale of the conditional reasoning tasks applied in this study.

Similar conclusions can be drawn for the interaction of conditionals’ content and grade level. Indeed, we did not find evidence of different grade-related differences of overall conditional reasoning between the two contents. This replicates the first results from our own pilot study (Datsogianni et al., 2018). Again, given our assumptions about the necessity of mathematical knowledge in our tasks, this is in line with our expectations. The missing general content difference (everyday vs. mathematical) seems to contradict results from previous studies that the conditionals’ content does play a role in conditional reasoning (Markovits and Lortie-Forgues, 2011). However, previous studies (e.g., Markovits and Vachon, 1990; Markovits and Lortie-Forgues, 2011; Markovits, 2014) compared different kinds of relations between antecedent and consequent in everyday contexts (e.g., categorical, causal, or counterfactual conditionals) that are assumed to require different levels of abstraction. Contrary to this, we used causal conditionals with EDs and corresponding conditionals with a mathematical structural mechanism mediating between antecedent and consequent. We assumed that the availability of mathematical knowledge would influence the retrieval of alternative mental models in the mathematical content condition, specifically. That we did not find general content effects seems to indicate, on first sight, that results on early conditional reasoning skills (Markovits et al., 1996) can be transferred from everyday reasoning with familiar causal conditionals to reasoning with mathematical concepts. A detailed analysis of logical forms provided a more differentiated picture.



Definite Versus Indefinite Conclusions

Along our line of reasoning, we had expected a pronounced interaction of conditionals’ content with the type of conclusion necessary for a given inference: If mathematical knowledge was primarily necessary to construct alternative models for conditionals with mathematical content, a disadvantage should occur for those inferences that require an indefinite conclusion. Thus, we expected that the difference between performance on tasks that require a definite versus an indefinite conclusion would be more pronounced for mathematical contents. However, what we found was the opposite pattern: reasoning on indefinite forms actually turned out easier for mathematical than for everyday contents, and this effect was particularly pronounced for negatively phrased minor premises (MT vs. DA reasoning). This finding is not in line with our a priori predictions based on MMT, and we had no a priori explanation for such a result in the context of MMT. It must, however, be seen in the context of descriptively lower MT performance with mathematical, as compared to everyday contents. One reason for this pattern of results might be a stronger tendency for indefinite conclusions (“you cannot say for sure whether… or not…”) when reasoning about mathematical content on some logical forms: Negatively worded premises do not provide a specific situation (e.g., worth 15 gold coins), but only give an indication about what is not the case (e.g., not worth 15 gold coins). In contrast to mathematical content, it seems plausible that most students can construct specific models for everyday negation statements such as “not wet” (“dry”). Thus, for mathematical content, students might have problems to retrieve alternative models. The resulting failure to apply reasoning schemata, which they would have applied with everyday content, for conditionals with mathematical content might have weakened students’ beliefs about their answers or even lead to an increase in guessing. Indeed, the distribution of responses did not deviate from a uniform (guessing) distribution significantly for mathematical DA and MT items in grade 2. Insecurity or guessing, in turn, could be an explanation for an increased number of indefinite responses when reasoning with mathematical and negatively worded conditionals. This mechanism cannot be investigated with the data at hand, but it could be tested in future research.

Similarly, reasoning on logical forms with indefinite correct conclusions did not turn out to be significantly harder with mathematical than with everyday content for grade 2 reasoners. Again, this has to be seen in the light of a stronger tendency of second graders to give indefinite responses when reasoning about mathematical than for everyday contents. Thus, a similar mechanism as described before might explain this specific effect for grade 2, if we assume that second graders had most problems constructing alternative models to implement relevant reasoning schemata.

We had assumed that problems in alternative generation would lead to more false definite responses on the indefinite forms (AC, DA) in the mathematical context. Our findings do not support this idea. Based on the observed pattern of results, we propose that problems with generating alternatives in the mathematical context may not lead to more incorrect definite answers, but rather to more indefinite answers. Consistent with the idea that mathematical knowledge is important for conditional reasoning, when reasoning with indefinite logical forms about this kind of content, the knowledge about the conditionals’ content seemed to modulate the overall positive development of AC and DA reasoning across age found in prior studies (Janveau-Brennan and Markovits, 1999; Markovits and Barrouillet, 2002). This effect could delay the performance increase over primary school for mathematical content, but also lead to higher solution rates than with everyday contents (for which sound knowledge can be assumed) compared to MAs. Consistent with existing studies (Gauffroy and Barrouillet, 2009; Ricco, 2010; Moshman, 2011; Markovits, 2014), logical form turned out as a key factor in describing conditional reasoning performance, in this case, regarding the contrast between conditionals with mathematical and everyday contents.

The existence of (form-specific) content effects, in any case, supports the assumption that conditional reasoning is sensitive to domain differences at least in early stages of its development, as it was hypothesized in prior work (Chao and Cheng, 2000). The mechanism described above to explain a stronger tendency for indefinite conclusions for mathematical content would indicate that this domain specificity might originate from the fact that acquired reasoning schemata are generally applicable, but still dependent on domain-specific knowledge, unless they develop into more abstract reasoning schemata that work without recourse to domain-specific knowledge. However, given the unexpected pattern of results, this proposed mechanism will have to be investigated in further research. In particular, this result does not contradict the basic assumptions of MMT that the conditional inferences are derived not only from a syntactic analysis of the conditionals (based on knowledge stored in long-term memory) but also from a semantic analysis of the conditionals’ contents (Markovits et al., 1998). However, also other accounts of conditional reasoning are discussed in the literature, which could provide alternative explanations for the observed result pattern [e.g., the dual-source model of probabilistic conditional reasoning proposed1 by Klauer et al. (2010)].



Positive Versus Negatively Worded Minor Premises

Regarding positive and negative wording of the minor premise, we found lower performance and a slower increase of performance on negatively phrased minor premises. Even though this wording–grade interaction was not further qualified by an interaction with the conditionals’ content in our analyses, we cannot exclude the existence of such a moderation because of the restricted power of our study for this interaction (see Supplementary Materials A.3). If these findings can be sustained with larger samples, this could indicate that the difficulties of negatively phrased minor premises, which have been mentioned in the literature (Schroyens et al., 2001) before, would not differ very strongly between everyday reasoning and the kind of reasoning with mathematical concepts we studied. Moreover, given that negatively phrased forms are investigated less frequently, the mechanisms leading to such a difference can only be hypothesized, at this point. One reason, for example, could be a difficulty representing negations in terms of mental models, which are usually assumed to represent what is possible under certain assumptions, not what is impossible (Johnson-Laird, 2001). A first indication in this direction is that our findings do not allow us to rule out the application of guessing strategies on negatively worded items in the mathematical context in grade 2 students.



Limitations

Our study has to be considered in light of a set of limitations caused by its specific design. First, we used specific tasks to study conditional reasoning with mathematical concepts, which do not reflect deductive reasoning within a mathematical theory. We considered reasoning about mathematical structures embedded in meaningful situations to be more appropriate to study the role of mathematical concepts in conditional reasoning. Extending the results to deductive reasoning in mathematical theories, as it occurs in later years of education, however, is not straightforward. Second, our study has of course limited statistical power to identify small contrasts. A post hoc power analysis indicated that only contrast coefficients of up to b = 1.50 (b = 1.00 for wording of the minor premise) can be identified reliably for main effects in our setting (see Supplementary Materials A.3), which is similar to some of the observed contrast values. Insignificant findings cannot be taken as evidence for parallel developments or null effects. On the other hand, the identified differences do offer support for accounts that argue for a role of knowledge about the conditionals’ contents in conditional reasoning. Third, given the cross-sectional design, we cannot draw inferences on the individual development of primary school students’ conditional reasoning. In particular, the large number of excluded answers due to task comprehension for mathematical content items in grade 2 is an issue here. Beyond the grade-level contrasts investigated in our study, future research should also focus on individual developmental trajectories for both reasoning contents, possibly in interaction with the development of mathematical knowledge and skills. Relatedly, our study focused on the primary school age from grades 2 to 6, which is a key phase for the development of everyday conditional reasoning with causal premises. However, content effects might arise at earlier (e.g., for MP) or at later ages, when AC and DA reasoning become more secure. The latter would also correspond to complaints about problems in conditional reasoning in secondary school students (Küchemann and Hoyles, 2002). Future research could extend the current findings beyond primary school age. As for earlier ages, the availability of the required knowledge about mathematical concepts would have to be taken into account carefully, because these concepts are usually not introduced before grades 1 and 2 of primary school.



Summary

Our results go beyond previous reports on conditional reasoning with everyday concepts and show that even elementary students are able to make valid deductions for some logical forms when reasoning about mathematical concepts. We acknowledge that there are considerable discussions among researchers about students’ ability to make conditional deductions, as well as its central importance for scientific reasoning, hypotheses generation and evaluation (Kuhn et al., 1988) and for mathematical thinking (Moshman, 1990; Markovits and Lortie-Forgues, 2011). Our results are parallel to previous results on other scientific styles (e.g., experimentation: Osterhaus et al., 2015; or probabilistic reasoning: Saffran et al., 2016) that elementary school students are able to engage in correct scientific (deductive, in this case) reasoning in specific conditions. However, our results also underpin findings that these skills may be limited to certain conditions, as MP and MT reasoning in our case, or, for example, certain kinds of covariation data in Saffran et al. (2016). In particular, understanding which factors influence students’ scientific reasoning offers starting points for evidence-based support of students’ development.

For deductive reasoning, our results provide new perspectives on the role of some knowledge about the concepts involved in the statements used for conditional reasoning. This is in line with findings that students do not use general, abstract reasoning rules at this age (Chao and Cheng, 2000). The proposed mechanism describes how knowledge about the conditional contents and more general conditional reasoning skills could interact and develop over elementary school age. In this account, weak mathematical knowledge might inhibit reasoning in forms (e.g., MT) that not only are at least partially mastered in more familiar contexts according to the literature (e.g., Markovits, 2000; Markovits and Thompson, 2008), but also lead to more correct answers on other logical forms (e.g., DA). Our study provides indications that with increasing familiarity with mathematical concepts in higher grades, performance at least in reasoning with definite forms (MP and MT) on mathematical concepts approaches performance in everyday contexts. All in all, our results are still in line with a model that puts both mathematical knowledge and conditional reasoning strategies as necessary and mutually non-compensating prerequisites of conditional reasoning with mathematical concepts.

If mathematical knowledge is necessary for conditional reasoning with these concepts, it is an open question if this connection can be used in the other direction: Experiencing conditional inferences with mathematical concepts and discussing alternatives as well as other models for the involved conditionals might not only help to increase conditional reasoning skills, but also add to students’ knowledge about these concepts. This is in line with current standards (National Governors Association Center for Best Practices, and Council of Chief State School Officers, 2010): argumentation, proof, and reasoning should be incorporated regularly into the mathematics classroom from prekindergarten through grade 12.
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FOOTNOTES
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Prior evidence has shown that children’s understanding of balance proceeds through stages. Children go from a stage where they lack a consistent theory (No Theory), to becoming Center Theorists at around age 6 (believing that all objects balance in their geometric center), to Mass Theorists at around age 8, when they begin to consider the distribution of objects’ mass. In this study we adapted prior testing paradigms to examine 5-year-olds’ understanding of balance and compared children’s learning about balance from evidence presented through primary sources (a guided activity) or secondary sources (picture books). Most of the research on young children’s understanding of balance has been conducted using a single object, weighted either proportionally (symmetrical object) or disproportionally (asymmetrical object). In this study, instead of using a single object, 5-year-olds (N = 102) were shown 4 pairs of objects, two with the same weight and two with different weight. Children were told to place the objects on a beam where they thought they would balance. We found evidence for an intermediate level of understanding. Transition Theorists represent children who have two distinct theories, one for balancing same weight objects, and one for balancing different weight objects, but one of these theories is incorrect. Following the assessment of children’s understanding, we compared their learning about balance from evidence that was either presented through primary sources (a guided activity) or secondary sources (picture books). Children learn equally well from both sources of evidence. Findings are discussed in terms of theoretical and practical implications.

Keywords: science learning, belief revision, balance, anomalous evidence, explanations, picture books, guided activity


INTRODUCTION

Children build naive theories about the world around them and the physical rules that govern it through their daily first-hand observations and experiences (Brewer et al., 1998; Baillargeon, 2002). For some concepts children create beliefs that are counter to valid scientific conceptions. For instance, children may observe a bowling ball and a feather falling and may develop the incorrect idea that heavier objects fall faster than light ones. However, for other concepts, children’s conceptions may be correct, but partly incomplete (Clement, 2013). For instance, children learning to balance objects first form the belief that objects balance at their geometric center. This is true only for objects with an evenly distributed mass and represents a partial understanding of balance principles. Revising prior beliefs can be difficult because naive theories are built on the basis of first-hand observations and can also be driven by cognitive biases (Karmiloff-Smith and Inhelder, 1974; Shtulman, 2017; Kelemen, 2019). Also, just like adults, children easily interpret events that support a theory, but treat counterevidence (i.e., anomalies) as exemptions and isolated cases from their current theory (Karmiloff-Smith and Inhelder, 1974; Chinn and Brewer, 1993). Even when they consider the counterevidence, they tend to create a new theory to account for it, independent of their existing theory (Karmiloff-Smith and Inhelder, 1974). The current study examines children’s belief revision about balance relations. Specifically, we investigated how children’s beliefs about balance are impacted when the evidence is presented through primary sources (guided activity) or secondary sources (picture books). We also developed a new framework for characterizing children’s theories about balance that accounts for intermediate levels of understanding.


Balance Literature

Beginning with the pioneering work of Karmiloff-Smith and Inhelder (1974), research has focused on three theoretical phases that children go through as they develop an understanding of balance. Children younger than six generally balance both symmetrical and asymmetrical blocks using a system of trial and error, with no clear reasoning behind their choices (Karmiloff-Smith and Inhelder, 1974), and so they are usually considered in the “No Theory” stage. Around the age of six, children become “Center Theorists” and begin to balance all blocks using the geometric center of an object as their reference point (Karmiloff-Smith and Inhelder, 1974). That is, when given a single block to balance, they place the geometric center on the fulcrum, as opposed to the center of mass, regardless of whether they are balancing symmetric or asymmetric blocks. Around the age of seven or eight, children begin to consider the distribution of weight, thereby using the center of mass as the balance point (Karmiloff-Smith and Inhelder, 1974). “Mass Theorists” can correctly balance both symmetrical and asymmetrical blocks.

Research by Siegler (1976) has also shown that children use four rules as they build an accurate understanding of the concept of balance. Children go from focusing on the relative weight on the two sides of the fulcrum (Rule 1), to focusing on the distance from the fulcrum if there are equal weights on both sides, but only on the relative weight when the weights are unequal (Rule 2), to an understanding based on both weight and distance for equal and unequal weights (Rule 3), and finally to an understanding based on computing torques on both sides (Rule 4). In contrast to the task used by Karmiloff-Smith and Inhelder (1974), in which children had to balance symmetrical and asymmetrical blocks, Siegler (1976) showed children a scale that had either equal and unequal weights placed at various distances from the fulcrum and asked them to predict whether the scale would balance. In this task, 4 and 5-year-old children used weight to inform their predictions (Siegler and Chen, 1998), indicating the presence of an incipient theory of balance.

Though Siegler’s balance rules have expanded on the theoretical phases put forth by Karmiloff-Smith and Inhelder, recent developmental research investigating young children’s understanding of balance relations has primarily used the placement task developed by the latter (e.g., Bonawitz et al., 2012; Ganea et al., 2017). However, because this task uses a single block, results map either onto Center Theorists (Rule 1 of Siegler’s model) or Mass Theorists (Rule 3), without allowing for consideration of an intermediate phase (Rule 2). In this research we combined both tasks to examine whether 5-year-old children hold a hybrid theory for balancing objects. In addition, we aimed to determine whether children’s belief revision is influenced by how the evidence is presented.



Evidence Evaluation

Our ability to process and make judgments about evidence is highly influenced by prior beliefs, insofar as we are inclined to draw conclusions that are in line with these beliefs rather than to change them (e.g., Kuhn et al., 1988; Dunbar and Klahr, 1989; Kuhn, 1989; Schauble, 1990; Chinn and Brewer, 1993; Koslowski, 1996; Zimmerman and Klahr, 2018). The process of belief revision can be particularly difficult for children, as they need to accommodate not only the pull of naïve prior beliefs, but the cognitive demands of evidence evaluation as well (Tolmie et al., 2016). Evidence evaluation requires children to be able to track, connect, and remember different instances of similar phenomena; to understand that variables operate in a consistent fashion across said phenomena; and to connect these instances to their theories. Given these high demands on cognitive load, children may fail to engage in belief revision due to the complexity of the task, or because the evidence is not salient enough (Koerber et al., 2017). Demands on cognitive load also come from having to consider multiple variables in the interpretation of anomalous evidence, as is the case for balance (Siegler, 1976). Given these inherent difficulties, an important consideration is how to support children’s ability to learn from evidence.

One way to improve learning from anomalous evidence is to provide a plausible explanation that can explain the evidence. An explanation can reduce the bias toward maintaining prior beliefs in the face of counterevidence. In the absence of such an explanation, people are more likely to cling to their prior beliefs (Klahr and Dunbar, 1988; Kuhn, 1989; Chinn and Brewer, 1993). That is, people often consider an inadequate theory as preferable to the absence of a theory. Therefore, combining explanations with anomalous evidence may be the most effective way to promote theory change. There is evidence that children find claims more believable when they can generate, or are provided with, a possible mechanism to explain anomalies (Sandoval et al., 2014). Moreover, children are better able to revise prior beliefs when the evidence is linked to their current beliefs directly (Hardy et al., 2006) and when alternative theories are given prior to the counterevidence (Renken and Nunez, 2010, 2013; Ganea et al., 2020).

Another teaching strategy for increasing children’s learning in domains where they have misconceptions involves the use of multiple examples or analogies (Vosniadou, 1989; Vosniadou and Skopeliti, 2019). The use of analogies through the comparison of multiple examples can lead one to infer the deep abstract features that characterize a concept (Gentner, 1983, 1989) and allows for better visualization of scientific explanations (Vosniadou, 1989; Brown, 1993). In work with third-, fifth-, and sixth-grade children, as well as college students, Vosniadou and Skopeliti (2019) found that text with relevant analogical examples can reduce invalid inferences and misconceptions in understanding of the day/night cycle and seasons. However, work by Brown (1992) found that examples and analogies alone are ineffective when the target problem is in a domain where students hold misconceptions. This may be because students’ pre-existing conceptions interfere with the extraction of an abstract schema that accounts for the multiple examples. An effective way to improve this schema abstraction is by adding explanations, which help with the development of analogical connections (Brown, 1992). In this research, we use both examples and explanations to examine children’s learning about balance relations.



Sources of Evidence

How evidence is presented to children can also have an impact on their learning. Evidence could be experienced either directly (primary evidence) or indirectly (secondary sources). In science, primary evidence refers to data that is derived from direct experience with an event or object (Sandoval et al., 2014). By extension, learning through primary sources of evidence involves children conducting or witnessing an experiment firsthand. For many concepts, however, primary evidence is inaccessible to the majority of people. Indeed, people are more often forced to consider and evaluate claims without access to such primary evidence, having instead to rely on secondary sources of evidence (Sandoval et al., 2014). Secondary sources of evidence provide an account of primary source evidence through various mediums such as books, websites, or verbal testimony.

Sandoval and Çam (2011) found that third and fourth grade students preferred primary data over other sources, citing the improved credibility of this evidence. Further, second grade students who were asked to evaluate a claim mainly used the primary evidence available to them, ignoring the secondary information (Koerber et al., 2017). Nevertheless, a related body of research indicates that young children have the capacity to learn from secondary sources of evidence, such as another person’s verbal testimony about an event or concept (Harris and Koenig, 2006; Harris and Corriveau, 2014). Specifically, with respect to balance principles, research so far has used both primary evidence (i.e., direct experience of anomalous evidence) (Bonawitz et al., 2012) and secondary evidence (i.e., indirect experience of anomalous evidence through a picture book) (Ganea et al., 2017) showing that children can learn from both. In this study we directly compare primary and secondary sources of evidence to examine their relative effectiveness in inducing belief revision about balance in 5-year-old children.



Current Study

The current study directly compares primary and secondary sources of evidence to determine whether or not there are differences in children’s ability to learn from them. Each source contained both anomalous evidence and mechanistic explanations. We presented the anomalous evidence through either guided activities (Primary Evidence condition), or through examples described and illustrated in picture books (Secondary Evidence condition). Mechanistic explanations were delivered either verbally by the experimenter during the activity (Primary Evidence condition) or included in the information in the picture books (Secondary Evidence condition). We expected that both conditions will improve from pre- to post-test, but we predicted that the primary evidence condition will see more improvement, based on prior research that children prefer and consider primary evidence to be more credible than secondary evidence (Sandoval and Çam, 2011; Koerber et al., 2017).

We developed our pre- and post-test to combine elements from the tasks of Karmiloff-Smith and Inhelder (1974) and Siegler (1976). First, we asked participants to place four different object pairs (two each of equal and unequal weights) on a beam so that the beam would stay perfectly balanced in the air. This placement element is modeled after Karmiloff-Smith and Inhelder’s task, however, we used separate weights to simplify the task and allow for a greater variety of answers. In addition, after children made each placement, we asked them to explain their choices. The use of separate weights and explanations was drawn from Siegler’s task. By combining aspects of both tasks for our test phase, we aimed to explore the possibility of intermediate levels of balance understanding.

We examined 5-year-olds’s understanding because this is an age for which prior research has provided inconsistent evidence. Five-year-olds were categorized as lacking a theory of balance when tested with the placement task (e.g., Bonawitz et al., 2012; Ganea et al., 2017), but as being able to understand weight as a relevant variable for balance when tested with the prediction task (Siegler and Chen, 1998). Further, Siegler and Chen (1998) found that over the course of several trials, 5-year-old children began to accurately predict balance relationships that were affected by distance. Although children were not able to explain their predictions, they reduced their references to weight. In contrast, 4-year-olds did not improve their predictions and continued to reference weight in their explanations (Siegler and Chen, 1998). Further work by Pine et al. (1999) also found improvement in children’s understanding of how to balance asymmetrical blocks in their sample of 5-to-7-year-olds, using a combination of guidance and explanations. This suggests that with support and appropriate evidence, 5-year-olds may be able to move beyond a reliance on weight to understand balance and incorporate distance as another causal dimension.




MATERIALS AND METHODS


Participants

One hundred and two 5-year-olds (M = 5.49; range: 5.02—5.99, 51 females, 51 males) participated in this study. Twenty-two additional children were excluded because they had a perfect score on the pretest (n = 15), had a language barrier (n = 4), or due to parental interference (n = 1) or experimenter error (n = 2).

Children were randomly assigned to one of three conditions: Primary Evidence (Mage = 5.51), Secondary Evidence (Mage = 5.49), and Control (Mage = 5.49). Each condition had 34 children. For our evidentiary conditions, we developed two different hands-on activities and two different books designed to teach children about balance. The use of two different tasks and books allowed us to ensure that children’s learning is not tied to a specific type of stimulus. Within each condition, children completed one activity or read one book. The books and activities were matched in the presentation of anomalous evidence and the amount of conceptual information provided to children. The control condition differed in that children either read an unrelated book or were offered the materials from the hands-on activities to explore independently.

Participants were recruited from a database of families who have expressed interest in participating in research. Children were individually tested by a female experimenter in a quiet room at a University laboratory. The sample of children came from a diverse background, including Asian (13%), Aboriginal (1%), Black (3%), White (47%), and Mixed Race (30%) children. An additional 6% of families declined to disclose ethnicity information. Of the families who disclosed this information the majority of children came from middle- and upper-class families. However, 6% of families declined to disclose this information. The mode parental education level was a Bachelor’s Degree, with 5% of families declining to disclose the education for either parent.



Materials


Interventions

In the experimental conditions, children were shown one example of how to balance objects with the same weight, and three examples of how to balance objects with different weight from each source of evidence.


Primary evidence

In the first activity (Placement), children were provided with a beam with different hooks along the beam and different weights that could hang on the hooks. Children hung different weights along the beam to try and balance it (see Figure 1). For the second activity (Prediction), children were given a beam with sides that slid closer to and further from the fulcrum. They were also provided with toy crabs, of the same weight, and marbles, jars, and toys of different weights (see Figure 2). For this activity children were also given a worksheet to record their predictions and results (the activity scripts can be found in Supplementary Appendix A).


[image: image]

FIGURE 1. Stimuli for placement activity. Examples of balanced beam with same number of weights on same hook and unbalanced beam with more weights on one side.



[image: image]

FIGURE 2. Stimuli for prediction activity. Examples of a balanced beam with same weight objects (crabs) the same distance apart (top left image) and differently weight objects (boxes) with the heavier box closer to the middle (lower left image). Examples of an unbalanced beam with same weight objects (crabs) at different distances (top right image) and differently weight objects (boxes) with the heavier object further from the middle (lower right image).




Secondary evidence

We wrote and illustrated two texts. The first text, a narrative book, had two young children playing at the park on a seesaw. In the book the children balanced one pair of same weight objects, and three pairs of different weight objects on the seesaw. The second book had the same examples but presented in a straight-forward information text and used photographs instead of pictures (illustrations of the narrative book can be found in Supplementary Appendix B; the text from the non-fiction book can be found in Supplementary Appendix B, the photographs from the non-fiction book are not included due to reproduction permissions).




Test Phase

As a measure of learning, pre- and post-tests were administered. The materials for each test phase included a stand and a beam with four velcro pieces on it. These velcro pieces were placed with two on either side of the middle, one close to the middle and one further from the middle. We also used four pairs of objects in each test phase, for a total of eight object pairs. All of the objects had pieces of velcro on the bottom, corresponding to the velcro on the beam. Within each set of four pairs, two pairs were the same size and weight, and two pairs were different sizes and weights (see Figure 3). For each test phase children received a different object set, but the order in which children received these sets were counterbalanced.


[image: image]

FIGURE 3. Stimuli for test phase. Correct placement for different weight objects (blue blocks) and same weight objects (red blocks) shown. Note that same weight objects could also both be placed close to the middle.





Procedure

This study used a between-subjects design. Each condition followed the same four-phase protocol, where children were randomly assigned to one of three conditions: Primary Evidence, Secondary Evidence, or Control (see Figure 4). Within each condition, children were randomly assigned to complete one activity or read one book. The entire session was video-recorded and lasted approximately 15–20 min.


[image: image]

FIGURE 4. Schematic of study design.



Receptive Vocabulary

To ensure that children were able to understand the tasks and the conceptual information provided in the intervention, we administered the Toolbox Picture Vocabulary Test (TPVT). The TPVT measures receptive vocabulary using an adaptive computerized format (National Institutes of Health, 2015).



Interventions


Primary evidence

In the Primary Evidence condition, children completed one of two different activities: Placement Activity and Prediction Activity.

In the Placement Activity, children were provided with a balance beam and several weights. On either side of the beam’s fulcrum there were 10 hooks on which children could hang the weights. Each weight was the same, but more than one weight could be hung on the hook (Figure 1). The experimenter first hung a single weight on the 5th hook and asked the child to hang a single weight to make the beam balance. Once successful, the child was given two weights. The experimenter then hung a single weight on the 8th hook and asked the child to hang their two weights together to make the beam balance. Next, the experimenter took two weights and hung them on the 3rd hook and asked the child to hang a single weight to make the beam balance. Finally, the child was given two weights and allowed to hang them on any hook from five to one (inclusive). Together, the child and experimenter decided where to hang the experimenter’s single weight to balance the beam. In each example, the child kept experimenting until they were successful in their placements. The experimenter highlighted that the same weight objects balanced when they were on the same number, and the different weight objects balanced when the heavier ones were closer to the fulcrum and the lighter one was further away.

In the Prediction Activity children were provided with a different balance beam. This beam had sliding end seats on it, so that objects could be placed on these seats and then moved closer to or further from the fulcrum (Figure 2). Children were also provided with a worksheet, and told they were going to make predictions about how objects balance on a beam and they would record their predictions and the results on this sheet, just like a scientist does. Children were first given two toy crabs with the same weight. They put these crabs on the seats of the beam and moved the seats until they were able to balance the beam. They were then provided with two marbles that were different weights. They again placed the marbles on the seats and moved them until they were able to balance. This was repeated with two more object pairs that had different weights: jars and toys. As with the Placement Activity, the experimenter highlighted that the same weight objects balanced when they were on the same number, and the different weight objects balanced when the heavier ones were closer to the fulcrum and the lighter one was further away.

For both activities, the intervention ended with the experimenter providing an explanation about why the objects balanced at different places on the beam. The experimenter explained that objects that have the same weight have the same force on the beam, and therefore they balance the same distance away from the fulcrum. In contrast, when objects have different weight, the heavier object has more force than the lighter one, so the heavier object must be placed closer to the fulcrum, and the lighter object must be placed further away, to compensate for this difference in force.



Secondary evidence

In the Secondary Evidence condition, children were read one of two different picture books, a Narrative Book or a Non-fiction Book (see Supplementary Appendix B).

The Narrative Book told a story of two children, Alice and Luke, playing on a seesaw. As they are playing Luke wonders why he goes up into the air before Alice. Using experiments with buckets of sand, Alice first demonstrates to Luke how two objects that have the same weight need to be the same distance away from the fulcrum in order to balance. She then uses the buckets to demonstrate that once they have different weights, the heavier bucket needs to be closer to the fulcrum in order to balance. She also demonstrates this with rocks of different weight, and finally with the children themselves. At the end of the book Alice provides Luke with an explanation about why the objects balanced at different places on the beam. This explanation was matched with the explanation the experimenter provided to children who completed the primary evidence activities.

The Non-fiction Book matched the Narrative Book in terms of the examples and information provided to children. The only difference was that information was presented in an expository format as opposed to embedded in a plot.




Control

In the Control condition, half the children completed a hands-on activity (Activity Control) and the other half were read a picture book (Book Control).


Activity control

In the Activity Control children were provided with all the same materials as the children who completed the Prediction Activity. They were shown how the beam worked and how the seats moved, but were given no further direction with what to do with the beam or the objects, nor any feedback or information about how or why objects balance. The goal of this control was to ensure that mere exposure to the beam was not sufficient for children to learn about balance.



Book control

In the Book Control children were read an unrelated picture book about plants (The Tiny Seed, by Eric Carle). The goal of this control was to ensure that exposure to the pre-test was not sufficient for children to make gains in their understanding on the post-test, due to the parallel structure of these tests of learning.




Test Phase

Pre- and post-tests were administered using the same procedure but with different object sets. Each test phase consisted of four trials, with each trial using one set of four pairs of objects. Each set of four object pairs consisted of two pairs with the same size and weight, and two pairs with different sizes and different weights. In the different pairs, the bigger object was also always the heavier object. Object sets were counterbalanced between test phases, but due to the possibility of differences in response patterns, within each set the pairs were presented in the same order to participants (same weight, different weight, same weight, and different weight).

During both test phases, participants were first shown a stand and a beam. The experimenter oriented the children to these materials by saying “When I put my beam on my stand like this, it’s like a seesaw or a scale. It can stay perfectly balanced in the air, or one side can go up and one side can go down.” This served both to introduce the beam to children and highlight the mechanics to children, as well as connect the beam to the intervention phase with the term seesaw (from the books) or scale (from the activities). After this introduction, the experimenter told children “Now, I’m going to show you some blocks and ask you some questions about where we can put the blocks on the beam so that it stays perfectly balanced with both sides in the air.” The experimenter also explained to children that they had to put one block on either side of the middle, and demonstrated that on each side, blocks could be placed on two possible velcro strips: one that was closer to the middle, and one that was further from the middle.

Following this orientation children were shown the object pairs one at a time for a total of four trials. For each object pair, the experimenter highlighted that they were either the same size and weight, or different sizes and different weights. Children were asked to place each object pair on the beam so that the beam would stay perfectly balanced in the air. After children placed the objects on the beam, the experimenter placed the beam on the stand, holding it in place so that it would balance regardless of where children had placed the blocks. The experimenter then confirmed with the child “It will balance like this?” If the child answered in the affirmative, the experimenter followed this question with “Why do you think it will balance like this?” Children’s explanations were recorded. If the child did not agree it would balance, they were asked to move the blocks to a space where it would balance, and then were asked to provide an explanation for their placements. The experimenter did not let go of the beam, and therefore children could not see if their placement was correct. Children received neutral feedback (“Thank you”) after answering each test question.



Coding

Children’s placement of the blocks at pre-test and post-test were coded by research assistants using video recordings of the sessions. A visual depiction of the correct placement of the blocks can be found in Figure 3. To fit with analyses from previous research, based on these placements, children were categorized into “center theorists” or “mass theorists” or “no theory.” Children who had correct placement of all blocks were coded as “mass theorists,” and children with completely random placement were coded as “no theorists.” Due to the adapted design of our task, we were also able to identify an additional category. We split the center theorists into two groups: “traditional center theorists” and “transition theorists,” Traditional center theorists were those that placed all blocks equal distance from the center, regardless of their weight. Transition theorists were those who had separate theories for same weight object pairs and different weight object pairs, though one theory was incorrect; they either placed different weight pairs both close to the center, and same weight object pairs both far from the center (or vice versa), or they placed same weight object pairs correctly, and different weight object pairs with the light object closer to the fulcrum and the heavier object further away. These children were considered Transition as they understood that same weight and different weight objects would need to be balanced differently, but they did not yet have full understanding of the mass theory. This aligns with the rules proposed by Siegler (1976), which specified that children would focus attention on different variables for same weight and different weight object pairs (Rule 2), prior to moving into an understanding of the interplay between distance and weight (Rule 3, or Mass Theorists). Children who placed the same weight pairs correctly and one different weight pair correctly were also coded as transitional theorists.

We also analyzed the justifications children gave when asked to explain their choices for the placements. The explanations were used as a secondary measure of learning and coded on a scale from 0 to 2. A breakdown of the coding scheme for explanations can be found in Table 1.


TABLE 1. Coding scheme for children’s explanations of their balance placement predictions at pre- and post-test.

[image: Table 1]
Explanation scores were summed across the four trials, such that scores ranged from 0 to 8 for each test phase. Two research assistants coded 100% of the children’s responses. The coders were blind to the hypotheses, test phase and condition of the study. There was high inter-rater reliability determined by Cohen’s κ = 0.82, p < 0.001, an 89% agreement rate. The two coders resolved disagreements through discussion.





RESULTS

We conducted two main analyses of the data. First, we examined how children’s theories changed from pre- to post-test. Second, we examined children’s belief revision as a function of evidence sources from pre- to post-test. Preliminary analyses indicated the two types of books and activities used did not influence the post-test measures. The classification of children as theorists at post-test did not differ by book type, χ2(3, N = 34) = 2.62, p = 0.46 or activity type, χ2(3, N = 34) = 1.44, p = 0.61. Similarly, explanation scores at post-test did not differ by book type, t(32) = 0.82, p = 0.42, or activity type, t(32) = 30.29, p = 0.92. As a result we collapsed both types of books and activities in the following analyses.


Theories

Table 2 shows the number of participants categorized as a type of theorist at pre- and post-test across conditions. Chi-Square goodness-of-fit tests were conducted both at pre-test and post-test to examine whether the observed frequency of theorists was different than chance (all 4 categories were treated as equal, chance level = 25.5, 102/4). The observed frequency of theorists differed from chance both before, χ2(3, N = 102) = 9.92, p = 0.02, and after, χ2(3, N = 102) = 41.84, p < 0.001, the intervention. Table 2 shows that at pre-test 26% of children (26/102) were categorized as no theory, 28% (28/102) as traditional theorists and 34% (35/102) as Transition theorists, but only 13% (13/102) were mass theorists. In contrast, at post-test a smaller percentage of children were categorized as having no theory (17%, 17/102) or traditional theorists (7%, 7/102), and a greater percentage of children were Transition theorists (50%, 51/102) or mass theorists (27%, 27/102).


TABLE 2. Frequencies of children who held a certain balance theory as a function of test-phase and condition.

[image: Table 2]
A multiway frequency analysis (MFA) was used to investigate the relative importance of pre-test, post-test and condition in predicting the expected frequencies, while maintaining adequate fit between expected and observed frequencies. MFA is an extension of the chi-square goodness-of-fit technique, where the goal is to create a model that accounts for the observed and expected frequencies being equal (a non-significant chi-square statistic) while using the fewest variables as possible in the model (Agresti, 2002; Howell, 2007; Tabachnick and Fidell, 2012). MFA is a non-parametric statistical procedure for discrete variables with two or more levels. This type of analysis was selected to accommodate the frequency nature of the dependent variable, and the presence of within-subject factor (pre- and post-test scores) while allowing for the analysis of main effects and interactions (Vokey, 2003).

We generated three preliminary crosstabs comparing pre-test to post-test and each test phase separately by condition to ensure that each cell had sufficient frequencies to conduct an MFA. The crosstabs indicated that no cell had an expected frequency of 0, but 14 of the 40 cells (35%) had frequencies less than 5. Collapsing categories is one way to deal with this violation that no more than 20% of the cells should have expected frequencies below 5 in order to retain appropriate power (Agresti, 2002; Tabachnick and Fidell, 2012). We decided to retain all levels of variables in the tested model, despite the potential loss of statistical power (Wickens, 1989), because all categories were of interest. A post hoc power analysis was conducted, revealing that for a calculated effect size ω = 0.39, power was sufficient for this study (1 − β) = 0.80.

Using a backward hierarchical approach to model building, a saturated log-linear model with all one-way, two-way, and three-way interactions was examined. The likelihood-ratio (LR) χ2 values for the overall effects found that the two-way interaction between Condition × Post-theories and the one-way effects of Pre- and Post-theories achieved significance (Table 3). Backward hierarchical solution statistics identified a model with the two-way Condition × Post-theories interaction and one-way Pre-theories main effect as best fitting, LR χ2(df = 33) = 33.32, p = 0.45. The non-significant LR χ2 value means that the model has the smallest number of effects that yields an adequate fit between the expected and observed frequencies. A custom model using all significant effects was also assessed and found to be not significant, LR χ2(df = 33) = 31.74, p = 0.53. As both tests were non-significant, we can conclude that the associations dropped from the saturated model were not needed to explain the distribution of frequency data. A visual inspection of plotted residuals confirmed that the observed standardized residuals were acceptably close to those that were expected.


TABLE 3. Multiway frequency analysis K-way effects and partial associations.

[image: Table 3]
The two-way association between condition and post-theories significantly predicted the expected frequencies. This fits our hypothesis, as we expected that the experimental conditions will change children’s theories compared to the control conditions. From Table 2, we see 9 and 11 children from the primary and secondary conditions made Mass Theorist predictions after the intervention, compared to only one child in the control condition. We also observed a greater number of children in the control condition retaining their theory or reverting back to random predictions. The presence of one-way effects suggested the independence of the variables but should not be interpreted if nested in higher order associations (Agresti, 2002). Therefore, we focused exclusively on the pre-theories which was an important predictor of the expected frequencies above and beyond the other effects. The majority of children shifted to a higher ranked theory with only 19 out of 102 children regressing. At post-test, most children were categorized as transition (n = 51) and mass (n = 27) theorists. Further, most children who were categorized as mass theorists at post-test were traditional and transition theorists at pre-test. This indicates that children’s pre-theories affected whether children revised or retained their current theory after the intervention.



Explanations

Preliminary analyses for explanations showed no effect of age, gender or TPVT, therefore these variables were not considered in the following analyses. A one-way ANOVA also revealed that pre-test explanation scores were similar across all three conditions at baseline, F(2,99) = 1.50, p = 0.23, [image: image] = 0.03.

A 2 (test phase) × 3 (condition) mixed-measures ANOVA showed a significant main effect of test phase, F(1,99) = 78.47, p < 0.001, [image: image] = 0.44. Pairwise comparisons with Bonferroni corrections indicated that the mean difference scores at post-test were significantly higher than scores at pre-test (p < 0.001, 95% CI = 1.11, 1.80). There was no main effect of condition, F(2, 99) = 1.52, p = 0.220, [image: image] = 0.03. However, there was a significant interaction between test phase and condition, F(2,99) = 13.24, p < 0.001, [image: image] = 0.21. We used estimated marginal means with Bonferroni corrections to determine the nature of this interaction (see Figure 5). There was a significant change in children’s explanation scores from pre-test to post-test in the primary (p < 0.001, 95% CI = 1.54, 2.70) and secondary (p < 0.001, 95% CI = 1.48, 2.63) evidence interventions but no significant change for the control condition (p = 0.38, 95% CI = −0.31, 0.84). In terms of condition differences at post-test, children in the primary (p < 0.001, 95% CI = 0.52, 2.48) and secondary (p = 0.02, 95% CI = 0.17, 2.13) evidence conditions had explanations that were significantly higher than those of children in the control condition. There were no differences between children’s explanations in the experimental evidence conditions at post-test (p > 0.99, 95% CI = −1.33, 0.63).


[image: image]

FIGURE 5. Mean explanation responses out of 8 as a function of test phase and condition (∗p < 0.001).





DISCUSSION

This study evaluated the impact of primary and secondary sources of evidence on children’s theories about balance relations. There were two main findings in this research. First, children’s prior theories played an important role in determining whether children maintained or modified their beliefs about balance in response to the intervention. Second, children were able to learn that distance plays a crucial role in balancing asymmetrical objects when they received mechanistic explanations combined with either primary or secondary anomalous evidence.

The current findings are consistent with previous research in two ways. First, young children develop theories about how to balance different types of objects through their informal daily experiences (Karmiloff-Smith and Inhelder, 1974; Siegler and Chen, 1998). Most children had an intuitive theory about how to balance symmetrical and asymmetrical objects prior to the intervention, with only 25% (26 out of 102) of children categorized as having no theory. Second, a greater number of children from the experimental conditions advanced to a mass theory after the intervention compared to the control condition, particularly when they possessed a theory, either a traditional or transition theory. Karmiloff-Smith and Inhelder (1974), showed that the presence of a theory aided children in exploring how to balance asymmetrical beams. Similarly, when given the chance to balance objects over several days, possessing a theory prior to beginning the task promoted the advancement through Siegler’s (1976) four rules about balance relations (Siegler and Chen, 1998). The authors postulated that the 4- and 5-year-olds who had a theory appreciated the value of systematicity and were more likely to form and follow more advanced rules than children who did not have a theory.

The current research unifies previous research on children’s balance theories. Previous research showed that, with time or explicit instructions, 5-year-olds can consider the effect of distance when balancing asymmetrical blocks (Siegler and Chen, 1998; Pine et al., 1999) whilst other studies found that when 5-year-olds witnessed evidence without an explanation they were not able to learn how to balance asymmetrical blocks (Bonawitz et al., 2012; Ganea et al., 2017). Our finding of an intermediate theoretical phase, Transition Theorists, is important in resolving these divergent findings. Specifically, we found that at post-test, 50% of children were categorized as Transition Theorists, demonstrating the prominence of the Transition phase stage. Further, many children who were Traditional Theorists or did not have a theory at pre-test were categorized as Transition Theorists at post-test. As such, the inclusion of this phase better captures the progression of 5-years-old ability to form theories on how to balance unevenly weighted blocks. We found significant learning for this younger age group, with similar degrees of learning from both primary and secondary sources of evidence, which indicates that 5-year-olds can develop theories about balance that incorporate distance when tested immediately following explicit instruction.

These findings also showed that credible sources of evidence that provide anomalous examples combined with explanation benefit belief revision. Our experimental conditions were structured so that each participant received the same number of examples and the connections between the examples and the explanation were matched. Multiple exemplars of anomalous evidence can promote deeper understanding of the target concept (Gentner, 1983, 1989) by reducing invalid inferences (Vosniadou and Skopeliti, 2019) as well as aiding in visualizing the explanation (Vosniadou, 1989; Brown, 1992, 1993). Further, the explanations not only highlighted the significance of a novel variable (i.e., distance), which is challenging for younger children to consider on their own, but it also highlighted its causal role (Siegler and Chen, 1998). This work supports Brown’s (1992) conclusion that examples must be clearly analogous to the concept in question and that they be presented in a connected sequence referencing an explicit mechanistic model. In other words, the structure of our experimental conditions, with clearly analogous anomalous evidence situated within a causal explanatory framework, was the probable mechanism that facilitated the creation and revision of theories for younger children.

While the current work shows that children learn regardless of the source of evidence, this domain is not one with longstanding prior beliefs. That is, by early elementary school most children have progressed from a center theorist to a mass theorist (Karmiloff-Smith and Inhelder, 1974). This can be contrasted with other domains where naive beliefs persist into adulthood, such as the belief that heavier objects fall faster than light objects (Kavanagh and Sneider, 2007). Children’s belief revision is likely influenced by the interaction between the strength of their prior beliefs and the complexity of the evidence presented. Children may have markedly diverse responses to different sources of evidence across various knowledge domains. An open question remains whether children would benefit from multiple exemplars alone, or if the explanations provided an additive benefit, especially when children have strong competing prior beliefs. Further research is needed to explore children’s responses to different sources of evidence about various scientific concepts.

Additionally, our study was a single intervention completed in a one-on-one setting. Proceeding from belief revision to conceptual change is a gradual process (Vosniadou, 2002) as new beliefs do not simply replace old beliefs. Prior conceptions continue to coexist with newly learned information where either may be utilized depending on the situation (Shtulman and Valcarcel, 2012; Shtulman and Lombrozo, 2016). Given the study design we cannot discern if children maintain their learning at a delay. Therefore, it is uncertain whether children underwent conceptual change or short-term belief revision. More research is needed to examine these results over a longer period of time. Future work should also look at how these questions transfer to a naturalistic setting, to determine the implications for early science education.



CONCLUSION

This research adds to our understanding of how children develop scientific theories and the incremental changes that these theories undergo as children are exposed to anomalous evidence and causal explanations. With increased exposure to reliable sources of evidence and accompanying explanations, children can reach an understanding of scientific principles, at least in the domain of balance, earlier than previously thought (Karmiloff-Smith and Inhelder, 1974). Such findings justify the call for science education in the early years (Bowman et al., 2001; Gelman and Brenneman, 2004; Eshach and Fried, 2005; Duschl et al., 2007; Morgan et al., 2016). Promoting an earlier understanding of these concepts will serve as a foundation for more advanced concepts as children progress through school (Hardy et al., 2006). Indeed, scientific knowledge at preschool predicts children’s science achievement in later grades (Morgan et al., 2016). Further research on how children’s scientific understanding develops and what approaches improve their understanding can help conceptualize how to build effective early science education.
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Prior research has identified age 9–11 as a critical period for the development of the control-of-variables strategy (CVS). We examine the stability of interindividual differences in children's CVS skills with regard to their precursor skills during this critical developmental period. To this end, we relate two precursor skills of CVS at age 9 to four skills constituting fully developed CVS more than 2 years later, controlling for children's more general cognitive development. Note that N = 170 second- to fourth-graders worked on multiple choice-assessments of their understanding of indeterminacy of evidence and of confounding. We find relations between these two precursor skills and children's CVS skills 2 years later at age 11 in planning, identifying, and interpreting controlled experiments, and in recognizing the inconclusiveness of confounded comparisons (understanding). In accordance with the perspective that both indeterminacy and confounding constitute critical, related yet distinct elements of CVS, both precursor skills contribute to the prediction of later CVS. Together, the two precursor skills can explain 39% of students' later CVS mastery. Overall, the understanding of indeterminacy is a stronger predictor of fully developed CVS than that of confounding. The understanding of confounding, however, is a better predictor of the more difficult CVS sub-skills of understanding the inconclusiveness of confounded comparisons, and of planning a correctly controlled experiment. Importantly, both precursor skills maintain interactive predictive strength when controlling for children's general cognitive abilities and reading comprehension, showing that the developmental dynamics of CVS and its precursor skills cannot be fully ascribed to general cognitive development. We discuss implications of these findings for theories about the development of CVS and broader scientific reasoning.

Keywords: control-of-variables-strategy, cognitive development, indeterminacy, confounding, longitudinal study, additive mixed models


1. INTRODUCTION

Scientific reasoning, which is typically described as a cyclic process of intentional knowledge-seeking through an empirical research process, encompasses skills such as generating and testing hypotheses, conducting controlled experiments, and the data-based evaluation of these experiments (Klahr, 2000; Kuhn et al., 2000; Wilhelm and Beishuizen, 2003; Zimmerman, 2007). Regarding experimentation, one crucial component is the control-of-variables strategy (CVS; Chen and Klahr, 1999). The CVS describes the technique to hold the levels of all variables constant except for the variable being investigated (Tschirgi, 1980; Chen and Klahr, 1999; Klahr, 2000; Dewey, 2002).

Although early developmental research indicated that children cannot develop understanding of CVS before early adolescence (Siegler et al., 1973; Tschirgi, 1980), later research indicated that precursor skills emerge already during childhood (Sodian et al., 1991; Bullock et al., 2009; Piekny and Maehler, 2013; Koerber and Osterhaus, 2019). We define precursor skills as the first emerging skills that build the foundation of more advanced and fully developed CVS. In this study, we examine whether and to what extent such precursor skills, in the present case children's understanding of indeterminacy of evidence and of confounding, can predict their mastery of more fully developed CVS skills 2 years later, and whether they have predictive value beyond children's general cognitive development.


1.1. Crucial Development Before Adolescence

Traditionally, educational and developmental researchers considered the experimentation skills of elementary school children to be deficient (Inhelder and Piaget, 1958; Klahr et al., 1993). The development of these skills was said to not emerge before adolescence (Inhelder and Piaget, 1958; Klahr et al., 1993). By contrast, recent research has revealed increasing evidence for a crucial period of development of the understanding of the CVS before adolenscence (e.g., Sodian et al., 1991; Bullock and Ziegler, 1999; Zimmerman, 2007; Bullock et al., 2009). Sodian et al. (1991) showed that already elementary school children could differentiate between controlled and confounded experiments. Bullock and Ziegler (1999) and Bullock et al. (2009) showed that children by the age of 8 years prefer controlled experiments over confounded experiments, but a spontaneous application of CVS has not been found (see also Zimmerman, 2007).

Specifically, Bullock and Ziegler (1999) delivered consistent findings on a task requiring the production and recognition of adequate tests for hypotheses and the relations between variables in the LOGIC study (Munich Longitudinal Study of the Genesis of Individual Competencies) with third to sixth graders. The children were asked to select from different comparisons that were either confounded or controlled to test a given hypothesis. By the age of ~8 years old, children preferred the conclusive comparisons over the confounded comparisons. In addition, more than 50% of the fourth graders, ~80% of the fifth graders and almost all of the sixth graders justified their choices by referring to the control of variables. Although children focus primarily on reasonable hypotheses (Klahr et al., 1993), they often recognize good comparisons if they are coherent with their initial beliefs (Sodian et al., 1991; Gopnik and Schulz, 2004; Croker and Buchanan, 2011), or they generate hypotheses to fulfill their prior theories (Kuhn et al., 1995; Schauble, 1996; Croker and Buchanan, 2011). These findings indicate some understanding of the CVS already in childhood, with increased development between 8 and 12 years of age.

This does however not imply that all individuals develop perfect CVS understanding before adolescence. Various studies (e.g., Kuhn, 2007) have shown that in some individuals, understanding of the CVS does not develop up to adulthood. Bullock et al. (2009) found that adults struggled with a metaconceptual understanding of alternative theories within experimental design (for review, see also Zimmerman and Croker, 2013; Zimmerman and Klahr, 2018).

Based on these results, we describe age 9–11 as a crucial developmental period. By crucial development period, we mean that increased development takes place during this period, and that there are shifts in the kinds of tasks that children are able to master before and after this period. The described evidence indicates that even some adults do not fully grasp the CVS. Hence, we presume that for some individuals who do not develop CVS during this period, further development might also be limited in the years after.



1.2. Sources of Development of CVS and Broader Experimentation Skills

There are at least three different sources that can contribute to children's development of CVS and broader experimentation skills. Even though not all children develop CVS on their own (Zimmerman, 2007), its development can be supported by implicit and explicit educational interventions (Chen and Klahr, 1999; Schalk et al., 2019). Schwichow et al. (2016b) summarized the findings from 72 CVS intervention studies and found a mean overall effect size of g = 0.61, with some studies indicating that even 6-year-olds can benefit from training.

Besides direct training, a more general factor that contributes to children's development of CVS is their general cognitive development. CVS and related experimentation skills do not develop fully independently of other cognitive abilities (for an overview, see Edelsbrunner et al., in Press). For example, CVS and related skills have been found to be associated with general reasoning skills (Mayer et al., 2014; Wagensveld et al., 2015), and with verbal skills and reading comprehension (Siler et al., 2010; Mayer et al., 2014; van der Graaf et al., 2016; Osterhaus et al., 2017).

Finally, various skills related to CVS and broader scientific reasoning might represent sources of development for each other through mutual developmental relations. CVS and further aspects of scientific reasoning themselves are usually intercorrelated (e.g., Mayer et al., 2014). Such interrelations relate to the question of whether scientific reasoning should be described as a unidimensional construct, or as a construct that incorporates multiple dimensions that operate and develop in parallel (Zimmerman, 2007). Koerber et al. (2015) proposed a conceptual model based on the idea that the core of scientific reasoning is the ability to differentiate and coordinate theories and evidence (Kuhn, 2010). Based on this idea, they predicted a unidimensional psychometric structure of scientific reasoning, describing evidence for this notion in Mayer et al. (2014) and Koerber et al. (2015), and Koerber and Osterhaus (2019) based on finding adequate itemfit in Rasch analyses. Edelsbrunner and Dablander (2018), however, based on data simulations and psychometric considerations, argued that itemfit provides limited information for distinguishing a common core from further sources of intercorrelations between different skills related to scientific reasoning. Testing different assumptions about the cognitive abilities underlying a set of intercorrelated tasks is generally very difficult based on cross-sectional data (van Bork et al., 2019; VanderWeele and Batty, 2020). More fruitful information regarding the question of whether it is useful to model skills related to scientific reasoning unidimensionally or multidimensionally might be gathered from looking into the developmental interplay of multiple skills over time. For example, if multiple skills related to scientific reasoning show additive or interactive developmental and predictive patterns regarding later skills, this would imply that the former skills should be conceptualized and modeled separately. If, however, multiple skills related to scientific reasoning exhibit interchangeable developmental patterns or predictive value for later skills, treating these as a unitary construct would not imply loss of information.



1.3. Different Sub-skills of CVS

Different types of tasks have been used to assess CVS, with tasks that assess similar skills sometimes receiving different labels across studies. In the present study, we follow a distinction of CVS sub-skills that has been developed by Schwichow et al. (2016a) based on a definition of CVS used in a seminal study by Chen and Klahr (1999).

According to the distinction by Schwichow et al. (2016a), CVS incorporates four sub-skills: interpreting controlled experiments, identifying controlled experiments, understanding the indeterminacy of confounded comparisons, and planning controlled experiments. More specifically, interpreting describes the ability to interpret a controlled experiment based on the outcome. Identifying describes the ability to select a suitable comparison according to a specific hypothesis; understanding declares knowledge about the indeterminacy of confounded experiments; in other words, the knowledge that no valid conclusion can be drawn from a confounded experiment. Planning describes the capability to build a comparison according to a given initial hypothesis based on provided variables. A comparison between the labels that were given to tasks that involve similar skills helps elucidate the differences between the four sub-skills, and why these distinctions in our perspective are informative.

In a recent study, Koerber and Osterhaus (2019) labeled tasks in which children had to interpret controlled or confounded experiments data interpretation. In the distinction by Schwichow et al. (2016a) and our study, these tasks would fall under two different categories. When children have to draw the correct conclusion from a controlled experiment, we call the relevant CVS sub-skill interpretation. In the case in which children have to interpret a confounded comparison, however, they have to understand that no conclusive conclusion is possible because of the confounding. We call the relevant CVS sub-skill understanding. Schwichow et al. (2016a) found that the latter appears to be much more difficult for students. In a more recent study, Schwichow et al. (2020) found that understanding is the most difficult sub-skill and in analyses of subgroups of students, they found that it might premise mastering the other more procedural sub-skills. Given the differential difficulty and information that these two sub-skills seem to provide, we also distinguish between the controlled and confounded cases and the involved sub-skills.

The remaining two sub-skills, identifying and planning, can be distinguished by comparing them to tasks in the longitudinal study by Bullock et al. (2009). In tasks that Bullock et al. (2009) labeled choice-tasks, children had to select the correct, controlled comparison among different proposals for setting up an experiment. In the present study, we refer to this kind of task as assessing the precursor skill of confounding we will further explain this in the next section, and in our conceptualization of fully developed CVS it receives the label identifying. Hence we see this as a development of the precursor to a fully developed CVS sub-skill. In tasks that Bullock et al. (2009) labeled production-tasks, children had to actively set up experimental comparisons on their own. In the present study, such tasks receive the label planning. Bullock et al. (2009) and further studies (see Zimmerman, 2007) found that production tasks were more difficult and children's underlying skills developed later than those on choice-tasks. We therefore also distinguish between these two different tasks and the underlying sub-skills.



1.4. Precursor Skills of CVS

With regard to the kinds of tasks that children can solve, based on prior findings we distinguish between precursor skills of CVS that many children develop in earlier childhood, and fully developed CVS that typically does not develop before this period. Two precursor skills of more fully developed CVS are the understanding of indeterminacy and that of confounding.

Indeterminacy refers to the understanding of whether available evidence is sufficient to warrant a specific conclusion (Klahr and Chen, 2003). For example, when a toy consists of plugged round parts and the question is which of two boxes the parts were taken from, but both boxes contain round parts, then the evidence is indeterminate (Piéraut-Le Bonniec, 1980). In experimental design, the indeterminacy principle pertains to the focal variable about which the causal status is in question. In order to produce determinate evidence, the focal variable has to be varied such that it can yield determinate evidence. An example for indeterminate experimental evidence is when an object that smells strongly to humans is hidden to find out whether a German shorthaired pointer-dog can smell better than humans: Even humans could have smelled the object; therefore, if the dog finds it, this does not denote determinate evidence, and no conclusion can be drawn. Indeterminacy makes the first puzzle piece to later mastery of CVS: Before the control of confounding variables is considered, the right focal variable has to be varied in a manner such that conclusions about the question at hand will be possible. Piekny and Maehler (2013) investigated the understanding of indeterminacy by asking children to design an experiment, employing a task by Sodian et al. (1991). They asked 4- to 12-year-old children to choose between two mice houses one with a big opening and one with a small opening in order to feed both (the small and the large) mouses (problem 1) and find out whether the mouse that went inside to eat was either big or small (problem 2). Their results showed that more than 50% of the 5-year old children could solve correctly problem 1 but failed in solving problem 2.

A second precursor skill is the understanding of confounding. This is the second step toward fully developed CVS: In addition to correctly varying the focal variable, confounding variables have to be controlled. As precursor skill, we refer here to recognition of situations in which confounding variables are correctly controlled, or not. Multiple studies have shown that such recognition can be triggered in many children in simple tasks, whereas active or spontaneous application of variable control is comparably rarely found in children before the outlined crucial developmental period before adolescence that we have explained in the introduction (Kuhn, 1989; Bullock and Ziegler, 1999; Bullock et al., 2009; van der Graaf et al., 2015; Koerber and Osterhaus, 2019).

Although the understanding of indeterminacy and confounding represent two early facets of CVS, mastery of CVS encompasses all four sub-skills. These require more active production and deep conceptual understanding of the role of CVS. In the present study, we examine the predictive value of these two precursor skills for mastery of CVS encompassing the four sub-skills 2 years later.



1.5. The Present Study

The present study examined to which degree children's understanding of indeterminacy and of confounding can predict their mastery of the CVS 2 years later, after most of the crucial developmental period for CVS. We also examined whether the developmental patterns taking place during this period can be discerned from children's more general cognitive development. Specifically, we asked (1) to what extent the understanding of indeterminacy and confounding can predict later mastery of CVS, (2) whether the predictive strength of the precursor skills remains robust when taking into account children's general cognitive abilities and reading comprehension as covariates, (3) whether and how the precursor skills' predictive strength differs between the four CVS sub-skills of planning, identifying, and interpreting controlled experiments, and recognizing the inconclusiveness of confounded experiments (understanding), and again checking (4) whether the predictive relations hold when taking into account the covariates.

To this end, we assessed a sample of primary school children from Switzerland twice. The sample was part of the Swiss MINT Study, a large-scale longitudinal study on the effects of early Physics education conducted at ETH Zurich (for more details see https://educ.ethz.ch/lernzentren/mint-lernzentrum/Schweizer_MINT_Studie.html). The tasks applied in the present study to assess CVS and its sub-skills stem from Peteranderl (2019), who developed and evaluated a new inventory for measuring experimentation skills with a focus on fifth and sixth graders. This inventory covers the assessment of all four sub-skills of CVS, as summarized by Schwichow et al. (2016a), among the assessment of other skills of scientific reasoning, such as scientific argumentation or failure in experimentation because of incorrect preconceptions about experimentation, as summarized by Schauble et al. (1991) and Siler and Klahr (2012).

In the present study, the children were in second to fourth grade and on average 9 years old at the first assessment, meaning that this assessment took place in the beginning of the crucial developmental period 9–11. The second assessment took place 2 years later, when children were in fifth to sixth grade, about 11 years old on average, such that this assessment took place toward the end of the crucial developmental period.

At the first assessment, we assess children's understanding of indeterminacy and confounding, and at the second assessment the four CVS sub-skills, as well as general reasoning and reading comprehension. With this study design, we aimed at estimating the stability between the precursor skills and later CVS. Do children remain relatively stable from the precursor skills to later mastery of CVS, or do new substantial individual differences emerge during the crucial developmental period? In addition, we examine general cognitive abilities and reading comprehension, in order to test whether the predictive value of the two precursor skills represents specific dynamics that are distinct from children's more general cognitive development.




2. MATERIALS AND METHODS


2.1. Sample

The sample stemmed from two separate measurement points with a total sample size of 170 primary school children (90 female, 80 male) from 12 school classes in the German-speaking part of Switzerland. The children were in second (n = 48), third (n = 54), or fourth (n = 68) grade at the first assessment (Mage = 9.07, SD = 0.95), and in fifth (n = 133) or sixth (n = 37) grade at the second data assessment (Mage = 11.18, SD = 0.46). There was a median time gap (we report medians for skewed data) of 23 months between the two data assessments, with a range of 10–34 months.



2.2. Assessment of Precursor Skills

The assessments took place within the framework of the Swiss MINT Study, a longitudinal study investigating the impact of early science education on children's later academic and cognitive development (Edelsbrunner et al., 2015, 2018; Schalk et al., 2019).

At the first assessment (when children were in the second, third, or fourth grade; for an example, see 1), the children were assessed with the precursor skills assessment. This tool was a questionnaire encompassing 10 multiple-choice items (internal consistency reliability estimate: McDonald's omega = 0.81; for an explanation of omega; see Dunn et al., 2014) based on typical scenarios from the CVS literature (e.g., the Airplane- and Ramp-tasks; Bullock and Ziegler, 1999; Chen and Klahr, 1999) and similar scenarios.

The understanding of indeterminacy as one of two precursor skills was assessed by four items. Each of these items presented the children with a short story including the research question (e.g., “Which giraffe ate the carrot?”) and each of the outcomes under different manipulations of the focal variable (e.g., “the big giraffe with her long neck can reach the tips of all trees”). In a second step, the children were asked to select the correct variable in order to answer the initial research question by choosing the correct response within a multiple-choice response format. Children's mean score of correct answers on these items was used for analyses.

Confounding as the second precursor skill was assessed by six items. In these items, children were faced with a short story including different variables containing two levels each. In order to investigate a given research question referring to exactly one out of these variables (e.g., “what should Mr. Miller do to find our whether the form of the nose is important for how much fuel the airplane needs”), the children were then asked to select the correct response out of three possible multiple-choice responses. Children's mean score of correct answers on these items was used for analyses.

Figure 1 shows an example item of each precursor skill, indeterminacy (Figure 1A) and confounding (Figure 1B). The items have been validated and used in prior research on the development of CVS and the impact of educational interventions (Edelsbrunner et al., 2015, 2018; Schalk et al., 2019).


[image: Figure 1]
FIGURE 1. Example items from the assessment of the precursor skills of understanding indeterminacy (A) and confounding (B).




2.3. Assessment of the Control-of-Variables Strategy

At the second assessment (when children were in the fifth or sixth grade), the children were assessed with the CVS assessment. This tool stemmed from prior research investigating the impact of a CVS intervention in Swiss school children (Peteranderl, 2019). The assessment was a questionnaire encompassing 15 items with similar contexts as in the first tool (internal consistency reliability estimate of the overall test: omega = 0.84, of the sub-skill interpreting: omega = 0.91, of identifying: omega = 0.91, understanding: omega = 0.93, and planning: omega = 0.85). In this tool, the focus was on assessing all four sub-skills of CVS that can be distinguished based on the definition of Schwichow et al. (2016a) separately within different types of items. In Figure 2, items for the assessment of all four sub-skills of CVS are presented.


[image: Figure 2]
FIGURE 2. Example items for the assessment of each sub-skill of CVS. The items on top assess the sub-skills planning (A) and understanding (B). The item at the bottom (C) assesses the sub-skills interpreting and identifying.


The CVS assessment encompassed four types of items for the assessment of the four sub-skills. However, children's solutions on the different item types contributed to scores of multiple of the four sub-skills. We first describe the four item-types, and then how children's scores on the four sub-skills were composed based on these. In all items, the children are faced with a research question and a hypothesis describing three to four different variables with two levels each. In the first type of items, planning (Figure 2A), the children are then asked to select the correct levels of four given variables according to the initial hypothesis in order to plan a conclusive experiment. In the second item type, understanding items (Figure 2B), the children are faced with an initial hypothesis and a suitable, but confounded experiment two variables are varied (instead of one variable) out of three given variables. They are asked to detect the inconclusiveness of this experiment and to select the correct response option reflecting the indeterminacy of confounding (“The children cannot tell for sure...”). In the third and fourth types of items, the interpretation and identifying items (Figure 2C), the children are faced with a research question related to three variables of interest. They are presented with four different sketches of four attempts to set up an experiment for examining the research question. The children are asked to select a suitable comparison to test the hypothesis (each item presents three hypotheses about the impact of the three variables on the outcome) reflecting the sub-skill identifying. The children are also asked to interpret the results of the outcome of the experiment with regard to the respective hypothesis, reflecting the sub-skill interpreting.

An overall CVS score of the second assessment was calculated based on all the items assessing the four CVS sub-skills, and four additional items. In the additional items, the children were asked for short written justifications about their reasoning in interpreting experiments. Ratings of these justifications together with children's scores on the four CVS sub-skills yielded an overall CVS score with a maximum of 35 points.

The scores for the four sub-skills were generated based on children's responses on the four described item types. The interpretation items contributed to the assessment of three sub-skills: Interpreting was constructed by drawing valid inferences from unconfounded comparisons in 10 cases. Identifying was constructed by the correct choice of an unconfounded comparison in the interpretation items in 10 cases. Understanding was constructed based on the detection of the indeterminacy of a confounded experiment in all of the interpretation items (in total 2 cases) and in all of the understanding items (in total 3 cases). The sub-skill planning was constructed by selecting a controlled experiment with regard to the initial hypothesis in the planning items (4 cases). The CVS assessment has been validated psychometrically, in cognitive interviews, and by asking students for additional open answers in order to probe construct validity (Peteranderl, 2019).



2.4. Covariates: Cognitive Abilities and Reading Comprehension

At the second assessment, we additionally measured children's general cognitive abilities and reading comprehension with standardized instruments. For measuring cognitive abilities, we used the numerical and figural analogies scales of the Germany-wide established cognitive abilities test for primary school children [Kognitiver Fähigkeitstest (KFT); Heller and Perleth, 2000]. In the numerical scale, students are presented with 20 items, each containing 4–5 numbers in a row following a specific rule. The students must ascertain this rule by recognizing the correct number continuing the row out of five provided answers (numbers). For this scale, 9 min was scheduled. In the figural scale, students are presented with 25 items containing pairs of figures that are related according to a specific rule that the student must determine. Afterwards, students must choose one of five provided answers (figures) that fits with another figure according to this rule. For this scale, 8 min was scheduled. Internal consistency reliability estimates were omega = 0.88 for the numerical scale and omega = 0.92 for the figural scale. The overall sum score from both scales was used as a covariate representing reasoning ability in the main analyses.

For measuring students' reading comprehension, we used the latest version of a standardized test instrument for fifth graders [Lesegeschwindigkeits-und-verstndnistest (LGVT, 2. Auflage); Schneider et al., 2017]. In this test, students have to read a text containing 2,161 words as far as they can within 6 min to measure reading speed. The text contains gaps with missing words that the students have to fill in by choosing the correct word from a selection of three words, measuring reading comprehension and reading accuracy. The internal consistency reliability estimate in this sample was omega = 0.80.




3. RESULTS


3.1. Descriptive Statistics

The descriptive statistics and intercorrelations of the main study variables are provided in Tables 1, 2. The main study variables comprise the two precursor variables indeterminacy, understanding of conclusive testing, and confounding, understanding the control of nonfocal variables, at the first assessment. The main variables at the second assessment comprise the four sub-skills of CVS: interpreting, identifying, understanding, and planning, as well as overall CVS mastery and the two covariates.


Table 1. Descriptive statistics of the main study variables.
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Table 2. Intercorrelations of the main study variables.
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In order to check that the distinctions between the two precursor skills at the first assessment, and between the four CVS sub-skills at the second assessment were psychometrically valid, we conducted two confirmatory factor analyses. In these analyses, we had the items load onto two (first assessment) or four (second assessment) latent variables representing the precursor skills and the four fully developed CVS sub-skills. The results of the analyses, depicted in Figure 3, indicated that the measurement models fit sufficiently well and that the two or four latent variables showed moderate to substantial intercorrelations, which however were below 1.


[image: Figure 3]
FIGURE 3. Results from confirmatory factor analyses for the skills at the first (upper part) and second assessments (lower part), respectively. Indicator variables (individual items) omitted for visual clarity. All intercorrelations were significant at p < 0.001. When fixing the intercorrelation between inderterminacy and confounding to 1, the CFI deteriorated slightly to 0.89, and fixing any of the intercorrelations between the four CVS sub-skills from the second assessment to 1 substantially worsened model fits.




3.2. The Predictive Strength of Precursor Skills for Later CVS

In order to examine the predictive strength of the two precursor skills for children's overall sum score on later CVS, we first investigated scatter plots (Figure 4). These indicated partially nonlinear relations between the two precursor skills and CVS. We therefore estimated additive mixed models, a regression technique that allows multilevel modeling, and particularly the capturing of nonlinear relations, whereas avoiding adjusting predictive terms unduly toward data outliers (Groll and Tutz, 2011; Wood, 2017). We fitted four models, the fit and explained variance of which are summarized in Table 3. We first estimated models with indeterminacy and confounding, respectively, as individual predictors for later CVS (Table 3: Models 1 and 2). We did not yet take into account classroom dependencies, because we were first of all interested in the predictive power of the two precursor skills when not yet deducing classroom differences that might overlap with the variances from these estimates. The two models indicated that indeterminacy alone could explain 29.7% of children's later CVS mastery (F = 37.12, p < 0.001), whereas confounding alone could explain 25% (F = 11.83, p < 0.001; for relative model fits, see Table 3).


[image: Figure 4]
FIGURE 4. Relations of indeterminacy (left) and confounding (right) at average age 9 with later overall CVS skill at average age 11. Percentage of items solved are plotted for all measures. Lines with 95% confidence band indicate linear trend, and lines without confidence bands indicate nonlinear (smooth) associations. Points are jittered for a better readability of scatterplots. Pearson correlations between variables are displayed in upper-left of each plot.



Table 3. Relative model fit and explained deviance for the four fitted general additive (mixed) models.
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Combining both predictor variables and adding an interaction between the two variables (Table 3: Model 3) showed a small interaction (F = 0.244 p = 0.035) and main effects for both variables (indeterminacy: F = 36.85, p < 0.001, confounding: F = 4.72, p = 0.001), indicating that both variables add to the prediction of CVS beyond each other. In this combined model, both variables together managed to explain 39.2% of variation in later CVS mastery. We consider this model the most important one for our research question, because it shows the predictive power of the two precursor skills in combination. The relation of the two precursor skills with children's later CVS based on this model is depicted in Figure 5. A three-dimensional depiction is provided for visualizing the combined predictive value of both precursor skills. The figure can be read as follows: Children who are low on both predictor variables (dark area in lower front; both x- & y-axes close to 0) are estimated to solve about 20% of the later CVS items (z-axis). For children with low levels of indeterminacy (lower area of percentage solved on the axis labeled “Indeterminacy”), confounding has substantial positive predictive value: If children at least manage to solve many confounding-items, they are predicted to have relatively good estimated CVS-skill later on (about 50% solved items predicted; area high on confounding but low in indeterminacy in the right). The same holds vice versa: Children lower on the axis labeled “Confounding” but higher on the “Indeterminacy” axis have relatively good predicted CVS skill 2 years later, with about 55% solved items. The highest predicted later CVS skill, however, is reached by children who are high on both axes (area shaded in orange); for these children, estimates of later overall CVS skill are at about 80%. The interaction between the two predictor variables is for example visible for children who achieve moderate scores on confounding but low scores on indeterminacy; for these children, the estimated CVS skill 2 years later is higher than purely additive effects would indicate. Consequently, the surface within this area appears slightly elevated in comparison to the remaining surface patterns.


[image: Figure 5]
FIGURE 5. The prediction of children's mastery of CVS from their understanding of indeterminacy and confounding 2 years earlier. All axes indicate model estimates of percentage of solved items on the respective measure. Areas in darker green indicate lower predicted later CVS skill, areas in brighter green moderate, and in orange highest later CVS skill.


We added visual and inferential robustness checks to examine whether the grade in which children underwent the first assessment and the lag between the first and second assessment influenced these results. As visible from Figure 6, relations between the two precursor skills with later CVS were less strong if the first assessment took place already in second rather than third or fourth grade. Relations did not seem to differ, however, between those for whom the first assessment took place in third or fourth grade. Adding an interaction between the predictor terms of indeterminacy and confounding and the time lag between the first and second assessment did not show any interactions, both p > 0.10.


[image: Figure 6]
FIGURE 6. Relations of indeterminacy (left) and confounding (right) at average age 9 with later overall CVS skill at average age 11 separate for the grades in which the first assessment took place. Pearson correlations between variables are displayed in upper left of each plot, whereas the regression lines indicate quadratic fit for a good balance of information and readability.


Finally, we examined the robustness of the predictive effects regarding children's covariates, as well as taking into account the classroom structure. We added a random intercept across teachers in order to control the intercept for the multilevel structure, and main effects of reasoning ability and reading comprehension (including their interactions with main effects; Simonsohn, 2019) to the model (Table 3: Model 4). In this model, controlling for classroom dependencies and the two covariates, the effects of indeterminacy and confounding became smaller, however the interaction effect, in particular, indicated that both variables still had predictive value beyond the variance shared with the classroom differences and covariates (indeterminacy: F = 20.27, p < 0.001; confounding: F = 1.94, p = 0.100; interaction: F = 0.48, p = 0.014).

Overall, these analyses indicate that both indeterminacy and confounding are substantial predictors of later CVS mastery and together they explain about 40% in the variance of later CVS (Table 3: Model 3). In addition, throughout the models, indeterminacy appeared as an overall stronger predictor of later CVS than confounding; however, both variables had predictive value beyond each other that remained intact when taking into account classroom dependencies and children's general cognitive development.



3.3. Variation in Predictive Strength Across Sub-skills

Associations between the precursor skills and the four later CVS sub-skills are depicted in Figure 7. All plots show the percentage of items solved for all four sub-skills of CVS. Lines with 95% confidence band indicate a linear trend, and lines without confidence band indicate the estimated nonlinear relation. The upper row shows the association between indeterminacy and the four sub-skills. The lower row shows the associations between confounding and the four sub-skills. According to these scatter plots, there are again some nonlinear relations between both precursor skills and the sub-skills of CVS. Hence, we fitted 16 additive mixed models. For each sub-skill, we estimated four models in line with the models described above. The results of the fitted models are summarized in Table 4. The eight models estimating both precursor skills as individual predictors (Models 1 and 2 for each sub-skill) indicated that indeterminacy alone could explain between 9.3 and 22.3% of children's later variation in individual CVS sub-skills (all F's > 6.9, all p's < 0.001). The most deviance could be explained for the sub-skill planning. Confounding could explain between 5 and 24.5%, whereas the most explained deviance was estimated regarding the sub-skill understanding (F = 14.91, p < 0.001). This result was significant. The lowest explained deviance was estimated for interpreting (F = 3.1, p = 0.28). This result was not significant. Taking into account the interaction between the two predictors, we found for all four models (each Model no. 3 in Table 4) significant main effects for the precursor skill indeterminacy (all p's < 0.03). We found small significant interactions on the sub-skills identifying, understanding, and planning [identifying (F = 0.30, p = 0.02), understanding (F = 1.95, p < 0.001), planning (F = 0.7, p = 0.006)]. We did not find a significant interaction of the two predictors on interpreting (F = 0.14, p = 0.1).
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FIGURE 7. Relations between children's precursory skills and later CVS skills. First row shows relations of indeterminacy with later skills, and second row for confounding. Pearson correlations between variables are indicated in upper left of plots.



Table 4. Relative model fit and explained deviance for the 16 fitted general additive mixed models.
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Finally, we also tested the robustness of both precursor skills regarding the covariates, cognitive abilities, and reading comprehension. We fitted four models, taking into account the main effects of both covariates and additionally a random intercept across teachers in order to control for the multilevel structure. Results show no interactions between the two predictors, but robust main effects for indeterminacy regarding all four sub-skills (all p's < 0.02), indicating predictive value beyond shared variance with the covariates and the random intercept across teachers.

In sum, these results support the findings regarding mastery of overall CVS. Both precursor skill are substantial predictors for all four sub-skills of CVS. Indeterminacy shows stronger predictive value when taking into account children's covariates and classroom dependencies, and stronger predictive value for the sub-skill interpreting. Regarding the three other sub-skills, small interactions indicate that both precursor skills have predictive value beyond each other.




4. DISCUSSION

We examined the predictive value of the precursor skills of understanding indeterminacy and confounding for CVS skills 2 years later. Our analyses show that both indeterminacy and confounding are good and robust predictors of later CVS mastery overall, yet the predictive value of indeterminacy seems to be more pronounced. Particularly regarding the four individual sub-skills of CVS, indeterminacy stands out as a strong predictor even when controlling for systematic classroom differences and covariates (cognitive abilities and reading comprehension). In addition, we found differences in the two precursor skills' predictive strength for the four CVS sub-skills. Although indeterminacy seems to be especially predictive of children's later skills in identifying and interpreting controlled experiments, the understanding of confounding appears to be slightly more relevant for later skills in planning controlled experiments, and in detecting the inconclusiveness of confounded comparisons (representing the sub-skill understanding). These results might be slightly unexpected, since we assessed confounding as precursor by a task (see Figure 1B) based on a so-called choice-task (Bullock et al., 2009). Solving a choice-task requires an ability which in our conceptualization receives the label identifying in fully developed CVS. A possible explanation for this finding might be that mastery of the tasks assessing later CVS skills requires skills going beyond identifying. The understanding of confounding shows stronger positive relations to all four sub-skills in the upper 20% of solved items (i.e., the associations are stronger for higher-scoring students). Hence, it shows stronger nonlinear relations than the understanding of indeterminacy. Finally, we found that the interactive predictive strength of the two precursor skills remains when taking into account children's more general cognitive development.

The pronounced yet not perfect predictive value of the two precursor skills indicates that although there is systematic stability in children's development of experimentation skills, new individual differences arise during age 9–11. In addition, the predictive value of precursor skills differed between the four CVS sub-skills. One reason for the varying findings across CVS sub-skills could arise from different requirements that the two precursor skills and the four CVS sub-skills pose on children. Solving an item representing the understanding of indeterminacy requires connecting the outcomes with the initial variables and rethinking the experiment in a deductive manner. Solving items representing the understanding of confounding demands an inductive way of thinking. In the latter, children had to choose different variable levels from a given sample in order to solve the item and thus are able to gain new insights of the experiment. Additionally, the comprehension of confounding requires understanding a central mechanism of the CVS by keeping all additional variables beyond the focal variable constant.

There were several nonlinear relations between the variables in our study. An intuitive explanation for this finding is that variation in lower scores is mostly caused by guessing, whereas variation in higher scores is where mastery of the precursor skills and the later CVS sub-skills really comes into play. Consequently, the nonlinear nature of various relations in this study might be attributed to a methodological issue caused by multiple choice-tasks. However, this does not mean that modeling the nonlinearity in the relations is superfluous. To the contrary, when such nonlinear effects are neglected in statistical models, this will lead to underestimation of the real predictive value of one skill for another. Consequently, we suggest researchers who use multiple choice-tasks with limited range in their study to examine and consider modeling nonlinear relations as well.

Solving items that comprise the sub-skill understanding demands understanding the indeterminacy of confounded experiments. Planning requires the full understanding of CVS: Without applying the CVS correctly, no conclusive experiments can be planned consistently. These two skills seem to be closer in their mechanisms to the understanding of confounding. Peteranderl (2019) found that solving planning items showed a bimodal distribution. Either the children failed or they succeeded in most of the cases. This could explain the strong positive relation in the upper 20% of solving confounding items regarding the planning sub-skill. This explanation is related to findings by Schwichow et al. (2016a) and Schwichow et al. (2020). Those researchers found that the sub-skill understanding appears to be much more difficult than the other sub-skills even for secondary school students. They concluded that understanding might premise mastering the other sub-skills. A stronger predictive value of the precursor skill of confounding for detecting the inconclusiveness of confounded experiments and the positive relation for the upper 20% of all sub-skills support the conclusion of Schwichow et al. (2020) that full development in all other sub-skills yields further development in more difficult sub-skills, in particular understanding.

By contrast, the sub-skill interpreting demands the ability to interpret the result of a conclusive comparison correctly, whereas the sub-skill identifying demands the ability to select a conclusive comparison according to an initial hypothesis. Both sub-skills have been assessed within the same item contexts. First, children had to select a comparison that was conclusive, and second, they had to interpret this comparison. In our understanding of CVS, it is not feasible to separate these two sub-skills conceptually, as it was done in tasks such as the choice-task by Bullock et al. (2009), Osterhaus et al. (2020), and Piekny and Maehler (2013). According to Peteranderl (2019), it is important to have an overarching understanding of both sub-skills, and the ability to combine them into the same task is decisive for correct understanding of CVS. Nevertheless, there were many children who solved the first task (identifying) but failed in the second (interpreting) and vice versa. This finding indicates that the ability to apply one sub-skill of CVS does not necessarily cause correct application of the other sub-skill. This could explain the differing associations of the sub-skills interpreting and identifying with the two precursor skills and the stronger predictive value of the precursor of indeterminacy on both sub-skills.

The findings of our study add to the multidimensional perspective regarding the dimensionality of scientific reasoning (Mayer et al., 2014; Koerber et al., 2015; Edelsbrunner and Dablander, 2018). Our findings endorse the perspective of both CVS and its precursors, which just make up a part of scientific reasoning, as multidimensional constructs (Chen and Klahr, 1999; Schwichow et al., 2016a). If CVS or its precursor skills are assessed or modeled as unidimensional constructs, important differences in the predictive value of different skills and their predictive interplay would get lost (see also Edelsbrunner et al., in Press). In addition, some of the intercorrelations between the different CVS sub-skills were only moderate, even on the latent level, as indicated by a confirmatory factor analysis. Moderate intercorrelations even when controlling for measurement error variance via latent variable modeling indicate that in an overall score, a substantial amount of differential information would get lost. We therefore suggest that when overall scores of CVS or even broader scientific reasoning are used for analyses, researchers should check whether thereby relevant information that would be visible in more detailed sub-scores is lost. In addition, theoretical models of scientific reasoning should acknowledge that conceptualizing scientific reasoning as being strongly dominated by an encompassing core of understanding of the theory-evidence relation might not be a fruitful direction for research.

In line with the results of Schwichow et al. (2016a, 2020), we found that the sub-skill understanding shows the lowest performance of all four sub-skills, reflecting that these items are also the most challenging ones for younger children. We also had multiple children in our sample that could not solve identifying-items but were rather successful on planning-items, with the two latent variables behind these tasks correlating 0.56. Apparently, also these two sub-skills do not perfectly inform about each other, although they seem theoretically related. We believe that based on these results, researchers should critically consider under which circumstances, and for which research questions, assessing or modeling CVS, its precursor skills, or broader scientific reasoning as unitary constructs might be useful, or rather lead to a loss of useful information. We do not argue against the usage of overall scores or unidimensional models in general. If, for example, researchers aim at modeling scientific reasoning as a competence that is equally represented by its constituents, an overall score or Rasch modeling might provide perfectly reasonable and informative approaches for achieving this aim. Our findings combined with prior studies (Edelsbrunner and Dablander, 2018; van Bork et al., 2019; VanderWeele and Batty, 2020) indicate that empirically, related questions might not be fully answered based on cross-sectional data, and that researchers should rather consider what models might be informative for the question at hand, pointing toward longitudinal examinations (or intervention studies) as a fruitful opportunity for examining dimensionality from a developmental perspective. A major reason is that longitudinal data provide the key for distinguishing between two reasons for an apparently (partially or more fully) unidimensional statistical structure: First, there can be a conceptual common core of scientific reasoning. Second, unidimensional structure can just appear because different skills influence each other over time; hence, unidimensionality arises that merely points toward developmental interplay (Van Der Maas et al., 2006).

Previous studies showed moderate to strong relations of facets of more general cognitive development with scientific reasoning (Morris et al., 2012; Piekny and Maehler, 2013; Mayer et al., 2014; van der Graaf et al., 2015, 2019; Osterhaus et al., 2017; Koerber and Osterhaus, 2019; Sande et al., 2019). Our results shows that the predictive value of both examined precursors on later mastery of CVS remains rather robust when taking into account general cognitive abilities and reading comprehension. Thus, new individual differences that arise when precursor skills develop into fully developed CVS cannot be explained by overarching more general cognitive development. Consequently, the development of CVS cannot be reduced to more general cognitive development, but also comprises domain-specific dynamics yielding CVS as an ability that is applicable in a domain-general manner similar to general reasoning, yet represents a distinct ability.

As a limitation of our study, it might be argued that posing the full CVS instrument from the second assessment on children twice, before and after the crucial developmental period, would have allowed more robust and additional insights. We agree with this point from a substantial perspective. However, posing a rather advanced instrument on children at age 9 might pose validity problems. The instrument might not work adequately in younger children, particularly with the planning-items that pose a rather complex task on children. We believe that it would be highly timely to develop an instrument that can be employed across a rather large period of childhood and beyond. In addition, we believe that validity issues, such as a lack of measurement invariance, might also arise because age 9–11 might not only be a period of increased quantitative development. Rather, this period might represent a time during which children more thoroughly restructure their knowledge base and skills regarding experimentation, representing qualitative development that would cause measurement issues when trying to assess the same skills over time.

Overall, our results shed more detailed light on previous findings (Sodian et al., 1991; Chen and Klahr, 1999; Bullock et al., 2009; Schwichow et al., 2016b) according to which children's understanding of CVS develops rapidly between age 9 and 11. Our longitudinal data suggest moderate individual stability in developing scientific reasoning skills. Earlier understanding of indeterminacy and confounding has clear yet limited predictive value for later mastery of CVS, going beyond that of more general cognitive development.
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Children’s metacognitive and self-regulation capabilities (range)

Strategic awareness (0-4)
Self-regulation (0-sum of points)
Lack of self-regulation (0-7)
Attention' (1-4)

Persistence' (1-4)

Autonomy* (1-4)

Engagement’ (1-4)

3.15
10.47
1.78
3.53
3.15
2.88
3.35

SD

0.80
3.11
1.59
0.61
0.75
0.62
0.63

Mdn

4.00
3.00
3.00
3.00

Min

0.00
2.00
0.00
2.00
1.00
1.00
1.00

Max

4.00
19.00
6.00
4.00
4.00
4.00
4.00

"Variables are on ordinal scales; Means as well as Man are reported.
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Self-regulation capabilities

Inquiry capabilities Strategy awareness  Self-regulation Lack of self-regulation  Attention’ Persistence' Autonomy* Engagement
Total number of questions 0.16* 0.24*** 0.06 —0.10 0.11 —0.05 0.22***
Competent use of tools 0.32*** 0.23* —0.06 0.03 0.20** 0.14* 0.21*
Planning 0:20% 0.01 0.09 0.08 0.2 0.13* 0.08
Hypothesizing 0.14* 0.05 0.07 0.11 0.17* 0.17* 0.08
Drawing conclusions 0.33*** 0.16* —0.10 0.15* 0.27*** 0.25*** 0.15*

*n < 0.05, *p < 01, **p < 0.001. ‘Variables are on ordinal scales; Spearman instead of Pearson correlation coefficients are reported.
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Self-regulation capabilities

Inquiry capabilities Strategy awareness  Self-regulation Lack of self-regulation  Attention’ Persistence' Autonomy* Engagement
Total number of questions 0.10 0.32*** 0.16 -0.12 —0.33"** —0.38"** 0.20*
Competent use of tools 0.38"* 0 0.30** —0.23* -0.12 —-0.15 0.19*
Planning 0.14 0.08 0.14 —0.06 0.10 0.04 —0.04
Hypothesizing 0.12 0.10 0.11 —0.06 0.11 —0.07 0.29"**
Drawing conclusions 0.34*** 0.20* 0.03 0.05 —0.01 —0.04 0.08

*n < 0.05, *p < 01, **p < 0.001. ‘Variables are on ordinal scales; Spearman instead of Pearson correlation coefficients are reported.
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Open-ended Structured
Inquiry capabilities measures M SD M SD t P Cohen’s d
Total number of questions (number) 5.04 3.00 5.78 4.62 —2.16" 0.032 0.18
Competent use of tools (0-4) 2.20 1.20 1.67 1.20 5.86™ 0.000 0.46
Planning (0-7) 3.01 1.46 3.83 1.48 —5.25"** 0.000 0.43
Hypothesizing (0-6) 1.94 1.48 2.01 1.49 —0.47 0.640 0.04
Drawing conclusions (0-7) 4.14 1.91 4.37 1.53 —1.27 0.207 0.10

0 < 0.05; **p < 0.001.
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95% Cl

b SE z HR LL UL

Verbal inconsistent as the reference group

AVerbal inconsistent— Verbal consistent —1.46 0.77 —1.90 0.23 0.05 1.04
AVerbal inconsistent— Material inconsistent —0.66 0.47 —1.40 0.52 0.21 1.30
AVerbal inconsistent— Material consistent —0.66 0.58 —1.15 0.52 0.17 1.60
AVerbal inconsistent— Free play inconsistent —1.59* 0.53 —3.03 0.20 0.07 0.57
AVerbal inconsistent—Free play consistent —1.11 0.76 —1.45 0.33 0.07 1.47
Fl 0.08* 0.04 2.05 1.09 1.00 1.18
Crl 0.06** 0.02 2.67 1.06 1.02 1.10
Free play consistent as the reference group

AFree play consistent-Verbal inconsistent 1.1 0.76 1.45 3.02 0.68 13.46
AFree play consistent-Verbal consistent —0.35 1.01 —0.35 0.70 0.10 5.07
AFree play consistent-Material inconsistent 0.45 0.81 0.55 1.56 0.32 7.64
AFree play consistent-Material consistent 0.45 0.87 051 1.66 0.28 8.65
AFree play consistent-Free play inconsistent —0.49 0.85 —0.58 0.61 0.12 3.22
Fl 0.08* 0.04 2.05 1.09 1.00 1.18
Crl 0.06** 0.02 2.67 1.06 1.02 1.10

Fl, fluid intelligence; Crl, crystallized intelligence; A, difference in regression coefficient between two groups. HR, hazard ratio; Cl, 95% confidence-interval; LL, lower

level: UL, upper level. *o < 0.05. *p < 0.01.
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Children’s inquiry capabilities (range)

Total no. of questions (number)
Competent use of tools (0-4)
Planning (0-7)

Hypothesizing (0-6)

Drawing conclusions (0-7)

4.87
2.07
3.04
2.14
4.32

SD

2.96
1.16
1.40
1.39
1.81

Min

0.00
0.00
0.00
0.00
0.00

Max

14.00
4.00
6.00
5.00
7.00
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95% ClI

b SE z HR LL UL

Development of consistencies between groups (Cox-regression)

AFree play-Verbal 1.31* 0.65 2.01 3.70 1.08 13.26
AMaterial-Verbal 0.69 0.58 1.18 1.99 0.63 6.26
AFree play-Material 0.62 0.76 0.81 1.86 0.42 8.31
Fluid intelligence 0.04 0.06 0.69 1.04 0.93 1.16
Crl 0.08* 0.03 2.41 1.08 1.01 1.15
Interaction of crystallized intelligence with intervention group

AFree play-Verbal*Crl —0.05 0.11 —0.44 0.85 0.76 1.18
AMaterial-Verbal*Crl 0.15* 0.07 2.15 1.67 1.01 1.34
AFree play-Material*Crl —0.20 0.12 —1.71 0.82 0.65 1.03
Crl free play 0.16 0.10 1.58 1.18 0.96 1.44
Crl material —0.04 0.06 —0.68 0.96 0.86 1.08
Crl verbal 0.11* 0.04 2.65 1.12 1.03 1.22
Fluid intelligence 0.05 0.06 0.87 1.05 0.94 1.18

Crl, crystallized intelligence; HR, hazard ratio; Cl, 95% confidence-interval; LL, lower level; UL, upper level. *p < 0.05. *p < 0.01.
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95% CI

b SE z HR LL UL

Development of consistencies between groups (Cox-regression) over T2 and T3

AFree play-Verbal 1.22% 0.45 2.74 3.40 1.42 8.16
AMaterial-Verbal 0.57 0.41 1.39 1.77 0.78 3.95
AFree play-Material 0.66 0.51 1.30 1.93 0.72 518
Fluid intelligence 0.10* 0.04 2.48 1.1 1.02 1.20
Crl 0.06* 0.02 2.56 1.06 1.01 1.1
Interaction of crystallized intelligence with intervention group

AFree play-Verbal*Crl —0.02 0.06 —-0.37 0.98 0.87 1.10
AMaterial-Verbal*Crl 0.14* 0.05 257 1.8 1.03 1.28
AFree play-Material*Crl —0.16* 0.07 —2.30 0.85 0.74 0.98
Crl free play 0.11* 0.05 1.99 1.11 1.00 1.23
Crl material —0.06 0.05 —1.25 0.94 0.86 1.03
Crl verbal 0.08™ 0.03 2.61 1.09 1.02 1.16
Fluid intelligence 0.11* 0.04 2.61 1.12 1.03 1.21

Crl, crystallized intelligence; HR, hazard ratio; Cl, 95% confidence-interval; LL, lower level; UL, upper level. *p < 0.05. *p < 0.01.
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Effect Partial Xz df  p-value Number of iterations
Condition 0.00 2 »0.99 2
Pre-test 10.90* 3 0.01 2
Post-test 41.90" 3 <0.001 2
Condition x Pre-test 9.90 6 0.13 2
Condition x Post-test 17.95* 6 0.006 4
Pre-test x Post-test 11.66 9 0.23 4

*p < 0.05.
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Condition Pre-theory Post-theory Total
No theory Traditional Transition Mass
Primary No theory 1 0 5 1 74
evidence  Traditional 1 1 7 3 12
Transition 1 0 4 5 10
Mass 0 0 2 3 5
Total 3 1 18 12 34
Secondary No theory 1 1 5 1 8
evidence  Traditional 1 1 2 3 7
Transition 1 0 9 7 17
Mass 0 0 1 1 2
Total 3 2 17 12 34
Control No theory 4 I 5 1 11
Traditional 2 1 6 0 g
Transition 4 2 2 0 8
Mass 1 0 3 2 6
Total 11 4 16 3 34
Total No theory 6 2 15 3 26
Traditional 4 g 18 12 28
Transition 6 2 15 12 35
Mass 1 0 6 6 13
Total 17 7 51 27 102
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Open-ended Structured

Children’s self-regulation capabilities M SD Mdn M SD Mdn t/1Z p

Strategic awareness 3.15 0.88 - 3.06 0.72 - 132 0.265
Self-regulation 10.77 2.84 - 7.99 3.14 - 9.54** 0.000
Lack of self-regulation 1.80 1.66 = 1.33 1.63 s 299 0.003
Attention’ 3.46 0.63 4.00 3.63 0.60 4.00 2.98** 0.003
Persistence' 3.14 0.79 3.00 3.51 0.64 4.00 4.70"* 0.000
Autonomy" 2.86 0.70 3.00 3.18 0.65 3.00 4.72%* 0.000
Engagement' 3.33 0.66 3.00 3.37 0.49 3.00 0.86 0.391

*n < 0.01: *o < 0.001. 'Variables are on ordinal scales; Means and Mdn are reported.
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iToM response level

Knowledge sources Low iToM (n = 14) High iToM (n = 14)
Senses, direct perception 2 1

External authority 11

Investigation 1 6
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Intuitive classification

Scientific classification Living Non-living
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Intuitive classification

Scientific classification Material Non-material
Material Bricks Smoke
Ice Snowflakes
Logs Air
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Shadows Songs
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Category

Single, objective
claim

Different claims, no
reason given

People are
different, having
different minds with
different content

People have
different
perspectives, ways
of thinking

Characteristics

Competing claims not
recognized as possible or
not acknowledged.

That people might make
different claims is
acknowledged but without
any clear explanation or
elaboration of why such
disagreements might arise.

Discrepancies explained by
noting that people are
different. They think
differently because they are
different. No elaboration on
why people being different
with different minds might
lead to holding different
knowledge.

That people have different
lived lives, perspectives,
and ways of knowing is the
source of how they might
arrive at different claims.

Examples

Gave simple “no” in
response to probe: “Is it
possible for two people to
see exactly the same thing
and think different things
from each other?” No
spontaneous reference to
competing claims in the
remainder of the interview.

“It came out that way,
because it might have
come out that [it is
different].”

“Let’s say there’s a fire
somewhere, they’ll think,
one would think it’s
because there was too
much heat, and one might
think somebody lit a fire
there and it spread.
Everyone sees it differently.”
“Everyone thinks what he
knows and thinks.”

“It may be that Rona lives in
a very large house and that
is why this house looks
small to her and Karen lives
in @ small house and now it
looks big to her, so they can
argue, because everyone
thinks something different”
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Category

Characteristics

Examples

Senses, direct
perception

External
authority

Investigation,
exploration

Knowledge gained through
the senses

Knowledge is learned,
passively acquired from
authoritative external
source, presenting
information, such as
teachers, parents, friends,
books, or the internet.
Knowing involves
intentional activity on the
part of the knower.
Goal-directed investigation,
exploration, and
questioning are needed to
confirm and develop ideas.
Might accept others as
ultimate objective
authorities, but knowing
requires effort on the part of
the knower.

“If you know something, you
must have listened to
something or seen.”

“.. learn, learn. from school or
high school or anywhere.”

“Knowledge is when you
research something and you
know it really already, without
mistakes.”

“There are many methods. Go
and ask, do research. ...Come
to class and say | am in
kindergarten and | want to
know what it is like to be in first
grade and then you are told.
You ask a child to bring all the
school-related things: a symbol,
a set of hours, everything and
then he gives an explanation.”
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Item

If you're running a race and you pass the
person in second place, what place are you in?
Emily’s father has three daughters. The first two
are named Monday and Tuesday. What is the
third daughter's name?

A farmer has 5 sheep, all but 3 run away. How
many are left?

If there are 3 apples and you take away 2, how
many do you have?

What do cows drink?

What weighs more, a pound of rocks or a
pound of feathers?

What hatches from a butterfly egg?

Who makes Christmas presents at the North
Pole?

Annais playing foursquare with her three
friends: Eeny, Meeny, and Miny. Who is the
fourth player?

Correct

Second

Emily

Three

Two

Water
Same weight

Caterpillar
Elves

Anna

Intuitive

First

Wednesday

Two

One

Milk
Rocks

Butterfly
Santa

Mo
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Verbal group (N = 64) Material group (N = 59) Free play group (N = 60)

Item Other (%) Center (%) Mass (%) Other (%) Center (%) Mass (%) Other (%) Center (%) Mass (%)

™ 1 47 40 13 51 40 9 47 42 12
2 24 60 16 30 50 20 15 59 25
3 29 53 18 49 40 11 29 51 20
T2 1 38 25 38 32 43 25 34 51 15
2 14 39 46 13 53 34 9 60 30
3 13 36 51 25 40 35 21 53 26
T3 1 35 23 42 40 36 24 48 29 23
2 15 27 58 10 36 55 8 46 46
3 32 21 47 2 50 48 23 54 23

Percentages are given in rounded numbers.
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Hazard ratio

Verbal group 3.40
(N=47) (1.42-8.16)

Crystallized _ 1.06
intelligence (=137 (1.01 —1.11)

Number of events: 34; Global p-value (Log-Rank):
0.000168; AIC: 300.13; Concordance Index: 0.72

0.006**






OPS/images/fpsyg-11-01737/fpsyg-11-01737-g006.jpg
Hazard ratio

Group Verbal inconsistent reference [ |

(N=29)

Verbal consistent 0.23 ‘ ‘ |

(N=16) 0.05—1.04 ‘ N ‘ §‘ 0.057

Material inconsistent 0.52 |

(N =26) 021130 H | 0.161

Material consistent 0.52 ‘

(N=18) 0.17 - 1.60 | [ | — 0251

|

Free play inconsistent 0.20 ‘ ‘ st

(N =34) 0.07 - 0.57 | u 0.002

Free play consistent 0.33 | ‘ ‘

W=12) 0.07 — 1.47 ‘ L | ; 0.147
Crystallized N 1.06 . "
Ssitellizance (=157} 1.02-1.10 W o008
Fluid intelligence (V= 137) e i B oo
Number of events: 34; Global p-value (Log-Rank):

0.00047411; AIC: 302.37; Concordance Index: 0.74
0.05 0.1 0.2 0.5 1
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Technique

Activating prior knowledge

Asking for reasons

Providing explanations

Encouraging comparisons

Modeling

Example

Have you ever seen something like
this?

Can you explain this in more detall,
s0 | can really understand what you
think?

Well donel! If the heavy side of a
block hovers in midair, the block will
tumble

Your building looks different than
[another child's building], doesn't it?
What is different? Is something
similar?

Look! (Experimenter also looks very
closely/experimenter shows how to
build a certain building)
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Coding

Mass theory

Center theory

Other

Speech

The child refers to the
weight being on one side of
the brown blocks, mentions
heaviness or talks about
the importance of the
vertical block

The child refers to the
middle of the block or a
bigger amount of the block
resting on either the black
or the yellow block

Child speaks of something
other than the two variables
of interest (weight, middle),
e.g., refers to the color

Example

“This side is heavier.” “It's
because of the block that’s
standing on the other”

“The brown block is resting
more on the yellow block”

“I don’t know.” “It tumbles,
because it tumbles”
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19%
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Model no.

Model 1 int
Model 2 int

Model 3 int

Model 4 int

Model 1 ide
Model 2 ide
Model 3 ide
Model 4 ide
Model 1 und
Model 2 und
Model 8 und
Model 4 und
Model 1 pla
Model 2 pla
Model 3 pla
Model 4 pla

Model description

Indeterminacy

Confounding

Indeterminacy x confounding

Indeterminacy x confounding, covariates, teacher
Indeterminacy

Confounding

Indeterminacy x confounding

Indeterminacy x confounding, covariates, teacher
Indeterminacy

Confounding

Indeterminacy x confounding

Indeterminacy x confounding, covariates, teacher
Indeterminacy

Confounding

Indeterminacy x confounding

Indeterminacy x confounding, covariates, teacher

AlIC

1,601
1,615
1,604
1,592
1,628
1,650
1,626
1,589
1,449
1,419
1,420
1,396
1,678
1,680
1,662
1,668

BIC

1,611
1631

1,623
1,668
1,637
1,667
1,644
1,677
1,463
1,437
1,445
1481

1,693
1,697
1,688
1,732

% deviance explained

10.8
05.0
1.6
273
206
109
231
46.4
09.3
245
249
425
223
216
309
39.0

Covariates were reasoning ability and reading comprehension, including their interactions with indeterminacy and confounding on all four sub-skills of CVS as dependent variables (it,

interpreting; ide, identifying; und, understanding; pla, planning). teacher indicates a random intercept across teachers.
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Model no. Model description AlC BIC % deviance explained
Model 1 Indeterminacy 1,460 1,472 207
Model 2 Confounding 1,474 1,495 249
Model 3 Indeterminacy x confounding 1,441 1,469 39.2
Model 4 Indeterminacy x confounding, covariates, teacher 1,393 1,506 616

Covariates were reasoning ability and reading comprehension, including their interactions with indeterminacy and confounding. teacher indicates a random intercept across

teachers/classrooms.
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Indet
Indeterminacy
Confounding 047
cvs 0.55
Interpreting 034
Identifying 0.46
Understanding  0.28
Planning 0.46
Coghb 035

ReadComp 037

Confo

0.42
0.17
0.30
0.33
0.42
0.25
0.27

cvs

0.73
0.85
0.49
0.68
0.46
0.52

Inter

0.54
0.22
0.25
0.36
0.34

Ident

0.20
0.47
0.38
0.44

Under Plann CogAb

0.33
015 034
020 042 0.48

Indet, indeterminecy; Confo, confounding; Inter, interpreting; Icen, identiying; Under,
understanding; Plann, planning; CogAb, cognitive abilties; ReadComp, reading

comprehension.
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First assessment
Indeterminacy

Second grades (n = 48)
Third graders (1 = 54)
Fourth graders (1 = 68)
Confounding

Second grades (n = 48)
Third graders (1 = 54)
Fourth graders (0 = 68)
Second assessment
cvs

Identifying

Interpreting

Planning

Understanding
Cognitive abilties
Reading comprehension

Maximum score

1.00

1.00

35.00
10.00
10.00
4.00
5.00
45.00
47.00

Mean (in %)

054
0.43
0.60
067
0.37
031
0.45
034

13.58 (39%)
4.33(43%)
6.64 (66%)
0.98 (25%)
054 (11%)
30.44 (68%)
15.07 (32%)

SD

0.30
026
031
0.30
027
022
031
027

7.29
322
281
1.50
0.88
10.51
10.06

Scores for separate school grades presented for indeterminacy and confounding. Scores
for indeterminacy and confounding were scaled as mean scores ranging from 0 to 1,
such that their mean scores can be interpreted as percentages, whereas scores on other
measures indicate sum scores, with percentages in brackets.
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Model LR Df AlC BIC aBIC p? (LR) p2 (PLR) Entropy

1 class —609.91 5 1,229.81 1,246.07 1,230.24 0.00 na
*2 class —583.03 11 1,188.07 1,223.84 1,189.00 0.08 <0.001 0.56
3 class —577.92 17 1,189.85 1,245.14 1,191.29 0.35 0.235 0.68

*, selected model; LR, log likelihood ratio; df, degrees of freedom; AIC, Akaike Information Criterion; BIC, Bayesian Information Criterion; aBIC, adjusted Bayesian
Information Criterion; p (LR), p-value of model fit likelihood ratio Pearson’s x2; p (PLR), p-value of parametric likelihood ratio for n-1 vs. n classes. @Bootstrapped values.
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Model Classes LR Parameters AlC

Bmass + Bol 1 —611.49 3 1,228.98
Bmass 1 —628.81 2 1,261.63
Buol 1 —653.52 2 1,311.03
1¢: Brmass + Buol, 1C 2 —587.96 & 1,185.92
1¢: By, 101 @ 2 —648.47 4 1,304.95
1C: Bmass, 1C: a 2 —612.68 4 1,288.87
*2C: Brmass + Bval, 1C1 a0 3 —576.72 9 1,171.44
1¢: Bmass + Buol, 1C: Bmass, 10t o 3 _582.72 ) 1.181.45
1¢: Bmass + Bvol, 1C: Bval, 1C: @ 3 —582.52 8 1,181.03
3C: Brmass + Bvol, 1C: @ 4 —569.88 13 1,165.76

BIC

1,243.56
1,271.35
1,320.74
1,210.23
1,324.40
1,252.82
1,215.20
1,220.34
1,219.93
1,228.96

p (LR)

<0.001
<0.001

<0.001
<0.001

0.001
0.001

Model, regression terms per class; 1c, one class’ regression model included these terms; 2c, two classes’ regression models included these terms; 3c, three classes’
regression models included these terms; *, selected model; Classes, number of classes; LR, log likelihood ratio; AIC, Akaike Information Criterion; BIC, Bayesian

Information Criterion; p (LR), p-value of likelihood ratio Pearson’s x2.
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Fixed effects

Random effects (SD)

Beta SE z-value Significance Item Participant
Intercept 0.50 0.26 1.96 0.051 0.28 (0.53) 0.03 (0.17)
Condition —0.35 0.14 —2.54 0.011
Item type 0.03 0.36 0.08 0.93
Condition * ltem type 0.35 0.19 1.82 0.069

SE, standard error; SD, standard deviation.
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Grade

Kindergarten

1st grade

2nd grade

3rd grade

Condition

Systematic
Non-systematic
Systematic
Non-systematic
Systematic
Non-systematic
Systematic
Non-systematic

Mean age

60.15
66.79
81.14
82.50
94.91
95.58
107.94
105.92

Minimum age

49
50
75
74
83
87
100
101

Maximum age

76
82
93
96
100
103
121
116

n (n girls)

53 (24)
58 (29)
9
5
8

©)

9

)
)
)
)
)
2)

14 (
14 (
11 (
12 (
17 (
12





OPS/images/fpsyg-11-01665/fpsyg-11-01665-g011.jpg
Proportion of Children

1.0

0.8

0.6

0.4

0.2

0.0

Mass + Vol

o
Explanation Classes - Explanation Classes
= VEAY 8 M
E M B Fact, M, Material
= M, M&Y «© | B M, M&V
[ Y] ° m vV
[ =4
2
S o
c o
o
s
c
K]
5 <
o O
2
o
N
o
o |
o
MASS + Vol Residual Mass-based Object-specific

Prediction Classes Prediction Classes





OPS/images/fpsyg-11-01665/fpsyg-11-01665-g010.jpg
Proportion of Children

1.0

0.8

0.6

0.4

0.2

0.0

Systematic

e
=M - =M
B Fact, M, Material B Fact, M, Material
= M, M&V E M, M&V
| Vv © | |V
o
c
[
T ©
Z o]
O
G
c
S
5 <
Q o
<]
o
N
N -
e
Non-Systematic e Kindergarten 1st Grade  2nd Grade  3rd Grade

Condition Grade





OPS/images/fpsyg-11-01665/fpsyg-11-01665-g009.jpg
Conaitional Probabilities of Explanation [ype

(o)

o

N

N

* M @ Fact,M,Material

* MM&V eV

A
A

\

Oth

Fact M Y, Mat  M&V

Easy Subset

Oth

Fact

M \Y}
Difficult Subset

Mat

M&V





OPS/images/fpsyg-11-01621/fpsyg-11-01621-g002.jpg





OPS/images/cover.jpg
EDITED BY: Ageliki Nicolopoulou, Amanda C. Brandone, Stella Vosniadou
and Christopher Osterhaus.
PUBLISHED IN: Frontiers in Psychology.

@ trontiers Research Topics





OPS/images/fpsyg-11-531503/fpsyg-11-531503-t006.jpg
Transfer Prediction Task

Transfer Explanation Task

Condition Pretest Posttest Pretest Posttest N
One_unlabeled 3.11 (0.96) 3.39 (1.29) 0.67 (1.33) 1.05 (1.43) 18
One_real 3.61 (0.85) 3.72(0.75) 0.94 (1.39) 1.11 (1.45) 18
One_made-up 3.13 (0.91) 3.07 (1.10) 0.53 (1.06) 0.53 (0.91) 15
Two_unlabeled 3.39 (1.04) 3.61(0.85) 0.67 (1.19) 1.44 (1.69) 18
Two_real 3.00 (1.06) 3.05 (0.97) 0.41 (1.00) 0.65 (0.86) 17
Two_made-up 3.54 (0.97) 3.46 (1.27) 1.08 (1.04) 1.54 (2.02) 13
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Pretest Prediction Task Explanation Task
Condition Matching Labeling Baseline Experimental Baseline Experimental N
One_unlabeled 5.65 (1.79) 1.78 (1.21) 2.56 (1.54) 2.67 (212 1.565 (1.95) 1.55 (1.85) 18
One_real 4.56 (2.00) 217 (2.12) 2.72 (1.81) 3.39 (2.15) 1.72 (2.27) 2.11 (2.35) 18
One_made-up 5.73 (2.22) 2.73(1.62) 1.87 (2.03) 2.13(2.23) 1.563 (2.09) 2.27 (2.49) 15
Two_unlabeled 6.11 (1.90) 2.67 (1.85) 2.89 (1.60) 3.94 (2.41) 2.22(2.12) 3.33 (2.50) 18
Two_real 6.18 (1.13) 2.41(1.18) 2.24 (1.79) 3.65 (2.09) 1.41 (1.94) 2.53 (2.53) 17
Two_made-up 5.46 (2.50) 2.54 (1.90) 2.54 (2.07) 3.77 (2.13) 1.69 (1.93) 2.85 (2.48) 13
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Unlabeled

Real Label (example: wood)

Made-up Label

One Standard

Look, this one floats/sinks in water. Which of these also
floats/sinks just like this one?

Look, this one is made out of wood and it floats in water.
Which of these also floats just like this one?

Look, this one is made out of feb and it floats in water.
Which of these also floats just like this one?

Two Standards

Look, these two float/sink in water. Which of these also floats/sinks
just like these two?

Look, this one is made out of wood and it floats in water. And this
other one is also made out of wood and it floats, too. Which of
these also floats just like these two?

Look, this one is made out of feb and it floats in water. And this
other one is also made out of feb and it floats, too. Which of these
also floats just like these two?
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Pretest Prediction Task Explanation Task
Condition Matching Labeling Baseline Experimental Baseline Experimental N
One_unlabeled 5.60 (1.55) 3.07 (2.05) 2.13(1.39) 1.73(1.43) 2.0 (1.56) 1.13 (1.68) 15
One_labeled 6.07 (1.07) 2.78 (1.31) 1.43 (1.22) 3.21 (1.58) 0.72 (0.92) 1.86 (2.14) 14
Two_unlabeled 6.07 (1.39) 2.93(1.83) 1.73(1.39) 2.67 (1.59) 0.54 (0.52) 0.80 (1.20) 15
Two_labeled 6.20 (1.57) 3.00 (1.60) 1.93 (0.96) 4.13(1.81) 1.07 (0.96) 2.80 (2.31) 15
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Conditions

Object Set Standard Choices Standard Choices
Wood Wooden plate Wooden spoon Wooden star (wooden ball) Wooden cube
Metal plate Clay star
Metal needle Clay marble
Glass marble Metal fragment
Clay Clay fragment Clay puppet Clay marble (clay stick) Clay fragment
Wax fragment Styrofoam marble
Wax block Styrofoam stick
Cork block Cork block
Plastic Plastic knife Plastic plate Plastic ruler (plastic plate) Plastic spoon
Wooden knife Wooden ruler
Wooden block Wooden plate
Wax fragment Styrofoam ring
Wax Wax sphere Wax block Wax star (wax fragment) Wax candle
Glass sphere Clay star
Glass marble Clay fragment
Metal nut Glass marble
Metal Metal ring Metal marble Metal spoon (metal ball) Metal nut
Wooden ring Wooden spoon
Wooden button Wooden block
Wax block Wax candle
Styrofoam Styrofoam pyramid Styrofoam block Styrofoam sphere (Styrofoam cube) Styrofoam plate
Metal needle Glass cube
Metal nut Glass sphere
Clay pyramid Metal needle
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Unlabeled

Labeled (example: wood)

One Standard

Look, this one floats/sinks in water. Which of these also
floats/sinks just like this one?

Look, this is made out of wood and it floats in water. Which
of these also floats just like this one: this one made of
wood, this one made of metal, this one made of metal, or
this one made of glass?

Two Standards

Look, these two float/sink in water. Which of these also
floats/sinks just like these ones?

Look, this one is made out of wood and it floats in water.
And this one is also made out of wood and it floats, too.
Which of these also floats just like these ones: this one
made of wood, this one made of clay, this one made of
clay, or this one made of metal?
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Pretest class

Unstructured
Strategy 1
Unclassified
Strategy 2
Addition strategy

Posttest class

Unstructured

N OO N O

Strategy 1

o O O = N

Unclassified

o N N O O

Strategy 2

o o O w O

Addition strategy
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Item configuration

Left Right
Item number Itemtype D W D W  Torque Side down Addition strategy
1 W 2 1 2 2 2 Right Correct
2 W 3 3 3 4 3 Right Correct
3 W 1 2 1 4 2 Right Correct
4 W 2 3 2 2 -2 Left Correct
5 W 4 3 4 1 -8 Left Correct
6 D 2 1 1 1 —1 Left Correct
7 D 3 2 2 2 -2 Left Correct
8 D 4 3 2 3 —6 Left Correct
9 D 3 4 4 4 4 Right Correct
10 D 2 3 3 3 3 Right Correct
11 CB 1 4 4 1 0 Balance Correct
12 CB 3 1 1 3 0 Balance Correct
13 CB 3 2 2 3 0 Balance Correct
14 CB 3 4 4 3 0 Balance Correct
15 CB 4 2 2 4 0 Balance Correct
16 CwW 4 2 3 3 1 Right Incorrect
17 CwW 2 3 4 1 -2 Left Incorrect
18 cw 3 1 2 3 3 Right Correct
19 Cw 1 4 g 1 -1 Left Correct
20 Cw 3 2 2 4 2 Right Correct
21 CD 1 4 3 3 5 Right Correct
22 CD 2 2 | 3 —1 Left Incorrect
23 CD 3 3 2 4 —1 Left Incorrect
24 CD 1 4 2 3 2 Right Incorrect
25 CW* 4 2 3 3 1 Right Incorrect

W, weight; D, distance; C, conflict. *This CW item should have been a CD item
but was digitized incorrectly. The number of weights is presented, and each
weight was 5 kg.





OPS/images/fpsyg-11-01621/fpsyg-11-01621-t005.jpg
Posttest class

Unstructured Strategy 1 Unclassified Strategy 2 Addition strategy
Pretest class Unstructured 0.49 0.12 0.22 0.1 0.06
Strategy 1 0.09 0.25 0.28 0.25 0.14
Unclassified 0.06 0 0.64 0 0.30
Strategy 2 0.15 0.02 0.20 0.60 0.03

Addition strategy 8,10 0 0.09 0.06 0.76
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Class

mo o w >

Class name

Unstructured
Strategy 1
Unclassified
Strategy 2
Addition strategy

Usage at pretest

14.19%
156.25%
21.91%
27.31%
21.34%

Overall correct

37.22%
42.87%
60.51%
61.88%
69.92%
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Number of Number of free Log-likelihood AIC BIC
classes parameters

2 55 —3,787.38 7,684.75  7,851.43
3 89 —3,499.31 7,176.63  7,446.33
4 127 —3,478.22 7,210.45  7,595.31
5 169 —3,195.29 6,728.57  7,240.71
6 215 —3,153.34 6,737.80  7,389.34
i 265 —3,071.76 6,673.51  7,476.58

AIC stands for Akaike information criterion, and BIC stands for Bayesian informa-

tion criterion.
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1) Condition
2) Gender
3) Age

4) Pretest

5) Posttest

6) Difference score

(
(
(
(
(
(

0.06
—0.18*
0.06
0.33"
0.28™

—0.10
—0.04
0.09
0.13

0.15
—0.05
—0.20"

0.56™
—0.49*

0.45*

0 < 0.05, “*p < 0.01.
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BB Control
M SD N M SD N df! t Adj. p d
Gender® 1.48 0.50 105 1.41 0.50 44 147 0.75 0.457 0.13
Age* 10.60 1.08 102 11.00 0.69 44 122.61 2.67 0.014 0.41
Pretest 13.90 3.86 113 13.36 4.02 44 155 0.80 0.457 0.14
Posttest* 15.28 3.34 113 12.57 3.78 44 155 4.41 <0.001 0.78
Difference score* 1.38 3.1 113 —0.80 3.91 44 155 3.52 <0.001 0.65

" When variances were unequal, degrees of freedom of the t-tests were adjusted. 2Girl = 1, boy = 2. *p < 0.05.
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Facets Items Example
Child A Child B
Describing details Dimensions 0.8 1
Unspecific details 0.63 0.38
Specific details 0 1
Epistemic activities Questioning Research question 0 0.67
Use of question 0 1
Hypothesizing Spontaneous hypothesis 0 0
Prompted hypothesis 0.67 0.67
Testing Activity 0 0.67
Quality 1 1
Interpreting Summary of results 0.5 0.5
Spontaneous relation to hypothesis 0 0
Prompted relation to hypothesis 0 0.5
Differentiation between observation and inferences 0 0
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Transcript

Instructor: Can you describe the fish to Emil (=hand
puppet)?

Child A: A tail that is silvery and with spots on it, it has small
eyes, they are black.

Instructor: Is there something you want to find out about
the fish?

Child A: No.

Instructor: Okay, | have a question: which fins do they swim
with? (Pause)

Instructor: What do you think?

Child A: With the small ones.

Instructor: Which? Where are they? (Pause) Are they here
or here (shows at own body)

Child A: Here (shows shoulders)

Instructor: Okay, so let’s have a look! (Pause) Which fins do
they use?

Child A: (without really looking) These up here (shows
shoulders)
Instructor: And do other fins move as well?

Child A: (looks) those down there

Instructor: Those down at the belly, aha. More?

Child A: The tail.

Instructor: Okay, so what have we seen now?

Child A: That they move those up here, those down at the
belly, and the tail.

Instructor: And what did you think before? (Pause) Do you
remember?

Child A: (no answer)

Instructor: So you said they move only those at the
shoulders. Is that right?

Child A: No.

Coding

Dimensions: 2
Details: 4

No question
Instructor’s
question used for
investigation

Hypothesis with
help

Idea: Mostly
instructor
Execution: Mostly
instructor

Real observation
Specific details: O

Summary when
prompted

No relation to
hypothesis

No separation
interpreta-
tion/observation

Transcript

Instructor: Can you describe the fish to Emil (=hand
puppet)?

Child B: The fish have orange tail fins with black
dots, they are green-transparent, they have eyes
and a fin on the back and side fins.

Instructor: Is there something you want to find out
about the fish?

Child B: | want to see the very thin stems going up
inside or go to the sides, | want to find out how they
look (gets up and picks up the magnifying glass)
Instructor: The fishbone?

Child B: Yes.

Instructor: And what do you think how they look
like?

Child B: Hmmm. . . White, and curved.

Instructor: Okay, so let’s have a look. . . you have
the magnifier glasses already, but | could also catch
the fish in this magnifying glass container. . .

Child B: Yes!

Instructor: (catches a fish with the help of Child B)
Child B: (looking at the fish) White and curved! ...
and | now can see a fin on the back that | have not
seen before.

Instructor: Okay, so what did you find out?

Child B: That the fishbone are white and curved.
Instructor: And what did you think before?

Child B: The same. But | wanted to be sure.

Coding

Dimensions: 5
Details: 3

Question when prompted
Child’s question usable for
investigation

Hypothesis when prompted

Idea: Mostly child
Execution: Mostly child
Real observation
Specific details: 2

Summary when prompted
Relation to hypothesis on
demand

No separation
interpretation/observation
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Pre-test Post-test Gain scores

B P B p B P
Hypothesis-evidence coordination
Reading 0.133 < 0.001 0.189 < 0.001 0.056 0.179
Math 0.088 0.001 0.089 0.003 0.001 0.976

Experimenting
Reading 0.024 0.591 0.277 < 0.001 0.253 < 0.001

Math 0.039 0.231 0.242 < 0.001 0.202 < 0.001
Drawing conclusions

Reading 0.021 0.603 0.062 0.165 0.041 0.423
Math 0.030 0.324 0.039 0.235 0.009 0.808

Previous analyses showed that gains in hypothesis-evidence coordination and
drawing conclusions were not significant.
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Scientific Reasoning Inventory’

H-E coordination Experimenting Drawing conclusions
Worksheets M SD p p p
Hypothesizing 1.40 0.57 0.122 0.145 0.136
Experimenting 1.96 0.63 0.308** 0.492** 0.120
Interpreting data 1.59 0.55 0.121 0.102 0.189*
Drawing conclusions 1.21 0.64 0.076 0.088 0.034

Worksheet scores ranged from 0 to 3 points. 1 Post-test scores, controlled for pre-test; *p < 0.05; *p < 0.001.
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Hall
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Sachs

Kuczaj

Brown
Adam

Eve

Sarah

Snowman
Study

Data collection

Study of vocabulary use in children from various
socio-economic and racial groups. Families observed at
home, school, and in route to school.

Study of acquisition of communicative competence.
Dinnertime conversations between children, mothers, and
fathers in their homes.

Researcher collected speech samples from her daughter in
her home. Longitudinal data. (Naomi)

Researcher collected speech samples from his son in his
home. Longitudinal data. (Abe)

Speech collected from child in his home.

Speech collected from child in her home.

Speech collected from child in her home.

Videorecorded interactions of parents and children reading
a book together in their home.

Demographics

39 children sampled from 4 populations:
Black working-class

White working-class

Black middle-class

White middle-class

22 children White, middle-class

Boston, MA area

1 child

1 child

1 child

Middle-class, Black family
1 child

Middle-class White family

1 child

Working-class White family
51 children

Mostly middle- to upper-middle-class White families.

Age and gender

4;6-5;0 Gender N/A
(roughly equal boys and
girls)

2:0-52
11 girls
11 boys
1;2-5;1
girl

2;4-5;0
boy

2;3-4;10
boy
1;6-2;3
girl
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Hypothesizing

Experimenting

Interpreting data

Drawing conclusions

Evaluation criteria

- An effect was described
- The direction of the effect was described
- The variables involved were described

- Comparison is possible: at least one variable has been changed

- Fair comparison is possible: only one variable has been changed
- Experiment aligns with the research question: focal variable
has been changed

- Based on the gathered data, a correct inference was made

- The explanation of the inference refers to the data or outcome
variable

- The data on which the inference was based are described or
- the outcome is explained

- The effect that was found was described
- The direction of the effect was described
- All variables involved were described

Example

‘| think it makes a difference’ (1 point: effect described)

‘| think the surface matters for the number of bounces

(2 points: effect and variables described; no direction)

‘ think there will be more bounces on a hard surface’ (3 points)

Confounded experiment (1 point: comparison possible)

Controlled experiment on non-focal variable (2 points)
Controlled experiment on focal variable (3 points)

Part 1: Do you see a difference in the table? yes/no

1 point if answer aligns with data; O if not
Part 2: How do you know?

‘the number of bounces is different’ (1 point: refers to outcome variable)
‘on a hard surface the ball makes 5 more bounces than on a soft
surface’ (2 points: describes data and refers to variable)

‘It makes a difference’ (1 point; only if this was really found)
‘The surface matters for the number of bounces’ (2 points)
‘The ball made more bounces on a hard surface’ (3 points)





OPS/images/fpsyg-12-629384/crossmark.jpg
©

2

i

|





OPS/images/fpsyg-11-01717/fpsyg-11-01717-g001.jpg





OPS/images/fpsyg-11-01717/cross.jpg
3,

i





OPS/images/fpsyg-11-01934/fpsyg-11-01934-t006.jpg
95% Cl for OR

Variable B (SE) Z Oddsratio Lower Upper

Intercept —1.563 (0.42)** —3.61 0.22 0.08 0.46
Condition (scientific 1.83 (0.63)™* 3.47 6.22 2.31 20.80
statements as reference)

=2LL —156.40

AIC 318.80

“*p < 0.001. Procedural content was used as a reference group. Scientific talk
was composed of causal or fact-based content. Cl, 95% confidence interval; OR,
odds ratio.
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95% Cl for OR

Variable B (SE) Z Odds ratio Lower Upper
Intercept —0.22 (0.35)"** —0.65 0.80 0.37 1.59
Condition (scientific 0.84 (0.47)t 1.80 2.32 0.90 6.42
statements as reference)

=21 —166.90

AIC 339.90

Ip = 0.08, *p < 0.001. No response was used as a reference group. Cl, 95%
confidence interval; OR, odds ratio.
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Parents Children

Scientific Scientific Scientific Scientific
inquiry statements inquiry statements
Causal 0.79 0.47 0.13 0.42
Fact-based 0.48 0.40 0.04 0.08
Procedural 0.47 0.35 0.08 0.10

Model-estimated mean likelihoods that an utterance of a specific content type is
a question (as opposed to a statement) from parent Model 1 (Table 2), a binary-
logistic mixed-effect model on likelihood that a parent’s utterance is a question and
child Model 1 (Table 3), a binary-logistic mixed-effect model on likelihood that a
child’s utterance is a question. For instance, in the scientific inquiry condition, the
model estimates that there is a 79% likelihood of a causal utterance being posed
as a question (as opposed to a statement).
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statements as reference)

Causal Content (procedural  1.83 (0.47)**  3.93 6.26 2.55 16.25
as reference)

Fact-Based Content —0.34(0.49) -0.71 0.71 0.26 1.82
(procedural as reference)

Condition x Causal —1.31(0.74! -1.78 027 0.06 117
Content
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Content
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Model 2

Intercept —2.50 (0.42** —-5976 0.08 0.03 017
Condition (scientific —-0.59(0.59) —-1.00 056 0.17 1.77

statements as reference)

Causal Content (fact-based 2.18 (0.53)**  4.09 8.83 3.18 26.36
as reference)

Procedural Content 0.28 (0.74) 0.71 1.41 0.55 3.80
(fact-based as reference)

Condition x Causal —-1.03(0.77) —-1.34 036 0.08 1.61
Content

Condition x Procedural 0.23 (0.24) 0.70 1.32 0.30 5.56
Content
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Ip = 0.08, **p < 0.001. Statements were used as a reference group. Cl, 95%
confidence interval; OR, odds ratio.
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Model 1

Intercept 0.63 (0.16)** —3.907 0.54 0.39 0.73

Condition (scientific 0.52 (0.22)* 2.35 1.68 1.09 2.63

statements as reference)

Causal Content (procedural  0.50 (0.20)* 2.50 1.65 112 2.45
as reference)

Fact-based content 0.23 (0.16) 1.48 1.26 0.93 172
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AlIC 225750

Model 2

Intercept -0.39 (0.16)* —-2.39  0.68 0.49 0.93
Condition (scientific 0.29 (0.24) 1:22 1.34 0.84 2:16

statements as reference)

Causal content (fact-based  0.27 (0.20) 1.33 1.31 0.88 1.95
as reference)

Procedural content 0.23(0.24) —-1.48 0.79 0.58 1.08
(fact-based as reference)

Condition x Causal content 1.13 (0.31)"**  3.64 3.09 1.69 570

Condition x Procedural 0.23 (0.24) o.er 1.26 0.78 2.00
content
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*p < 0.05, *p < 0.01, *™p < 0.001. Statements were used as a reference group.
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Parents

Children

Total Scientific inquiry Scientific statements Total Scientific inquiry Scientific statements
Causal % 12.72 14.08 11.18 9.71 11.54 7.62
Fact-based % 21.31 19.15 23.78 24.69 26.42 22.72
Procedural % 29.00 30.71 27.06 18.64 17.43 20.03
Confirmation/Negation % 3.58 3.18 3.94 14.33 11.32 1778
Reinforcement % 22.46 23.16 21.66 3.30 4.84 185
Irrelevant/Unintelligible % 10.88 9.60 12.33 29.33 28.45 30.33
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Oak tree Grass Squirrel
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Ecological category

Taxonomic category Forest Meadow Wetland
Bird Woodpecker Blue jay Duck
Invertebrate Termite Grasshopper Slug
Plant Pine tree Milkweed Cattails
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Taxonomic Ecological
Pairs
Taxonomic 0.166* —0.071
Ecological —0.058 0.128

Table reports Spearman’s correlation coefficients. Tp < 0.10.
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Taxonomic category Forest Meadow Wetland
Mammal Red squirrel Woodchuck Beaver

Bird Screech owl Meadowlark Loon

Insect Gypsy moth Firefly Dragonfly
Tree White pine Paper Birch Black Willow
Plant Fern Milkweed Cattails
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Youngest Middle third Oldest third
third (n = 34) (n =35) (n=34)

Blicket condition 23.53 (43.06) 42.86 (50.21) 70.59 (46.25)
Butterfly condition 29.41 (46.25) 37.14 (49.02) 58.82 (49.96)
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THE NATURE OF SCIENCE INTERVIEW

1. General Aims of Science—Types of Questions
1.1 Our friend John has some questions. He read some things about what science is about and what scientists do and wants our help to understand what he read.
He also wants to hear what you think about science and scientists. What do you think the word “scientist” means? Can you give him an example?
1.2 What sorts of things do scientists do? How do they reach their goals?
1.3 Do scientists ask questions? Can you give me a specific example of a question that a scientist would ask?
1.4 What would scientists do to answer their question?

2. Nature and Purpose of Experiments
2.1 What is an experiment?
2.2 Do scientists do experiments? Why do scientists do them? In general, how do scientists decide what experiment to do?

3. Nature of Hypotheses
3.1 Many times, we make hypotheses about various things. Have you ever heard the word hypothesis? What do you think is a hypothesis a scientist does? Do you
think a hypothesis is the same as a guess or do you think that there is a difference? What is the difference?
3.2 Can you give a specific example of a scientific hypothesis?

4. Nature of Theories—Process of Theory Change
4.1 Do scientists have ideas/theories about the world?
4.2 What is a scientific theory? Can you give a specific example of a scientific theory?
4.3 Do you think a scientist’s ideas influence the way he tries to find answers to his questions?
4.4 Say two scientists believe different things about our world. How can we decide which one is right?
4.5 Do scientists ever change their hypotheses or theories? When would they do that and why? Can scientists make mistakes or be wrong? How? Do scientists
always achieve their goals? Why?
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Category

Describing target
phenomenon

Identifying entities

Identifying activities

Chaining
backward/forward

Definition

State phenomenon
dyad s trying to
produce

Description of the
enabling conditions that
will make the
mechanism run (ie.,
light turn on)

The relevant activities
that the entities engage
in (functions of entities
that cause changes in
surrounding entities)

A reasoning strategy
that uses knowledge
about the causal
structure of the world
to make claims about
what must have
happened previously
(backward) or what wil
happen next (forward)

Examples

« We have to make the
fight turn on.

« We have to connect
the pieces in a circuit.

« Electricity travels
through wires or the
circut,

« Battery powers the
circuit,

« Switch controls the
flow of electricity.

« Wires connect the
circut,

« Backwards: “Why did
the light turn on?”

« Forwards: “If we took @
piece off, would the
fight stil tum on?”
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Mechanistic
utterances

Total utterances

Proportion

mechanistic
utterances

Parent

M =9.90

(SD =8.95;
range = 0-35)
M =160.31

(SD = 41.6;
range = 83-258)
M = 0.06

(SD = 0.05;
range = 0-0.17)

Child

M=1.26

(SD =1.88;
range = 0-9)

M =25.69

(SD =20.41;
range = 1-117)
M =0.06

8D =010
range = 0-0.39)
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Variable Posttest comprehension model 1 Independent circuit task model 2

Coefficient t Coefficient z
Intercept 1.35(0.84, 1.87] 5.32 ~2.57 [-4.67, ~0.47] ~2.40"
Dyadic outcome ~0.17[-0.68, 0.34] -067 2.03(0.25,3.80] 224
Condition ~0.56(~1.19,007] —1.79~ 1.60(-0.38, 3.58] -1.58
Mechanistic conversation ~2.26(-9.37, 4.85] 064 16.56 [~9.93, 43.05] 122
Condition x Mechanistic conversation 10.85 [2.06, 19.63) 2.48" ~18.34[-49.52, 12.84] -1.15
Model fit R219.1% —2L1.66.80

~p < 0.10; *p < 0.05; “Pp < 0.01; *p < 0.001; dyadic outcome = whether dyad successfully completed the dyadic circuit task; brackets display 95% confidence
intervals for mode! coefficients.
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Youngest third

Blicket Condition 38.46
(49.29)
n=39

Mage = 58.84
months

Butterfly condition 26.18
(44.50)
n=42

Mage = 58.76
months

Middle third

41.03
(49.83)

n =239
Mage = 84.65
months
38.10
(49.15)
n=42
Mage = 80.44
months

Oldest third

55.29
(50.39)

n =238
Mage = 108.17
months
5962
(49.68)
n=42
Mage = 108.44
months
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Property Substance Vague process Other Total

Dressing 72 3 34 2 111
Meals 480 10 17 17 624
Weather 249 13 28 3 293
Touching Objects 57 0 0 60
Bathing 65 1 5 1 72
Swimming 17 0 0 0 17
Body temp. 190 3 47 3 243
Heat sources 49 5 13 1 68
Other 87 12 14 124 237

Total 1266 47 261 151 1725
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Percentage of
Context Description Utterances

Meals Food temperatures. Waiting for food to 37%
heat up or cool down.

Carefully eat hot foods.

Weather Temperature of outside/inside. The sun 17%
is hot.

Body Temperature People getting hot/warm/cold. 14%

Dressing Putting on clothes to stay warm. 6%

Taking off clothes to get cool.
Being too hot or cold wearing some

type of clothing

Touching Objects Perceiving object temperatures. Getting 4%
burned.

Heat Sources Heat comes from certain objects. 4%

People or objects getting too close to
heat sources
Reprimands for touching hot objects.

Bathing Taking a bath. Hand washing. Doing 4%
dishes.

Swimming Too cold to go swimming. 1%

Other Using other meanings of the words. 14%

Other specific situations such as
“warming up” a vehicle.

Insufficient information present in the
transcripts to determine the context.





OPS/images/fpsyg-11-01718/fpsyg-11-01718-t005.jpg
Database Number of Transitory Stable Significance tests

utterances of means
Group data sets
Snowman study 234 49% 39% n.s.
Hall 187 84% 1% #39) = 5.41,
p < 0.001,
d=1.20
Gleason dinner 76 76% 1% {(16) = 2.64,
p < 0.02,
d=0.94
Individual data sets
Abe 86 84% 6%
Adam 25 60% 8%
Eve 40 75% 3%
Naomi 53 68% 17%

Sarah 125 83% 8%
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Abe Adam Eve Gleason Hall

Utterances (n) 289 127 130
Property 78% 66% 68%
Substance <1% <1% 6%
Emergent 0 0 0
Process

Vague 19% 17% 23%
Process

Other 4% 17% 2%

127
83%
0
0

14%

3%

592
68%
3%
0

18%

10%

Naomi Sarah Snowman

1556 318 400
78%  76% 69%
1% 4% 5%
0 0 0
12% 8% 24%

8% 12% 3%
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Type of talk Examples

Substance We don’t have that kind of heat.
So it must be very sensitive to heat.
Child: | see fire. Parent: What about the heat?
He likes the cold.

Emergent The stove transferred the heat to the pot. (Slotta et al.,
process 1995)
Vague process I’'m getting warmer.

Okay, I'll put the roast back in to keep it warm.
To heat up the house.
Proximity (he’s too near the fire) he’s going to get too hot.
You getting hot in here?
Time Let it warm up first.
Oh, it’s cool now?
Contact/Presence That'’s a jacket to keep me warm.
The sun makes you hot, right?
Property Child: It’s cold. Parent: What's cold? Your milk?
He’s hot but I'm cold.
The sun’s hot, right.
Other Did you catch a cold?
I’'m hot on his trail.






OPS/images/back-cover.jpg
o

oo

e W
oo

A —
st
e e

Frontiers
e T e 4

1005 Lousonne | Swizerand
Vistus i ongersinorg

Contact o romeran avgaboutcontact

Supportcpanan
ond o o emnce
e ooy

A

Fouowus.
Sronrn

A

o
ot resamen

"our nert
aniesresdesi






OPS/images/fpsyg-11-01140/fpsyg-11-01140-t009.jpg
Age
ToM

SLOA
*p < 0.05.

Age ToM

0.255* -
0.468" 0.431*
0.440 0.474*

=0 < 0i07.

PE

0.631**

SLOA
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Step/variable added

Step 1: ToM
Step 2

ToM

PE

0.249

0.159
0.799

SEB

0.059

0.060
0.229

B

0.474*

0.302*
0.401*

0.474
0.596

R2

0.225
0.356

AR

0.131

AF

12167

"0 <0.01. *p < 0.001.
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Step/variable added

Step 1: Age
Step 2

Age

ToM

Step 3

Age

ToM

PE

0.252

0.195
0.203

0.129
0.1561
0.601

SEB

0.066

0.062
0.057

0.066
0.059
0.245

B

0.440"

0.341*
0.387**

0.226
0.287**
0.301**

0.440
0.578

0.629

R2

0.193
0.334

0.395

AR

0.140

0.062

AF

12.621™

6.007*

*p <0.05. “p <0.01. *p < 0.001.
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Response categories for ToM tasks Age variation

10N =27 11N=26 12N =10 Total N = 63
1 No recognition of false belief 5 (19%) 5 (19%) 1(10%) 11 (18%)
1:5 Recognition of second-order false belief only 7 (26%) 5 (19%) - 12 (19%)
2 Recognition of second-order false belief and correct justification 9 (33%) 3 (12%) 4 (40%) 16 (25%)
2:5 Recognition of both second-order and third-order false belief and - 1 (4%) 1(10%) 2 (83%)
correct justification for the second-order belief
3 Recognition of second- and third-order false belief and correct 6 (22%) 12 (46%) 4 (40%) 22 (35%)

justification for both
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Clusters of questions

Epistemic level in the nature of science interview Cluster 1: Q1.1-1.4 Cluster 2: Q2.1-2.2 Cluster 3: Q3.1-3.2 Cluster 4: Q4.1-4.7

General aims of science Nature and purpose of Nature of hypothesis  Nature and process
and type of scientists’ experiments and formation and theory of theory change
questions experimental procedures testing
1 Level 1: Knowledge unproblematic 52 (83%) 52 (83%) 52 (83%) 42 (67%)
epistemology
1.5Elaborated Level 1 4 (6%) 2 (3%) 10 (16%) 20 (32%)
2 Level 2: Transitional ideas: Introduction of 7 (11%) 9 (14%) 1(2%) 1(2%)

explanation and hypothesis testing
2.5Elaborated Level 2 - = e -
3 Level 3: Knowledge problematic epistemology - - - -
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Epistemic level in the nature of science interview Age variation

10N =27 11N=26 12N =10 Total N = 63
1 Level 1: Knowledge unproblematic epistemology 26 (96%) 21 (81%) 5 (560%) 52 (82%)
1:5 Elaborated Level 1 1 (4%) 3 (11%) 2 (20%) 6 (10%)
2 Level 2: Transitional ideas: Introduction of explanation and - 2 (8%) 3 (30%) 5 (8%)
hypothesis testing
25 Elaborated Level 2 = — - .

Level 3: Knowledge problematic epistemology - - _ _
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Response categories for observational astronomy task

Age variation

10N =27 11N=26 12N =10 Total N = 63
1 No Appearance—Reality distinction/No justification 4 (15%) — = 4 (6%)
1.5 Appearance-Reality reversed/No justification 2 (7%) 2 (8%) o 4 (6%)
2 Scientific responses only/No justification 7 (26%) 5(19%) 1(10%) 13 (21%)
2:5 Distinction/Initial Justification 14 (52%) 14 (54%) 5 (50%) 33 (52%)
3 Distinction/Scientific Justification - 5(19%) 4 (40%) 9 (14%)
Total 27 26 10 63
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Astronomical phenomenon

Earth’s shape

Where people live on the earth
(Gravity)

Sun-Moon relative size

Sun-Earth relative size

Solar system

Day-Night cycle

Question 1: Look at the two pictures. What does the
first picture show? What does the second picture
show?

Question 2: What are the differences between these
two pictures?

SLOA task

Question 3: Justification question

How do you explain that the Earth seems flat,
when at the same time we accept that it is a
sphere?

Since people can stay everywhere on Earth,
can you tell me where this ball would fall if
someone was here at the bottom of the Earth
and here at the top of the Earth? (the
experimenter shows where) Why is this
happening?

Why do the Sun and the Moon look like they
have the same size, when in fact the Sun is
bigger than the Moon?

Why does the Sun seem smaller to us, when in
fact it is much larger than the Earth?

Why do we not understand the Earth’s
movement around the Sun? Why do you say
that the Earth moves when we do not feel its
movement?

Why do we see the Sun rising from the East
and setting from the west, when we know that
it is the Earth that moves and not the Sun?
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Cluster of questions

Epistemic level

Level 1

Level 1.5

Level 2

Level 2.5

Level 3

Cluster 1: Q1.1-1.4
General aims of science
and type of scientists’
questions

Cluster 2: Q2.1-2.2 Nature
and purpose of
experiments and
experimental procedures
Cluster 3: Q3.1-3.2 Nature
of hypothesis formation and
theory testing

Cluster 4: Q4.1-4.7 Nature
and process of theory
change

Scientists simply find or
discover new information
and ask procedural and
journalistic questions
Experiment is similar to
producing a desirable
outcome

No differentiation between
hypotheses and
experiments

Scientists may abandon or
change an idea based on a
single experiment or
observation

Scientists try to find out how
something works (unclear if
they refer to a procedure or a
mechanism)

Experiment involves measuring
variables/scientists do
experiments to find out how
something works

Hypotheses are similar to
guesses

Hypotheses can change, but
theories do not, and change
occurs by doing experiments

Scientists try to find underlying
mechanisms, ask questions about
theoretical entities and reflective
questions about their ideas
Scientists test their ideas by an
experiment

Scientists understand and evaluate
their own ideas through
experimentation

Scientists develop new ideas

Scientists formulate
questions to find out how
something works

Experiments are a way to
test competing hypotheses

Hypotheses are defined as
explanatory ideas

The ideas scientists
investigate are more
complex, and it takes work
to understand them

Discuss how multiple levels
of questions interact

Experiments test causal
ideas

Hypothesis testing provides
evidence for/against a
theory

Ideas are embedded in
theoretical frameworks that
constrain the generation of
new hypotheses
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First step

Second step

Third step

Appearance-Reality distinction

Type of justification

Final total categories

Pictures chosen

Response categories Appearance Reality Response categories Response categories Overall score

No distinction Phenomenal Phenomenal No justification No distinction/no justification 1

A-R reversed Scientific Phenomenal No justification A-R reversed/no justification 1.5

Scientific responses Scientific Scientific No justification Scientific responses/no justification 2

Distinction Phenomenal Scientific Initial justification Distinction/initial justification 25
Scientific justification Distinction/scientific justification 3
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Topic

Overall cause

Sunrise

Sunset

Question(s)

Knowledge
components

What causes the change from
daytime to nighttime?

The Earth spins/turns/rotates
Rotation causes places to face
the Sun at different times.

Every day in [a large city in Northeastern United States],
an event happens that we call “sunrise.” It looks like this
[show video of sunrise]. Have you seen sunrise before?

What is sunrise?

Why does sunrise happen?

Why does sunrise happen in the east?

The Earth rotates east/a place rotates toward the

Sun.

The Earth rotates until a place begins to face the

Sun.

Every day in [a large city in Northeastern United States],
an event happens that we call “sunset.” It looks like this
[show video of sunset]. Have you seen sunset before?
What is sunset?

Why does sunset happen?

What makes sunset happen in the west?

The Earth rotates east/a place rotates away from

the Sun.

The Earth rotates until a place begins to face away
from the Sun.
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Grade ED MA x2(1) P

2 18.6% 31.6% 16.7 <0.001
4 28.0% 27.9% 0.0 1.00
6 30.4% 32.2% 0.34 0.56
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Grade Content Solution rates Definite/indefinite contrast Content contrast

MP MT AC DA b P b P
2 ED 85.9% 70.9% 21.1% 21.9% 6.26 <0.001 4.33 <0.001
2 MA 71.6% 44.8% 30.3% 44.8% 1.93 0.15
4 ED 86.4% 73.5% 46.2% 34.1% 4.37 <0.001 —-0.22 1.00
4 MA 88.6% 67.9% 36.8% 40.6% 4.59 <0.001
6 ED 93.9% 76.4% 56.5% 37.7% 4.67 <0.001 0.36 1.00
6 MA 97.8% 71.0% 48.1% 54.2% 4.31 <0.001

The content contrast is the difference of the two definite/indefinite contrasts for the respective grade level.
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Relates to question

0 < 0.05, *p < 0.01, *p < 0.001.

Fixed effect

Working memory
C: content (everyday vs. mathematical)
G: grade level
GxC
W: wording of minor premise (positive vs. negative)
T: type of correct conclusion (definite vs. indefinite)
W xT
CxW
CxXT
CxWxT
GxW
GxT
GxCxT

o
-

K, N N e £k EE e el e Ny N) e as

x2(df)

2.24
0.92
24.11
0.69
5.83
94.65
39.34
1.12
9.92
16.57
10.64
0.01
22.01

0.13
0.34
<0.001
0.71
0.02
<0.001
<0.001
0.29

<0.01
<0.001
<0.01
0.99
<0.001
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Variable

(Constant)
Scientific reasoning
Prior knowledge
Language

5.78
413
6.98
7.60

SEB

4.41
1.44
3.02
512

0.33
0.25
017

1.31
2.88
2.31
1.48

0.20
0.00
0.02
0.14
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Score

Placement

Correct

Correct

Correct

Incorrect

Reason

Referencing distance from
fulcrum.

Referencing distance from
fulcrum in conjunction with
incorrect information.
Reasons that refer to object
weight but not distance.
Referencing irrelevant
information as a
justification.

Example

Same weight objects:
Because they are both far
away from the middle.
Different weight objects:
Because the heavy one it
close to the middle.
Because they are both far
away from the middle and
squishy.

Because one is heavy and
one is light.

Because they are both
square shaped.
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Variable

(Constant)
Scientific reasoning
Prior knowledge
Language

0.18
0.12
0.14
0.18

SEB

0.13
0.04
0.09
0.15

0.33
0.19
0.14

1.44
2.78
1.64
1.20

0.16
0.01
0.11
0.23
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Variable

(Constant)
Scientific reasoning
Prior knowledge
Language

0.24
0.10
0.34
0.09

SEB

017
0.06
0.12
0.20

0.22
0.34
0.05

1.45
1.77
2.90
0.44

0.15
0.08
0.01
0.67
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Variable

Observation competency (sum score)
Epistemic activities

Describing

Questioning

Hypothesizing

Testing

Interpreting

16.19
0.41
0.40
0.43
0.48
0.70
0.20

SD

4.18
0.11
0.15
0.30
0.20
0.19
0.10
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Facet

Describing
Questioning
Hypothesizing
Testing
Interpreting

Level 0 (<20%)

8%
24%
5%
3%
49%

Level 1 (20-80%)

92%
59%
92%
68%
51%

Level 2 (>80%)

0%
17%
3%
29%

0%
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Variable

1. Observation competency
2. Scientific reasoning

3. Prior knowledge

4. Language (vocabulary)
5. Executive functions

6. Age (months)

15.19
0.37
0.13
0.91
0.70

65.56

SD

413
0.32
0.15
0.09
0.19
4.67

0.51*
0.44*
0.41*
0.16
0.20

0.42**
0.47*
0.50"
0.21

0.37**
0.17
0.31*

0.45*
0.10

—0.06

**Significant on 1%-level.
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Observation
Epistemic Activities
Describing
Questioning
Hypothesizing
Testing

Interpreting
Scientific reasoning
Prior knowledge
Language
Executive functions

Observation

1
0.95™
0.70™
0.72**
0.41*
0.62*
0.69"
0.51**
0.44*
0.41™
0.16

Epistemic activities

0.47**
0.74**
0.44**
0.59*
0.69*
0.48
0.37**
0.36"*
0.17

Describing

0.34**
0.23"
0.22
0.40
0.38
0.45*
0.28"
0.05

Questioning

0.04
0.22
0.32**
0.31™
0.33"
0.15
0.16

Hypothesizing

0.05
0.15
0.11
0.10
0.32**
0.12

Testing

0.39*
0.36**
0.27*
0.18
0.01

Interpreting

0.48™
0.30"
0.36™
0.18

*Significant on 5%-level; **Significant on 1%-level.
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Name of form (abbreviation) Minor Normatively correct Minor premise Conclusion Minimally required models to

premise conclusion wording type make a correct inference
Modus ponens (MP) ‘pis true” “so q is true” Positive Definite “oand g’
Modus tollens (MT) “q is false” “so p is false” Negative Definite “p and g,” “not-p and not-q”
Affirmation of the consequent (AC) “qis true” “so p or not p” Positive Indefinite “p and g,” “not-p and q”
Denial of the antecedent (DA) “p is false” “soqornotq” Negative Indefinite “not-p and not-q,” “not-p and q”

See Supplementary Tables 1, 2 in the Supplementary Materials (A.1) for explicit examples using conditionals with everyday and MA.
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Predicted solution rate by type of conclusion

definite / positive (MP) definite / negative (MT)
1.00 -

ow —3—1
0.50 -

0.25-

indefinite / positive (AC) indefinite / negative (DA)
1.00 -

0.75 -
0.50 -

0.25-

2 4 6 2 4 6
Content and wording of minor premise

content
—e— everyday

-4 mathematical
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definite / positive (MP) definite / negative (MT)

0.75-
0.50 -
0.25 -
0.00 - Conclusion provided

. affirmative (yes)
indefinite / positive (AC) indefinite / negative (DA) . disaffirmative (no)

indefinite (uncertain)

0.75-

L kb

everyday mathematical everyday mathematical
Content and wording of minor premise

Frequency by type of conclusion
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Flexibility index

Pairs Explanations
R? 0.123"* 0.144*
Age 0.318™ 0.373*
Population density —0.131* —0.089
Structured activities —0.143* —0.006
Unstructured activities —0.065 —0.043

Values for age, population density, structured activities, and unstructured activities
represent standardized regression coefficients. ***p < 0.001, *p < 0.05.
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Sort Relation type

Performance index

Standardized regression

coefficient
1 Ecological % Pairs 0.137*
% Explanations 0.116*
Taxonomic % Pairs —0.138"*
% Explanations —0.063
2 Ecological % Pairs —0.011
% Explanations 0.058
Taxonomic % Pairs 0.085
% Explanations 0.029

*0 < 0.05.
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Explanations, sort 1 Explanations, sort 2

Taxonomic Ecological Taxonomic Ecological
Pairs, Sort 1 Pairs Sort 2
Taxonomic 0.720"*  —0.730"* Taxonomic 0.472*  —0.542*
Ecological —0.656** 0.698"**  Ecological —0.336"* 0.480"**

Table reports Spearman’s correlation coefficients. **p < 0.001, *p < 0.01.
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Sort 1 Sort 2

Taxonomic  Ecological Taxonomic Ecological
explanations explanations explanations explanations

R? 0.135"* 0.032 0.034% 0.060**
Age 0.361*** —0.066 0.096 0.154*
Population density —0.098 —0.042 —0.121+ —0.153"
Structured —0.038 0.083 —-0.102 0.090
experience

Unstructured —0.057 0.147* —0.001 —0.123%
experience

Values for age, population density, structured activities, and unstructured activi-
ties represent standardized regression coefficients. **p < 0.001, *p < 0.01,
*n <0.05, +p < 0.10.
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RZ

Age

Population density
Structured activities
Unstructured activities

Sort 1 Sort 2
Taxonomic Ecological Taxonomic Ecological
pairs pairs pairs pairs
0.038* 0.021 0.018 0.023
0.198** —0.139* 0.010 0.064
—0.016 —0.041 0.075 —0.143*

—0.043 0.035 —0.032 —0.001
—0.067 0.025 0.122% —0.047

Values for age, population density, structured activities, and unstructured activities
represent standardized regression coefficients. *p < 0.01, *p < 0.05, Tp < 0.10.
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Parental pre-knowledge

Total Without With
Parent
Gender Male N (%) 50 (48%) 22 (43%) 28 (52%)
Female N (%) 55 (52%) 29 (57%) 26 (48%)
Dyad Father-Son N (%) 26 (25%) 12 (24%) 14 (26%)
Father-Daughter N (%) 24 (23%) 10 (20%) 14 (26%)
Mother-Son N (%) 25 (24%) 13 (25%) 12 (22%)
Mother-Daughter N (%) 30 (29%) 16 (31%) 14 (26%)
Educational level Up to Bachelor (L) N (%) 38 (36%) 17 (33%) 21 (39%)
Bachelor (B) N (%) 47 (45%) 22 (43%) 25 (46%)
Graduate (G) N (%) 20 (19%) 12 (24%) 8 (15%)
Child
Gender Male N (%) 51 (49%) 25 (49%) 26 (48%)
Female N (%) 54 (51%) 26 (51%) 28 (52%)
Age M (SD) 9.96 (1.38) 9.95 (1.36) 9.97 (1.42)
Working memory M (SD) 4.49(0.89) 4.50(0.87) 4.49 (0.92)
Enjoyment in science lessons M (SD) 41.39 (7.94) 41.84 (8.05) 40.96 (7.89)
Attitude to inquiry M (SD) 37.21 (5.90) 37.39(7.10) 37.04 (4.56)

Total number (N) and percentages (%) of the parents’ and children’s gender, the distribution of gender over the various parent-child dyads and the parents’ educational
level, and average values (M) and standard deviations (SD) of the children’s age, working memory, enjoyment in science lessons and attitude to inquiry. Total = all
participating parent—child dyads (N = 105). Without = parent-child dyads without parental pre-knowledge, control condition (N = 51). With = parent—child dyads with
parental pre-knowledge, experimental condition (N = 54).
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Grade n Age in years, Working memory score,
mean (SD) mean (SD)

2 32 8.22 (0.72) 2.16 (0.99)

4 33 9.94 (0.53) 3.18(1.04)

6 37 11.82 (0.53) 4.19 (1.66)
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Pre-knowledge Inquiry Attitude Gender Child

Parent—child Interaction Range (Min-Max) Total M (SD) Without M (SD) With M (SD) Low M (SD) High M (SD) Boys M (SD) Girls M (SD)

Manipulations

No manipulations Mo 5-55 24.87 (13.45) 18.80(11.29)  30.59 (12.89) 22.76 (13.96) 26.85(12.76)
Child manipulates alone Mg 0-30 10.53 (6.71) 8.67 (6.59) 12.30 (6.40) 9.39 (5.95) 11.61 (7.25)
Parent manipulates alone Mp 0-22 5.87 (5.19) 6.63 (5.29) 5.15 (5.04) 5.02 (4.38) 6.67 (5.78)
Parent and child in parallel  Mp,c 0-14 3.23 (3.21) 3.96 (3.39) 2.54 (2.89) 3.33 (3.12) 3.13(3.32)
Parent and child together ~ Mpgc 0-16 2.89 (3.72) 2.22 (2.77) 3.52 (4.36) 55 (3.89) 2.26 (3.48)
Parent Talk

Asking wh-questions C1-P 0-15 3.96 (3.39) 2.10 (2.18) 5.72 (3.40)

Asking closed questions C2-P 0-19 5.35(4.12) 3.86 (2.94) 6.76 (4.58)

Describing evidence C3-P 0-11 3.16 (2.65) 2.96 (2.49) 3.35 (2.80)

Interpreting results C4-P 0-19 3.65 (3.25) 33 (3.39) 00 (3.00)

Giving directions C5-P 0-24 6.69 (4.02) 5.82 (3.60) 7.50 (4.25)

Formulating hypotheses C6-P 0-2 0.08 (0.30) 0.08 (0.27) 0.07 (0.33)

Child Talk

Asking wh-questions C1-C 0-5 0.33 (0.76) 0.41 (0.90) 0.26 (0.59) 0.18 (0.48)  0.50 (0.95)

Asking closed questions C2-C 0-5 0.75(1.10) 0.57 (0.70) 0.93 (1.36) 98 (1.13)  0.50 (0.74)

Describing evidence C3-C 0-19 4.76 (4.00) 00 (4.05) 48 (3.86) 4.16 (3.56) 5.42 (4.38)

Interpreting results C4-C 0-17 6.48 (3.83) 5.25 (3.49) 63 (3.80) 6.69 (4.37) 6.24 (3.15)

Giving directions C5-C 0-9 1.92 (2.09) 2.00 (2.30) 1.85 (1.90) 1.80(1.98) 2.06 (2.23)

Formulating hypotheses C6-C 0-3 0.14 (0.49) 0.10 (0.36) 0.19 (0.59) 0.18 (0.61) 0.10 (0.30)

Mean values (M) and standard deviations (SD), of three categories of outcome variables (manipulations, parent talk, and child talk), are presented for condition (parental
pre-knowledge) and person characteristics (attitude to inquiry and gender child) with a main effect on parent-child interaction. Column “Total” contains range and mean
values of all participating parent—child dyads (N = 105). Column “Without” and “With” contains values of parent—child dyads in the without parental pre-knowledge control
condition (N = 51) and with parental pre-knowledge experimental condition (N = 54), respectively. Column “Low” and “High” contains values of parent—child dyads with
children having a low (N = 55) and high (N = 50) attitude to inquiry, respectively. Column “Boys” and “Girls” contains values of parent-boy (N = 51) and parent-girl (N = 54)
dyads, respectively. In bold: outcome variable with a significant difference between pre-knowledge conditions (without and with), inquiry attitude groups (low and high),
and the child’s gender (boys and girls) respectively.
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Example 1

Father:
Daughter:
Father:
Daughter:
Daughter:
Father:
Daughter:
Daughter:
Father:
Daughter:
Father:
Daughter:

Father:

Father:

Father:
Example 2

Father:

Father:
Father:
Father:

Son:

Look, that one pulls, yellow pulls, ah!
Now, pull that one.

Look at that, this one goes to the middle.
| know this one.

This one goes, those two.

Yes, and this one is.

Also connected.

Ah, | know.

You already know?

Ahu.

What do you think? Well, tell me then.

These two are together, and so are those,
and they form a knot.

Yes, let’s try that. So if | pull these two, then
those two go over there.

Yes, and now you pull those two. Yes, and
now we pull only one.

Yes, | think you are right.

You pull those and then those two go in.

So uhm. then this one is underneath that
one, | guess.

Pull, for example, the red one.

Then these two go. And if we pull this, yes
the yellow one goes more smoothly.

So red goes with yellow.

Now pull the yellow one.

Then the blue one goes in.

Stop, stop, otherwise you'll pull it all the
way in.

And with this one, the yellow one goes.

C3-P
C5-C
C3-P
C7-C
C3-C
C2-P
C4-C
C7-C
C2-P
C7-C
C1-P
C4-C

Ce-P

C5-P

cr7-P

C3-P
C4-C

C5-C
C3-C

C4-C
C5-P
C3-P
Cs5-P

C3-C

Mp,c

Mp,c

Example 1 is a full conversation of father—daughter (without pre-knowledge; 8-year-
old). Example 2 is a conversation fragment of father-son (without pre-knowledge; 9-
year-old). C1, asking open-ended wh-questions; C2, asking closed questions; C3,
describing evidence; C4, interpreting results; C5, giving directions; C6, formulating
hypotheses; C7, other comments. B Parent; C, Child. Mgy, no manipulations; Mg,
child manipulates alone; Mp, parent manipulates alone; Mp,c, parent and child in
parallel; Mpgc, parent and child together.





OPS/images/fpsyg-11-01047/fpsyg-11-01047-t004.jpg
Without pre-knowledge

With pre-knowledge

Child Parent Child Parent
K1 (incorrect) N (%) 7 (14) 5(10) 8 (15) 12
K2 N (%) 10 (20) 24 17 (31) 5(9)
K3 N (%) 34 (67) 44 (86) 21 (39) 14 (26)
K4 (correct) N (%) 0(0) 0(0) 8 (15) 34 (63)

Total number (N) and percentages (%) of parents and children per drawing category
(K1, K2, K3, and K4). Column “Without” and “With” are parents (Parent) and
children (Child) in the without (N = 51) and with (N = 54) parental pre-knowledge
condition, respectively. K1, incorrect ropes and incorrect connection; K2, correct
ropes but incorrect, fixed connection; K3, correct ropes but incorrect, loose
connection; and K4, correct ropes and correct loose connection.
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Gesture grouping

Topic

Overall cause Sunrise Sunset

Earth rotation gesture for overall cause

Made gesture, n = 32

Did not make gesture, n = 53

Made gesture, n = 32

Did not make gesture, n = 53
Sun motion gesture for sunrise

Made gesture, n = 37

Did not make gesture, n = 48

Made gesture, n = 29

Did not make gesture, n = 56
Sun motion gesture for sunset

Made gesture, n = 41

Did not make gesture, n = 44

Made gesture, n = 23

Did not make gesture, n = 62

N = 85. Standard deviations in parentheses.

0.94 (0.80)
0.58 (0.72)

1.53 (0.51)
1.25(0.78)

0.81(0.70)
0.65 (0.81)

1.28 (0.70)
1.39 (0.70)

0.85 (0.73)
0.59 (0.79)

1.43 (0.74)
1.32 (0.74)

Pretest

0.09 (0.39) 0.00 (0.00)

0.02 (0.14) 0.08 (0.27)
Posttest

0.47 (0.72) 0.34 (0.48)

0.38 (0.60) 0.42 (0.69)
Pretest

0.03 (0.16) 0.08 (0.16)

0.06 (0.32) 0.06 (0.24)
Posttest

0.41 (0.68) 0.38 (0.62)
0.41 (0.63) 0.39 (0.62)
Pretest

0.05 (0.22) 0.05 (0.22)
0.05 (0.30) 0.05 (0.21)
Posttest

0.52 (0.73) 0.39 (0.58)
0.37 (0.61) 0.39 (0.64)
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Father-child dyads

0 =Without pre-knowledge

B = With pre-knowledge

Mo = No manipulations

Mc = Child manipulates alone

Mp = Parent manipulates alone

Mp,c = Parent and child manipulate in parallel
Mpsc = Parent and child manipulate together

IVI0 IVIP IVIP/C

Mother-child dyads

I =Without pre-knowledge

B = With pre-knowledge

Mo = No manipulations

Mc = Child manipulates alone

Mp = Parent manipulates alone

Mp,c = Parent and child manipulate in parallel
% % Mpec = Parent and child manipulate together
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Variable Topic

Overall cause Sunrise Sunset
Knowledge components
Pretest 0.72(0.77) 0.05 (0.26) 0.05 (0.21)
Posttest 1.35(0.70) 0.41 (0.64) 0.39 (0.62)
Earth rotation gesture
Pretest 32 (37.6%) 15 (17.6%) 17 (20.0%)
Posttest 32 (37.6%) 18 (21.2%) 14 (16.5%)
Sun motion gesture
Pretest 19 (22.4%) 37 (43.5%) 41 (48.2%)
Posttest 6 (7.1%) 29 (34.1%) 23 (27.1%)

N = 85. Number of children (and percentage) who made a gesture reported for

each type of gesture.





