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Dopamine has been associated with many functions critical to adaptive behavior, including 
regulating synaptic plasticity, signaling the outcomes of behavior, reinforcement learning, 
regulating appetitive motivation, modulating energy and activity levels, gating short-term 
memory and facilitating movement, to name a few. In research and theories of dopamine, 
however, a distinction is rarely made between its role in the initial acquisition and 
expression of a behavior and its role in modifying an established behavior. For example, 
though dopamine is widely believed to modulate corticostriatal synaptic plasticity and play 
a crucial role in motor, habit and procedural learning, the role that dopamine may play 
in modifying an established behavior or skill, particularly once habitual or automatic, has 
received little attention. Similarly, though dopamine has been associated with appetitive 
motivation and reinforcement learning, much of this work has focused on the contribution 
of dopamine to the development and maintenance of maladaptive, inflexible behaviors, 
such as in addiction, with less attention to how dopamine may contribute to changing those 
behaviors. 
 
Dopamine has been associated with both acquiring and promoting learned behaviors. When 
an established behavior needs to be modified, however, these two aspects of dopamine seem to 
be at odds: facilitating new learning and modifying established behaviors on one hand, while 
promoting prior learning on the other. How are these two aspects of dopamine, inherently 
contradictory, reconciled? 
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We start from the premise that a crucial, highly conserved neurotransmitter system integral 
to multiple critical functions, from motivation to movement, likely evolved through a 
selection process that favored flexible adaptation to changing environments and conditions. 
The contributions to this special topic explore themes related to how dopamine, often 
associated with inflexible, compulsive behavior, may contribute to behavioral flexibility.  The 
introductory editorial, highlighting the contributions included here, proposes a shift from 
conceptualizing dopamine as the ‘reward transmitter’ to rethinking it as fundamentally a 
‘flexibility’ transmitter.
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If dopamine were a politician, it might have an image prob-
lem. The organizing metaphor for dopamine function is reward.
Implicit in this formulation is that a system that drives appet-
itive pursuit toward needed resources is essential for survival.
Dopamine is the go-and-get-it neurotransmitter. In it’s asso-
ciation with addiction and compulsive behavior— a “hijacked
reward system”— dopamine has become neuroscience’s ver-
sion of Freud’s id, driving appetitive pursuit without regard to
consequences.

However, some evidence suggests that dopamine is not essen-
tial for basic reward related behaviors. Even with diminished
dopamine transmission, animals still like food, still eat, and can
still learn about rewards. Dopamine is not at the root of these
functions; rather, it is modulatory. That is, dopamine adjusts these
functions, which begs the question to what end? The impulse
behind this research topic is that the “root” function of dopamine
is not to drive reward behavior, but rather to adjust reward ori-
ented behavior in order to achieve adaptive behavioral flexibility.
That is, dopamine evolved to adapt reward pursuit, not blindly
drive it like a catecholaminergic id. From this perspective, com-
pulsive pathology arises from the loss of dopamine’s capacities to
adapt appetitive behavior to the environment. Instead of think-
ing of dopamine as a “reward neurotransmitter,” we might just as
well consider it a “flexibility neurotransmitter.” This is not merely
semantic but can reframe the questions we ask, how experiments
are designed and how data are interpreted. However, conceptual
frameworks for thinking about dopamine and behavioral flexibil-
ity are not as well developed as those that emphasize dopamine
and reward.

The papers in this research topic highlight several themes
relevant to viewing dopamine as a neurotransmitter that has
evolved to promote flexibility in the service of appetitive pursuit.
Fundamental to behavioral flexibility is the ability to strike the
right balance between exploiting acquired knowledge and explor-
ing to update one’s knowledge, the so-called explore-exploit
dilemma, which dopamine may regulate (Beeler et al., 2010;
Humphries et al., 2012). Nelson and Killcross (2013), investigat-
ing habit formation—the exploit end of this continuum—find
that blocking D2 receptors enhances accelerated habit formation
associated with amphetamine administration while D1 block-
ade, in contrast, reverses this effect. These data suggest that

diminished D2 signaling may favor exploitation of prior learn-
ing and imply, conversely, that D2 promotes behavioral flexibility.
This theme is repeated in Barker et al. (2013) study of the role
of dopamine in the prefrontal cortex where they observe that
activation of D2 receptors facilitates flexible behavioral respond-
ing and appears necessary for restoring sensitivity to changes
in outcome value; that is, necessary for updating value associ-
ated with actions and subsequent behavior. Similar to Nelson,
Barker found, conversely, that antagonism of D1 facilitated flex-
ibility. These studies, together, suggest that D1 may facilitate
exploitation of prior learning while D2 may promote behav-
ioral flexibility. Klanker et al. (2013) systematically review the
role of dopamine in different aspects of cognitive flexibility.
Consistent with Nelson and Barker, D2 signaling again emerges
as a key substrate mediating adaptive flexibility. Behavioral flex-
ibility depends upon how information is stored and how it can
be accessed and utilized. Eppinger et al. (2013) report a study
examining differences between younger and older adults in the
utilization of model-based and model-free value representation,
reporting that older adults exhibit greater reliance on less flexible
model-free strategies.

Of course, the dopamine system is not monolithic. Although
we may abstract general themes, as above, other papers in this
topic remind us that dopamine contributes to a mosaic of func-
tions. In a review of its role in prefrontal function, Floresco (2013)
challenges the widely held notion that the effects of dopamine
can be characterized uniformly as an inverted U dose-response
function. Instead, he suggests, the interaction between D1 and
D2 varies depending upon what aspect of behavioral flexibil-
ity is being examined, suggesting that realistic dose-response
characterization of dopamine requires a family of functions in
which different aspects of behavioral flexibility respond differ-
ently to changes in dopamine signaling. While we often focus on
dopaminergic modulation of specific targets, van der Schaaf et al.
(2013) remind us that these targets do not operate in isolation. As
above, the authors found that D2 played a key role in mediating
behavioral flexibility (reversal learning), but that it did so in a way
that depended on individual differences in anatomical connec-
tions between the orbitofrontal cortex and the amygdala. These
data highlight that dopamine’s effects on behavioral flexibility
involve changes in communication between structures.
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Baudonnat et al. (2013) take a step back and consider the
problem of behavioral flexibility in a more complex, naturalistic
context in which part of the challenge faced by the animal is deter-
mining which stimuli may or may not be relevant and when to
use prior learning, or memory, versus when to pursue new learn-
ing. In their review, they focus on elaborating a dopaminergic
mechanism—incorporating the different timescales of dopamine
action and its modulation of corticostriatal plasticity—by which
the animal determines “how surprising” the world is and adjust
behavior according to the degree of uncertainty.

Associated primarily with signaling positive, rewarding out-
comes, what role does dopamine play in altering behavior in
response to deleterious outcomes? Oleson and Cheer (2013)
review recent, elegant work in their lab using cyclic voltammetry
to characterize changes in dopamine signaling across the course of
aversive avoidance conditioning and show that dopamine release
in response to cues preceding an aversive stimulus changes as
that cue shifts from signaling fear to signaling safety, once the
animal learns to avoid the aversive stimulus, engaging dopamine
incentive learning.

Finally, returning to pathology in the dopamine system,
Cepeda and Levine (Chen et al., 2013) examine the time course
of dopaminergic pathophysiology in Huntington’s disease where
both hyper- and hypo- dopaminergic pathologies emerge sequen-
tially over time contributing to shifting pathologies in behavioral
flexibility. Their detailed review highlights mechanistic questions,
consistent with a recurring theme, on the differential contribu-
tion of D1 and D2 across this progression. Their analysis reframes
critical mechanistic questions and highlights how a more nuanced
understanding of dopamine pathophysiology may lead to better
therapeutics.

The traditional view of dopamine as the “reward neurotrans-
mitter” has, in recent years, been gradually evolving. Through
the work of many, dopamine is increasingly framed in neuroe-
conomic, decision-making terms (e.g., Gan et al., 2010; Schultz,
2010), shifting emphasis from driving reward pursuit to learn-
ing about value associated with stimuli and actions and adapt-
ing behavior accordingly. Implicit in this shift is an increasing
emphasis on how dopamine mediates adaptive flexibility: rather
than being the id of neurotransmitters, dopamine emerges more
as the brain’s chief comptroller in energy allocation (Beeler
et al., 2012). We believe much is to be gained from explic-
itly reframing of dopamine’s “root function” not as mediating
reward, but as mediating behavioral flexibility in the alloca-
tion and pursuit of resources. We hope the contributions in
this research topic stimulate thinking about dopamine as the
“flexibility neurotransmitter” given its critical role in appetitive
motivation.
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Repeated exposure to the psychostimulant amphetamine has been shown to disrupt
goal-directed instrumental actions and promote the early and abnormal development
of goal-insensitive habitual responding (Nelson and Killcross, 2006). To investigate the
neuropharmacological specificity of this effect as well as restore goal-directed responding
in animals with pre-training amphetamine exposure, animals were treated with the
non-selective dopamine antagonist α-flupenthixol, the selective D1 antagonist SCH 23390
or the selective D2 antagonist eticlopride, prior to instrumental training (three sessions).
Subsequently, the reinforcer was paired with LiCL-induced gastric-malaise and animals
were given a test of goal-sensitivity both in extinction and reacquisition. The effect
of these dopaminergic antagonists on the sensitivity of lever press performance to
outcome devaluation was assessed in animals with pre-training exposure to amphetamine
(Experiments 1A–C) or in non-sensitized animals (Experiment 2). Both α-flupenthixol and
SCH23390 reversed accelerated habit formation following amphetamine sensitization.
However, eticlopride appeared to enhance this effect and render instrumental performance
compulsive as these animals were unable to inhibit responding both in extinction and
reacquisition, even though a consumption test confirmed they had acquired an aversion
to the reinforcer. These findings demonstrate that amphetamine induced-disruption of
goal-directed behavior is mediated by activity at distinct dopamine receptor subtypes and
may represent a putative model of the neurochemical processes involved in the loss of
voluntary control over behavior.

Keywords: amphetamine, sensitization, D1 and D2 receptor subtypes, habits, goal-directed

Repeated administration of psychostimulants such as
amphetamine leads to behavioral sensitization and induces
the appearance of repetitive and stereotyped behaviors that
become more exaggerated following additional drug exposure
(Kalivas et al., 1993; Canales et al., 2002; Capper-Loup et al.,
2002). Consequently, behavioral sensitization has been used to
investigate the neural basis of neuropsychiatric disorders that
manifest as inflexible and repetitive patterns of behavior such as
drug addiction, OCD and Tourette’s (e.g., Canales and Graybiel,
2000; Graybiel and Rauch, 2000; Nestler, 2001; Saka et al., 2004).

Significantly, it has been reported that psychostimulant sensi-
tization also disrupts goal-directed behavior leading to the early
and abnormal onset of behaviorally-inflexible habitual responses
that are not controlled by their consequences but rather by
antecedent stimuli (Nelson and Killcross, 2006; Nordquist et al.,
2007). During the early stages of acquisition, instrumental per-
formance is normally sensitive to post-conditioning changes
in reward value (Adams and Dickinson, 1981; Dickinson and
Balleine, 1994) but as training proceeds, response control is ceded
to the habit system and as a consequence becomes less sensitive to
changes in reward value (Adams, 1982). However, following pre-
training exposure to amphetamine, animals display habit-based

instrumental performance that is insensitive to outcome deval-
uation even with only limited amounts of training (Nelson and
Killcross, 2006; Nordquist et al., 2007). This finding supports evi-
dence from lesion studies for a dissociation of neural systems
that subserve the performance of voluntary goal-directed actions
and reflexive, stimulus-bound habitual responding respectively
(Coutureau and Killcross, 2003; Killcross and Coutureau, 2003;
Yin et al., 2004, 2005; Naneix et al., 2009; Balleine and O’Doherty,
2010) and suggests that the balance between these two systems
is acutely sensitive to manipulations of forebrain dopamine (e.g.,
Faure et al., 2005; Belin and Everitt, 2008). As imbalances in sys-
tems that control instrumental behavior are likely to be involved
in the development of habitual drug-taking (Everitt and Robbins,
2005; Hogarth et al., 2013) as well as contribute to the production
of involuntary and repetitive behaviors associated with OCD and
Tourette’s Syndrome (Ridley, 1994; Graybiel and Rauch, 2000;
Leckman and Riddle, 2000; Gillan et al., 2011), it is of critical
importance to understand the neural mechanisms that under-
pin the transfer of response control from the goal-directed to the
habit system.

The neuropharmacological specificity of this effect, however,
remains to be elucidated. Indeed, there is evidence that D1 and

www.frontiersin.org May 2013 | Volume 7 | Article 76 | 7

http://www.frontiersin.org/Neuroscience/editorialboard
http://www.frontiersin.org/Neuroscience/editorialboard
http://www.frontiersin.org/Neuroscience/editorialboard
http://www.frontiersin.org/Neuroscience/about
http://www.frontiersin.org/Neuroscience
http://www.frontiersin.org/Decision_Neuroscience/10.3389/fnins.2013.00076/abstract
http://www.frontiersin.org/Community/WhosWhoActivity.aspx?sname=AndrewNelson&UID=75875
http://www.frontiersin.org/Community/WhosWhoActivity.aspx?sname=SimonKillcross_1&UID=58852
mailto:nelsona5@cf.ac.uk
http://www.frontiersin.org
http://www.frontiersin.org/Decision_Neuroscience/archive


Nelson and Killcross Amphetamine sensitization and habits

D2 receptor subtypes may have dissociable effects on learning
(Beninger and Miller, 1998). For example, it has been shown that
Pavlovian approach behavior is attenuated by D1 but facilitated by
D2 antagonists (e.g., Eyny and Horvitz, 2003). These dissociable
effects on learning mirror findings that D1 and D2 receptor sub-
types are differentially involved in long-term potentiation (LTP)
and depression (LTD) within the striatum: LTP is blocked by
D1 antagonists (Kerr and Wickens, 2001) but is enhanced by
D2 antagonists and in D2 receptor knock-out mice (Calabresi
et al., 1997; Yamamoto et al., 1999). Thus, there are good rea-
sons to assume that the enhancement of S-R habits by prior
amphetamine exposure may be mediated by activity at distinct
dopamine receptor subtypes.

In the current experiments we sought to reverse amphetamine-
induced disruption of goal-directed responding as well as explore
the neuropharmacological specificity of this effect by administer-
ing both non-selective and selective dopamine antagonists during
training. Animals were treated with the non-selective dopamine
antagonist α-flupenthixol, the selective D1 antagonist SCH 23390
or the selective D2 antagonist eticlopride during the acquisi-
tion of a moderately trained instrumental response. Subsequently,
the reinforcer was devalued by LiCl-induced gastric-malaise and
animals’ propensity to press the lever was indexed both in extinc-
tion and reacquisition. In Experiments 1A–C the dopamine
antagonists were administered to animals that had received pre-
training exposure to amphetamine and in Experiment 2 the effect
of these dopamine antagonists was assessed in non-sensitized
animals.

MATERIALS AND METHODS
SUBJECTS
Male Lister hooded rats were used in these Experiments
(Experiment 1A n = 32; Experiment 1B n = 32; Experiment 1C
n = 32; Experiment 2 n = 64; Harlan UK Ltd., Bicester, Oxon,
UK). At the start of behavioral test animals weighted between 263
and 389 g. Rats were housed in pairs in a climate-controlled vivar-
ium (lights on 8:00 A.M. to 8:00 P.M.) and were tested during the
light phase of the cycle. All experimental procedures involving
animals and their care were carried out in accordance with the
UK Animals Scientific Procedures Act (1986) and were subject to
Home Office approval (Project License PPL 30/2158).

DRUGS
For the sensitizing injections (Experiments 1A–C see below)
and activity assay (all experiments) d-amphetamine sulphate was
dissolved in sterile phosphate buffered saline (PBS). Doses of
d-amphetamine sulphate, 2 mg/kg (sensitizing treatment) and
0.5 mg/kg (activity assay), were calculated as the salt. Alpha-
flupenthixol (Experiment 1A) was dissolved in 0.9% physiological
saline and administered intraperitoneally (i.p.) 20 min prior to
instrumental conditioning at a dose of 0.3 mg/kg. SCH23390
was dissolved in 0.9% physiological saline and administered
i.p. 15 min prior to instrumental conditioning at a dose of
0.005 mg/kg. Eticlopride was dissolved in 0.9% physiological
saline and administered i.p., 15 min prior to instrumental con-
ditioning at a dose of 0.05 mg/kg (Experiment 1C) and a lower
dose of 0.02 mg/kg (Experiment 2). For all drugs, 0.9% saline

served as control vehicle solution. All drugs were purchased from
Sigma-Aldrich, UK.

APPARATUS
The training apparatus comprised eight chambers (Paul Fray
Ltd, Cambridge, UK) measuring 25 × 25 × 22 cm. The chambers
were individually housed within sound-attenuating cabinets and
were ventilated by low noise fans. Each chamber had three alu-
minum walls and a clear Perspex front wall. The roof was made of
clear Perspex and the floor consisted of 18, 5 mm diameter steel
bars spaced 1.5 mm apart centre-to-centre, parallel to the back of
the chamber. A recessed magazine that provided access to rewards
via a hinged Plexiglas panel was located in the centre of the left-
hand wall. The liquid rewards (0.1 ml) could be delivered into the
magazine via a peristaltic pump. The reinforcers used were 20%
w/v sucrose solution flavored with grape Kool-Aid (0.05% w/v)
and 20% w/v maltodextrin solution flavored with cherry Kool-
Aid (0.05% w/v) (Cybercandy Ltd., London, UK). Pilot studies
indicated that in normal rats these reinforcers were well matched
for motivational value but could be easily discriminated. Levers
could be inserted to the left and the right of the magazine. A
houselight (3W) mounted in the roof provided general illumina-
tion. The apparatus and on-line data collection were controlled
by means of an IBM-compatible microcomputer equipped with
MED-PC software (Med Associates Inc., VT).

SENSITIZATION
In Experiments 1A–C all rats received i.p. injections of 2 mg/kg
d-amphetamine sulphate once per day for 7 consecutive days.
Rats were returned to their home cages immediately after each
injection. Over a seven-day injection-free period, animals were
reduced to 80% of their ad libitum weight, prior to the start
of behavioral training. In Experiment 2, animals underwent the
same procedure but received i.p. injections of the equivalent
volume of saline.

BEHAVIORAL TRAINING
Following the sensitization procedure each animal was assigned to
one of the eight conditioning chambers, and thereafter was always
trained in that chamber. At the start of each session, the house
light came on and remained on throughout the session. The house
light went out at the end of each session. Behavioral training con-
sisted of three stages: magazine training, instrumental training
and devaluation by LiCl.

Magazine training
All rats were trained to collect food rewards during two, 30 min
magazine training sessions. Half the animals were trained to
collect the sucrose solution and the other half the maltodex-
trin solution (counter-balanced across treatment and devaluation
groups). The rewards were delivered on a random time (RT) 60 s
schedule by which rewards were delivered, on average, every 60 s.

Lever press training and administration of dopamine antagonists
The rats were initially trained to lever press during two ses-
sions on a continuous schedule of reinforcement, with each press
producing reward. One lever was inserted into the chamber at the
beginning of the session and retracted at the end of the session.
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Each session continued until the rat had earned 25 reinforcers. In
the next three sessions of training, rewards were delivered accord-
ing to a random interval (RI) 30 s schedule (reward available on
average every 30 s and delivered following the next lever press).
As current evidence suggests that the critical determinant of sen-
sitivity to outcome devaluation is the degree of exposure to the
reinforcer rather than the number of responses made, the number
of reinforcers earned during acquisition was strictly controlled
(Adams, 1982). Thus In each session, animals earned a total of
40 reinforcers so by the end of training animals had earned a
total of 120 rewards on this schedule. This protocol has been
shown previously to produce goal-directed responding in con-
trols but accelerated habit formation in amphetamine sensitized
animals (Nelson and Killcross, 2006). Prior to each of these lever
press training sessions, animals received an i.p. injection of a
dopamine antagonist (Drug groups) or the equivalent volume of
control vehicle solution (Control group). In Experiments 1A–C
half the animals (group Drug) received injections of a dopamine
antagonist (α-flupenthixol in 1A, SCH23390 in 1B and eticlo-
pride in 1C) and the other half (Controls) injections of saline. In
Experiment 2, 16 animals were administered with α-flupenthixol,
16 with SCH23390, 16 with eticlopride and 16 served as vehicle-
injected controls. The experimental conditions are summarized
in Table 1.

DEVALUATION BY LITHIUM CHLORIDE
Taste aversion training
After the final day of instrumental lever press training, animals
received three days of reward devaluation training with LiCl. On
each day the rats were placed in the operant chambers and were
given 40 free presentations of the instrumental outcome on an
RT 30-s schedule. Immediately after the cessation of each session,
the devalued group received a 0.15 M, 10 ml/kg (i.p.) injection of
LiCl solution (Sigma–Aldrich, UK) and the non-devalued group
an injection of the equivalent volume of saline. Taste aversion
training was conducted drug-free.

Extinction test
24 h after the final session of taste aversion training, animals
were placed in the conditioning chambers and received a 10-min,

drug-free extinction test conducted in the absence of reward
delivery. During this test, lever press performance and magazine
entry behavior were assessed.

Reacquisition test
In order to confirm that the taste aversion procedure had success-
fully devalued the outcome for the devalued groups, all animals
underwent a 15-min, drug-free reacquisition test. One day after
the extinction tests, the animals were placed in the conditioning
chambers and lever pressed to earn the instrumental outcome on
an RI 30-s schedule.

Consumption test (Experiment 1C only)
One day after the reacquisition test, animals were placed in
feeding cages and given unrestricted access to the instrumental
outcome for 15 min. The test was conducted drug-free.

ACTIVITY ASSAY
To confirm sensitization, all animals were administered a
0.5 mg/kg (i.p.) amphetamine challenge before assessment of
levels of locomotor activity. These tests occurred immediately fol-
lowing the re-acquisition tests. Activity was monitored using eight
chambers (56 cm wide × 39 cm deep × 19 cm high). Activity
within each chamber was recorded with pairs of photobeams
situated 20 cm apart and 18 cm from the end of the cage con-
nected to a control box (Paul Fray, Cambridge, UK). Each beam
break resulted in an incremental count for that chamber and
was recorded by an Acorn computer programmed in BBC Basic.
Locomotor activity was measured (total number of photobeam
breaks) for 30 min.

DATA ANALYSIS
Statistical analysis was performed using analysis of variance
(ANOVA) with between subject factors of devaluation (deval-
ued versus non-devalued) and drug treatment (either dopamine
antagonist or saline). As the standard deviation was propor-
tional to the mean, the extinction data were subject to loga-
rithmic transformations (Howell, 2002). Significant main effects
with more than two levels were explored with Tukey post-hoc
tests.

Table 1 | Summary of main experimental findings.

Pre-treatment Drug Acquisition Extinction Reacquisition

LP Mag LP Mag LP Mag

Amphetamine α-flupenthixol ↓ – ✓ ✓ ✓ ✓

Amphetamine SCH23390 ↓ – ✓ ✓ ✓ ✓

Amphetamine Eticlopride ↓ – ✗ ✓ ✗ ✓

Saline α-flupenthixol – – ✓ ✓ ✓ ✓

Saline SCH23390 ↓ – ✓ ✓ ✓ ✓

Saline Eticlopride ↓ – ? ✓ ✓ ✓

In Experiment 1, animals underwent amphetamine sensitization before receiving injections of different dopaminergic antagonists while acquiring an instrumental

response. Sensitivity to outcome devaluation was subsequently indexed both in extinction and reacquisition. In Experiment 2, non-sensitized animals underwent

identical pharmacological and behavioral procedures. ↓ denotes reduced response rates during acquisition relative to saline injected-controls. ✓ denotes sensitivity

and ✗ denotes insensitivity to outcome devaluation during extinction and reacquisition tests. LP denotes lever press behavior and Mag denotes magazine entry

behavior.
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RESULTS
EXPERIMENT 1A. THE EFFECT OF α-FLUPENTHIXOL ON SENSITIVITY TO
OUTCOME DEVALUATION AFTER LIMITED TRAINING IN ANIMALS
PRE-TREATED WITH AMPHETAMINE
Instrumental training
By the end of the three days of RI30 training, all animals had
acquired the instrumental response and achieved a stable level of
responding. However, α-flupenthixol treatment produced over-
all lower rates of responding compared to sensitized animals
treated with saline. This was confirmed statistically by a main
effect of drug [F(1, 28) = 7.982, p < 0.01] [Mean lever presses
per minute (±SEM) AMP + saline group = 10.959 (±1.195);
AMP + α-flupenthixol = 7.902 (±0.895)]. However, as the length
of each session was determined by the number of reinforcers
earned (40 in each) and not time, α-flupenthixol treated ani-
mals obtained the same number of reinforcers (120) as controls
and hence any differential sensitivity to outcome devaluation
observed in the subsequent extinction test cannot be accounted
for in terms of differential exposure to the reinforcer. As the crit-
ical comparisons at test are between devalued and non-devalued
groups within each drug group, it is unlikely that any differences
in sensitivity to outcome devaluation are due to these baseline
effects. Significantly in this respect, there was neither an effect of
intended devaluation (F < 1) nor an interaction between drug
and devaluation (F < 1). In contrast to the depressive effects
of α-flupenthixol on lever press acquisition, there was no effect
of drug on magazine entry behavior [mean magazine entries
per minute (±SEM): AMP + saline group = 5.478 (±1.399);
AMP + α-flupenthixol group = 4.642 (±0.974)]. ANOVA yielded
no effect of drug (F < 1) or devaluation [F(1, 28) = 2.224, p =
0.145], and no interaction (F < 1).

Extinction test—lever press performance
In order to take account of baseline differences and reduce
within subject variability in ANOVA, lever press performance

in the extinction test is presented as a proportion of base-
line responding. These are presented in the left-hand panel of
Figure 1. The suggestion from this figure is that administration
of α-flupenthixol during training (group AMP + α-flupenthixol)
restored goal-sensitivity as the animals in the devalued group
(black bars) showed a selective depression in lever press rates
compared to animals in the non-devalued group (white bars).
On the other hand the responding of animals exposed to
amphetamine before training but administered saline during
training (group AMP + saline) appeared to be impervious
to the current value of the reinforcer as shown by equivalent
rates across the two devaluation groups. There was no effect
of drug (F < 1) but there was a main effect of devaluation
[F(1, 28) = 6.598, p < 0.05] and critically ANOVA revealed a sig-
nificant drug × devaluation interaction [F(1, 28) = 4.296, p <

0.05]. Simple effects analysis of this interaction showed that
pre-training amphetamine exposure rendered instrumental per-
formance independent of reward value as there was no devalu-
ation effect in these animals (F < 1), but there was an effect of
devaluation in the animals treated with α-flupenthixol [F(1, 14) =
7.147, p < 0.05]. The higher rates of responding in the non-
devalued α-flupenthixol-treated rats relative to the non-devalued
saline-treated rats may have contributed to the this devaluation
effect but simple effects analysis revealed no effect of drug in
the non-devalued condition [F(1, 14) = 1.98, p = 0.17]. As such
these results replicate previous findings (Nelson and Killcross,
2006) that pre-training amphetamine exposure leads to acceler-
ated habit formation and suggest that this is an effect reversed by
the non-selective dopamine antagonist α-flupenthixol.

Extinction test—magazine entry behavior
Analysis of magazine entry behavior during the extinction test
revealed a main effect of devaluation [F(1, 28) = 12.836, p <

0.001] but no effect of drug or interaction between these fac-
tors (both Fs < 1). [Mean magazine entries as a proportion
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FIGURE 1 | Effect of α-flupenthixol following amphetamine sensitization

on sensitivity of lever pressing to reward devaluation by LiCl-induced

nausea. Mean lever presses per minute as a proportion of baseline (±SEM)

in the extinction test (left-hand panel) and lever presses per minute (±SEM)
in the rewarded reacquisition test after devaluation by LiCl (devalued—black
bars) or no devaluation (non-devalued—white bars).
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of baseline (±SEM) Devalued group = 0.389 (±0.106); Non-
devalued group = 1.09 (±0.249)]. Thus in contrast to lever press
performance, magazine entry behavior was sensitive to outcome
value irrespective of drug and suggests that the LiCl treatment
successfully devalued the value of the instrumental outcome.

Reacquisition test—lever press performance
The results of the rewarded reacquisition test confirmed that
animals in both devaluation groups had developed an aver-
sion to the reinforcer, as shown in right-hand panel of Figure 1
by reduced lever press rates compared to non-devalued con-
trols. ANOVA revealed an overall effect of devaluation [F(1, 28) =
10.036, p < 0.01] but this was unaffected by drug group as
there was no effect of drug or interaction (both Fs < 1). Thus,
the insensitivity to outcome devaluation in the extinction test
observed in the AMP + saline group cannot be attributed to any
differential impact of taste aversion training.

Reacquisition test—magazine entry behavior
Similarly, magazine entry behavior during the 15-min reacqui-
sition test was sensitive to the changed value of the reinforcer.
Both devalued groups performed considerably fewer magazine
entries during the test compared to the non-devalued controls
[F(1, 28) = 11.569 p < 0.01] (Mean magazine entries per minute
(±SEM) Devalued group = 1.912 (±0.377); Non-devalued group
= 3.098 (±0.734). There was no effect of drug [F(1, 28) =
1.690, p = 0.204] nor a drug × devaluation interaction
(F < 1).

EXPERIMENT 1B. THE EFFECT OF SCH23390 ON SENSITIVITY TO
OUTCOME DEVALUATION AFTER LIMITED TRAINING IN ANIMALS
PRE-TREATED WITH AMPHETAMINE
Instrumental training
All animals acquired the instrumental response but SCH23390
markedly attenuated the rate of responding in animals
administered the drug prior to instrumental training. ANOVA
yielded a highly significant main effect of drug [F(1, 28) = 36.392,
p < 0.001] [mean lever presses per minute (±SEM) AMP +
saline group = 13.967 (±1.435); AMP + SCH23390 group =
6.605 (±0.896)] but no effect of intended devaluation or an
interaction between these two factors (both Fs < 1). However, all
animals treated with SCH23390 earned all 120 rewards across the
three training sessions and hence had the same exposure to the
reinforcer as the animals administered saline during instrumental
training. The depressive effects of SCH23390 on responding
were restricted to lever pressing, as magazine approach behavior
was unaffected by the drug [mean magazine entries per minute
(±SEM) AMP + saline group = 5.176 (±0.807); AMP +
SCH23390 group = 4.219 (±0.768)]. Statistically, there was no
effect of drug [F(1, 28) = 1.434, p = 0.241], intended devaluation
nor an interaction (both Fs < 1).

Extinction test—lever press performance
The lever press performance of saline injected and SCH23390-
treated group during the 10-min extinction as a proportion of
their baseline responding is presented in the left-hand panel of
Figure 2. Inspection of this figure suggests that the instrumental
performance of animals treated with SCH23390 during training

was guided by outcome expectancy as the devalued group (black
bars) performed fewer lever presses as a proportion of baseline
compared to the non-devalued group (white bars). Conversely,
the responding of the AMP + saline group in this test was
not goal-directed as demonstrated by their failure to show sen-
sitivity to the change in reward value. This description of the
data was confirmed statistically by ANOVA which revealed a
main effect of devaluation [F(1, 28) = 9.157, p < 0.01], no effect
of drug (F < 1) and significantly, a devaluation × drug inter-
action [F(1, 28) = 7.146, p < 0.05]. Subsequent analysis of this
interaction yielded no effect of devaluation in the AMP + saline
group (F < 1) but devalued and non-devalued performance did
differ statistically significantly in animals treated with SCH23390
[F(1, 14) = 8.821, p < 0.01]. It is possible that the higher rates of
responding in the SCH23390 non-devalued group may have con-
tributed to the devaluation × drug interaction but simple effects
found no evidence that there was an effect of drug in the non-
devalued condition [F(1, 14) = 2.47, p = 0.13]. These findings
suggest that the D1 receptor antagonist SCH23390 disrupted the
more rapid onset of behavioral autonomy seen after sensitization
with amphetamine.

Extinction test—magazine entry behavior
In contrast, magazine performance during the extinction test
was sensitive to the changed value of the reinforcer in both
drug groups [mean magazine entries as a proportion of base-
line (±SEM) Devalued group = 0.495 (±0.117); non-devalued
group = 1.411 (±0.275)]. Indeed, ANOVA revealed only a main
effect of devaluation [F(1, 28) = 18.521, p < 0.001], no effect of
drug (F < 1) nor an interaction [F(1, 28) = 1.587, p = 0.218].

Reacquisition test—lever press performance
The effectiveness of the taste aversion training in devaluing
the instrumental outcome is further supported by analysis of
lever press rates performed in the rewarded reacquisition test
shown in the right-hand panel of Figure 2. The impression
from this figure is that all animals were averted from the rein-
forcer, irrespective of drug treatment, and hence pressed the
lever at lower rates compared to the non-devalued controls.
Statistical analysis by ANOVA revealed a highly significant main
effect of devaluation [F(1, 28) = 25.112, p < 0.001] as well as a
main effect of drug [F(1, 28) = 6.031, p < 0.05] reflecting over-
all lower response rates in the SCH23390 group, but the level
of devaluation in these animals was comparable to that of the
AMP + saline animals as there was no drug × devaluation
interaction (F < 1).

Reacquisition test—magazine entry behavior
Magazine entry behavior was equally sensitive to outcome value
in both drug groups during the reacquisition test [Mean magazine
entries per minute (±SEM): Devalued group = 3.983 (±1.408);
Non-devalued group = 8.036 (±1.348)]. Statistically, there was
an overall effect of devaluation [F(1, 28) = 10.524, p < 0.01] but
no effect of drug (F < 1) nor an interaction [F(1, 28) = 1.322,
p = 0.26]. Thus in contrast to lever press performance in the
reacquisition test, magazine approach behavior was unaffected by
SCH23390.
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FIGURE 2 | Effect of SCH23390 following amphetamine sensitization on

sensitivity of lever pressing to reward devaluation by LiCl-induced

nausea. Mean lever presses per minute as a proportion of baseline (±SEM)

in the extinction test (left-hand panel) and lever presses per minute (±SEM)
in the rewarded reacquisition test after devaluation by LiCl (devalued—black
bars) or no devaluation (non-devalued—white bars).

EXPERIMENT 1C. THE EFFECT OF ETICLOPRIDE ON SENSITIVITY TO
OUTCOME DEVALUATION AFTER LIMITED TRAINING IN ANIMALS
PRE-TREATED WITH AMPHETAMINE
Instrumental training
Both drug groups acquired the instrumental response, albeit at
different rates. Eticlopride greatly reduced the rate of respond-
ing compared to animals given saline during training. Statistically,
ANOVA revealed a highly significant main effect of drug
[F(1, 28) = 34.205, p < 0.001] [mean lever presses per minute
(±SEM) AMP + saline group = 12.411 (±1.005); AMP + eti-
clopride group = 7.0122 (±0.795)] but no effect of devaluation
group or an interaction (both Fs < 1). As session length was
determined by number of rewards earned (40 per session) rather
than time, all the animals in the Eticlopride group earned the
120 rewards over the three sessions. Conversely, eticlopride had
no impact on magazine entry behavior as there was no effect
of drug, devaluation or an interaction (all Fs < 1) [mean mag-
azine entries per minute (±SEM): AMP + saline group = 4.311
(±0.610); AMP + eticlopride group = 5.055 (±0.834)].

Extinction test—lever press performance
The mean lever presses per minute in the critical extinction
test are presented in the left-hand panel of Figure 3. It is clear
from this figure that none of the animals, irrespective of drug
group, was sensitive to the changed value of the reinforcer as
both devalued groups responded at equivalent rates to the non-
devalued controls. This was confirmed statistically as there was
no effect of devaluation (F < 1) and no interaction between drug
and devaluation factors (F < 1). Eticlopride therefore failed to
reverse the effect of pre-training amphetamine exposure on goal-
sensitivity after limited training and responding in both groups
was habitual even after limited training. However, ANOVA did
reveal a highly significant main effect of drug [F(1, 28) = 15.578,
p < 0.001], reflecting overall higher rates of responding as a

proportion of baseline in the eticlopride group. As the extinction
test was conducted drug-free and the data were analyzed as a pro-
portion of baseline, the effect of drug at test may in part reflect
the lower rates of responding seen during acquisition under eti-
clopride. However, the finding that eticlopride-treatment led to
reduced responding during acquisition but failed to abolish the
enhancement of S-R habits by amphetamine sensitization sug-
gests that the restoration of goal-sensitivity by α-flupenthixol and
SCH23390 (Experiments 1A,B, see above) cannot be attributed to
their depressive effects on response rates during acquisition alone.

Extinction test—magazine entry behavior
Despite the insensitivity of lever pressing to outcome devaluation,
it is clear from the right-hand panel of Figure 3 that magazine
entry behavior in both devalued groups was reduced compared
to non-devalued controls. Statistical analysis revealed only an
effect of devaluation [F(1, 28) = 10.576, p < 0.01] and no effect
of drug nor an interaction (both F’s < 1). Thus the demonstra-
tion that lever press performance in the extinction test was under
the control of S-R habits, whereas magazine approach behavior
was guided by outcome value, indicates that the LiCl treatments
successfully devalued the instrumental outcome.

Reacquisition test—lever press performance
The results of the rewarded reacquisition test revealed an intrigu-
ing dissociation in performance between the two drug groups.
The saline treated animals averted from the reinforcer showed
a clear devaluation effect: this is consistent with the direct
punishment of S-R habits by the presentation of the nausea-
inducing reinforcer and with previous findings that pre-training
amphetamine exposure promotes lever press performance that
is insensitive to outcome devaluation in extinction but not in
reacquisition (see Nelson and Killcross, 2006). However, as is
clear from the left-hand panel of Figure 4, the devalued animals
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FIGURE 3 | Effect of eticlopride following amphetamine sensitization on

sensitivity of lever pressing (left-hand panel) and magazine entry

(right-hand panel) to reward devaluation by LiCl-induced nausea. Mean

lever presses per minute and mean magazine entries per minutes as a
proportion of baseline (±SEM) in the extinction test after devaluation by LiCl
(devalued—black bars) or no devaluation (non-devalued—white bars).

in the eticlopride group pressed the lever at comparable rates
to the non-devalued controls even though responding was rein-
forced with the reward that had been previously paired in these
animals with gastric malaise. This description of the data was
supported statistically by ANOVA which revealed a main effect
of devaluation [F(1, 28) = 10.384, p < 0.01], no effect of drug
(F < 1), but crucially a significant interaction between these two
factors [F(1, 28) = 5.472, p < 0.05). Subsequent analysis of this
interaction with simple effects confirmed that saline-treated ani-
mals had acquired an aversion to the reinforcer and could use
this representation to guide instrumental performance when pre-
sented with the consequences of their actions in reacquisition
as there was a highly significant effect of devaluation in these
animals [F(1, 14) = 12.171, p < 0.01]. There was no such effect
in the eticlopride-treated animals (F < 1). This can be taken as
evidence that instrumental performance in eticlopride treated
animals was completely impervious to reward value and had
become compulsive. However, it is possible that this insensitivity
arose from a failure of the taste aversion training.

Reacquisition test—magazine entry behavior
Significantly, analysis of magazine entry behavior during the
rewarded reacquisition test suggests that all animals, regardless of
drug treatment, had acquired an aversion to the reinforcer. The
mean magazine entries per minute in this test are displayed in
the right-hand panel of Figure 4 and in stark contrast to the lever
press data reviewed above, magazine approach behavior was sen-
sitive to reward value in both drug groups. ANOVA yielded no
effect of drug (F < 1) and a highly significant effect of devalua-
tion [F(1, 28) = 45.598, p < 0.001). The suggestion from the right
hand-panel of Figure 4 is that the devaluation effect may have
been slightly attenuated in the eticlopride group but there was
no statistical evidence for this as the interaction failed to reach
significance [F(1, 28) = 2.743, p = 0.109].

Consumption test
In order to confirm that the differential sensitivity of lever press
to reward value observed in the reacquisition test could not be
explained in terms of any failure of eticlopride-treated animals
to acquire an aversion to the reinforcer, all animals were given
free access to the instrumental outcome and consumption was
measured over a 15-min period. Results of this consumption
test revealed that all animals averted from the reinforcer con-
sumed statistically significantly less of the instrumental outcome
compared to the non-devalued controls (mean consumption in
ml (±SEM): Devalued AMP + saline group = 3.263 (±0.549);
Non-devalued AMP + saline group = 6.175 (±0.966); Devalued
AMP + eticlopride group = 4.15 (±0.711); Non-devalued
AMP + eticlopride group = 7.00 (±0.603). ANOVA revealed a
main effect of devaluation [F(1, 28) = 15.776, p < 0.001] and a
non-significant trend toward marginally higher overall consump-
tion in eticlopride-treated animals [F(1, 28) = 1.393, p = 0.248].
Critically, the devaluation effect was unaffected by drug as there
was no interaction between these two factors (F < 1). Coupled
with evidence that magazine entry behavior was sensitive to out-
come value in both the extinction and reacquisition tests, the
results of the consumption test confirm that all animals had
acquired an aversion to the reinforcer and hence the effects of
eticlopride on the sensitivity of lever pressing to reward value can-
not be accounted for in terms of any ineffectiveness of the LiCl
devaluation treatments.

EXPERIMENT 2. THE EFFECT OF α-FLUPENTHIXOL, SCH23390, AND
ETICLOPRIDE ON THE SENSITIVITY TO OUTCOME DEVALUATION AFTER
LIMITED TRAINING IN NON-SENSITIZED ANIMALS
Instrumental training
As expected, the dopamine antagonists reduced the rate of
responding and this effect was particularly marked in animals
treated with SCH23390 and eticlopride [mean lever presses
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FIGURE 4 | Effect of eticlopride following amphetamine

sensitization on sensitivity of lever pressing (left-hand panel)

and magazine entry (right-hand panel) reacquisition after reward

devaluation by LiCl-induced nausea. Mean lever presses per

minute and mean magazine entries per minutes as a proportion of
baseline (±SEM) in the rewarded reacquisition test after devaluation
by LiCl (devalued—black bars) or no devaluation (non-devalued—white
bars).
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FIGURE 5 | Effect of α-flupenthixol, SCH23390 and eticlopride on

sensitivity of lever pressing to reward devaluation by LiCl-induced

nausea. Mean lever presses per minute as a proportion of baseline (±SEM)

in the extinction test (left-hand panel) and lever presses per minute (±SEM)
in the rewarded reacquisition test after devaluation by LiCl (devalued—black
bars) or no devaluation (non-devalued—white bars).

per minute (±SEM) Saline group = 10.693 (±1.033); α-
flupenthixol group = 8.504 (±1.249); SCH23390 group = 6.551
(±0.899); Eticlopride group = 5.819 (±1.245)]. Despite the
reduction in the rate of responding, all animals earned 120
reinforcers across the three sessions. This description of the
data was confirmed by ANOVA which revealed a main effect
of drug [F(3, 56) = 7.397, p < 0.001] but no effect of intended
devaluation nor an interaction between these factors (both
F’s < 1). Subsequent post-hoc analysis with Tukey tests con-
firmed that both SCH23390- (p < 0.01) and eticlopride- (p <

0.001) treated animals responded at lower rates than saline

treated animals. However, magazine entry behavior was unaf-
fected by any of these factors as there was no effect of drug,
intended devaluation or interaction [highest F(1, 56) = 1.947,
p = 0.168] [Mean magazine entries per minute (±SEM): Saline
group = 4.906 (±0.576); α-flupenthixol group = 4.575 (±0.634);
SCH23390 group = 4.777 (±0.807); Eticlopride group = 3.809
(±0.678)].

Extinction test—lever press performance
The left-hand panel of Figure 5 displays the lever press per-
formance in the extinction test following devaluation by LiCl.
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Inspection of this figure suggests that saline controls and ani-
mals given SCH23390 and α-flupenthixol during training were
goal-directed as animals averted from the reinforcer showed a
marked suppression in lever press performance compared to
non-devalued control animals. The suggestion from this figure
is that the devaluation effect may have been attenuated in ani-
mals treated with eticlopride. However, ANOVA only revealed
a main effect of devaluation [F(1, 56) = 24.317, p < 0.001] and
no interaction between drug and devaluation (F < 1). There was
an effect of drug [F(3, 56) = 10.708, p < 0.001] due to overall
higher rates of responding in the eticlopride treated animals.
Post-hoc Tukey tests revealed that the eticlopride-treated ani-
mals pressed at significantly higher rates than all other animals
(all ps < 0.01).

Extinction test—magazine entry behavior
Analysis of magazine entry behavior during the 10-min extinc-
tion test suggests that the LiCl treatment successfully devalued the
outcome for all animals as there was a main effect of devaluation
[F(1, 56) = 9.661, p < 0.01] [mean magazine entries as a pro-
portion of baseline (±SEM) Devalued group = 0.443 (±0.059);
Non-devalued group = 0.769 (±0.083)]. However, this effect was
unaffected by drug group as there was no main effect of drug or
an interaction (both Fs < 1).

Reacquisition test—lever press performance
The results of the rewarded reacquisition test presented in the
right-hand panel of Figure 5 confirmed that all animals had
acquired an aversion to the reinforcer. ANOVA yielded a highly
significant effect of devaluation [F(1, 56) = 138.828, p < 0.001]
as well as an effect of drug [F(3, 56) = 2.774, p < 0.05] reflect-
ing lower responding in the SCH23390 group. Post-hoc Tukey
tests showed that the rate of responding in SCH23390 treated ani-
mals differed only from that of α-flupenthixol group (p < 0.05).
The overall lower responding in the SCH23390-treated animals
and in particular the non-devalued SCH23390-treated animals,
would account for a marginal significant drug × devaluation
interaction [F(3, 56) = 2.512, p = 0.068]. Nevertheless it is evi-
dent from the right-hand panel of Figure 5 that all devalued
groups had acquired a robust aversion to the instrumental out-
come and consequently suppressed lever press responding during
the rewarded test.

Reacquisition test—magazine entry behavior
This impression was also confirmed by analysis of magazine
approach behavior during the rewarded reacquisition test, with
all animals in the devalued groups performing fewer maga-
zine entries compared to the non-devalued controls [F(1, 56) =
28.010, p < 0.001]. There was also a main effect of drug
[F(3, 56) = 6.521, p < 0.001] as the α-flupenthixol treated ani-
mals had higher rates of magazine approach behavior (p < 0.01)
but this heightened responding did not impact on sensitivity of
magazine entry behavior to outcome devaluation as there was no
drug x devaluation interaction (F < 1).

ACTIVITY ASSAY
In order to confirm the presence of sensitization in amphetamine
pre-treated animals, all animals were administered a 0.5 mg/kg

amphetamine challenge allowing between subject comparisons
of the locomotor activating effects of amphetamine in sensitized
(Experiments 1A–C) and non-sensitized animals (Experiment 2).
As is clear from Figure 6 animals with prior experience of
amphetamine showed elevated levels of locomotor activity com-
pared to drug-naïve animals. ANOVA with between-subject
factors of sensitization (sensitized with amphetamine or non-
sensitized drug-naïve animals) and drug administered dur-
ing training (saline, α-flupenthixol, SCH23390, or eticlopride)
yielded a highly significant effect of sensitization [F(1, 144) =
48.909, p < 0.001] but also an effect of drug [F(3, 144) = 4.798,
p < 0.01] due to higher locomotor activity in response to the
amphetamine challenge in all animals treated with eticlopride
during training. There was, however, no interaction between sen-
sitization and drug [F(3, 144) = 1.702, p = 0.169]. These results
confirm that the amphetamine pre-treatment had successfully
sensitized animals to amphetamine and provide indirect evidence
that antagonism with the D2 antagonist eticlopride enhances the
locomotor activating effects of amphetamine irrespective of prior
experience with amphetamine.

DISCUSSION
The experiments reported here examined the effects of both non-
selective and selective dopamine antagonists on instrumental per-
formance in a reinforcer devaluation task either in animals given
pre-training exposure to amphetamine (Experiments 1A–C) or in
non-sensitized animals. Significantly, the experiments replicated
our previous finding that pre-training exposure to amphetamine
renders instrumental performance autonomous of the current
value of the reinforcer even after limited training (Nelson and
Killcross, 2006). The results demonstrated that accelerated habit
formation seen after amphetamine sensitization is reversed by
D1, but enhanced by D2 receptor antagonists. Furthermore, these
experiments provided considerable insights into the role of D1
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FIGURE 6 | Activity assay—total mean photobeam breaks following a

0.5 mg/kg amphetamine challenge in sensitized (white bars) and

non-sensitized (black bars) animals treated with saline, α-flupenthixol,

SCH23390 or eticlopride during training.
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and D2 receptor subtypes in mediating instrumental learning
generally as well as susceptibility to devaluation procedures in
sensitized and non-sensitized animals.

Before considering test performance, it is important to address
the effect of the various dopamine antagonists on acquisition
of the instrumental response. Consistent with previous reports
from operant procedures (e.g., Tombaugh et al., 1979; Wise and
Schwartz, 1981) the administration of dopamine antagonists dur-
ing training severely retarded the rate of responding in both
sensitized and non-sensitized animals. It is important to note that,
despite these reduced rates, all animals earned the same number
of reinforcers during training as session length was limited by the
number of reinforcers earned and not time (Adams, 1982). In the
current experiments there was some evidence of a dissociation
at the receptor subtype level between the performance of instru-
mental responses under drug and their expression in drug-free
tests. As dopamine has been implicated in various non-associative
factors such as motivation, attention and sensorimotor control
that contribute to learning, any effects of dopamine antagonism
that are restricted to the performance of an instrumental response
under drug can be attributed to these non-associative factors.
However, if effects of dopaminergic manipulations are seen on
the drug-free expression of learned instrumental responses, for
example in the current experiments in the extinction and reac-
quisition tests, then this can be taken as evidence to suggest that a
dopaminergic agent may have modulated the course of associative
learning.

Here, the non-selective antagonist α-flupenthixol and the
selective D2 antagonist eticlopride reduced the rate of instru-
mental responding during acquisition, but at test the response
rates, expressed as a proportion of these reduced baseline rates,
were actually higher relative to saline controls. This recovery of
responding in the drug-free extinction text indicates that antag-
onism of D2 receptors may have disrupted the performance of
that response during acquisition and not the expression of that
learning in the drug-free extinction test. Moreover, these animals
showed comparable rates of responding to saline controls in the
drug-free reacquisition test. This could similarly be taken as evi-
dence to suggest that these drugs disrupted the performance i.e.,
led to reduced rates of responding during acquisition but not
the subsequent drug-free expression of instrumental condition-
ing in reacquisition. Dopamine activity in the nucleus accumbens,
a structure containing the highest concentration of D2 recep-
tors in the rat brain (Bentivoglio and Morelli, 2005), has been
widely implicated in the reinforcing and motivational properties
of both natural rewards and drugs of abuse (e.g., Hernandez and
Hoebel, 1988; Mark et al., 1994; Wyvell and Berridge, 2000). Thus
the disruptive effects of agents selectively and non-selectively tar-
geting D2 receptors on the performance but not the drug-free
expression of the instrumental response may have been due to
decreased motivation associated with these drugs. However, it is
equally possible, the reduced rate of responding could have arisen
as a result of the profound motor impairments typically pro-
duced by D2 antagonists (e.g., Fowler and Liou, 1994). Whether
the disruption was caused by motivational or motor factors or
a combination of the two, D2 receptor antagonism appeared to
impair the performance but not the drug-free expression of the

instrumental response in the current experiments. Conversely,
D1 antagonism by SCH23390 not only affected the performance
during training but it also reduced the expression of learned
instrumental responses at reacquisition. The test was conducted
five days after the last SCH23390 treatment and hence the reduced
rate of responding may not be accounted for solely in terms
of drug induced motivational or sensorimotor deficits but of
course these factors cannot be entirely discounted. The results
are consistent with previous reports of disruption to operant
responding by SCH23390 (e.g., Nakajima, 1986; Sharf et al., 2005)
and suggest that D1 receptors may be involved in the associa-
tive learning as well as other processes underpinning instrumental
responding.

In stark contrast to the effects of dopaminergic drugs on
instrumental performance, antagonism of dopaminergic systems
failed to impact on magazine approach behavior (but see Choi
et al., 2005). Both during acquisition and at test there was no
effect of the various dopaminergic agents used in the current
experiments on magazine entry behavior. Furthermore in line
with previous evidence, magazine approach behavior remained
sensitive to outcome devaluation even when instrumental perfor-
mance (see below) was impervious to changes in reward value
(Nelson and Killcross, 2006). Thus the deficits in instrumental
performance observed cannot simply be attributable to motoric
dysfunction as any drug induced motor impairment would pre-
sumably impact on magazine approach behavior as well as lever
pressing. To the extent that magazine approach behavior in a
free operant procedure depends on Pavlovian contingencies, these
findings provide yet further evidence that Pavlovian and instru-
mental conditioning can be subserved by distinct psychological
and neural processes (e.g., Holland, 1998; Dickinson et al., 2000;
Corbit et al., 2001).

As expected, animals that were not exposed to amphetamine
prior to training showed normal sensitivity to outcome devalu-
ation after limited training. The administration of the dopamine
antagonists α-flupenthixol and SCH23390 during training had no
impact on this sensitivity; it was neither enhanced nor attenu-
ated by these drugs. Eticlopride treatment, however, appeared to
reduce sensitivity to the changed value of the reinforcer after taste
aversion as evidenced by comparable rates of responding across
the two devaluation groups. As there was no statistical evidence
for this effect, any inferences from Experiment 1C about the role
of D2 receptors in the control of goal-directed behavior in normal
animals would be premature.

Nevertheless, the results from the reinforcer devaluation task
in animals with prior exposure to amphetamine (Experiments
1A–C) furnish unequivocal evidence for distinct roles of D1 and
D2 receptor subtypes in the control of behavior by goal-directed
actions and S-R habits. In a replication of our previous findings,
animals given pre-training exposure to amphetamine and saline
during training showed accelerated habit formation as they failed
to alter lever press performance in response to the changed
value of the reinforcer. The performance in the reinforcer
devaluation task of sensitized animals treated with either the
non-selective dopamine antagonist α-flupenthixol or the D1

antagonist SCH23390 during training was not autonomous of
the current value of the reinforcer as these animals showed
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a selective depression in lever press rates compared to non-
devalued controls. Thus the instrumental performance of these
animals mirrors that of normal animals after limited training
and suggests response control was by goal-directed A-O asso-
ciations. Given that α-flupenthixol is a non-selective dopamine
antagonist that acts at both D1 and D2 receptors it is perhaps
noteworthy that its effects in the current study were compara-
ble to those seen with the selective D1 antagonist SCH23390 and
not the selective D2 antagonist eticlopride. This would suggest
that blockade of D1 receptors by α-flupenthixol was sufficient to
reverse amphetamine-induced disruption of goal-directed behav-
ior. Consistent with this profile of action, amphetamine-induced
disruption of conditional discrimination performance is attenu-
ated by acute treatment with both selective D1 antagonists and
α-flupenthixol but not D2 antagonists (Dunn et al., 2005; Dunn
and Killcross, 2006).

The finding, however, that instrumental responding in ani-
mals given eticlopride was impervious to the current value of
the reinforcer suggests these animals’ instrumental performance
remained stimulus-bound and governed by S-R habits. The dif-
ferential sensitivity to outcome devaluation procedures cannot be
attributed to impaired acquisition, as responding in all animals
was depressed during acquisition irrespective of the antagonist
administered. Similarly, all animals acquired an aversion to the
reinforcer as evidenced by the marked sensitivity of magazine
approach to outcome value in the extinction tests. The consump-
tion test in Experiment 1C similarly confirmed that eticlopride-
treated animals had acquired an aversion to the reinforcer and
were able to inhibit consummatory behavior. Furthermore, the
magazine entry data suggest that the eticlopride treated ani-
mals were able, under certain circumstances, to inhibit specific
responses. It is not entirely possible to preclude response per-
severation as an explanation of the results but the sensitivity
of magazine approach to changes in reward value suggests that
the insensitivity of lever pressing to outcome devaluation in
these animals is unlikely to be entirely attributable to general
response perseveration. Although the results of the activity test
indicated elevated locomotor activity in eticlopride-treated ani-
mals in response to an amphetamine challenge compared to other
animals, the sensitivity of magazine entry behavior renders any
interpretation of lever press performance in terms of hyperac-
tivity unlikely. The results are therefore specific to an effect on
lever pressing and demonstrate that the accelerated habit forma-
tion following amphetamine exposure is prevented by D1 but
not D2 receptor antagonism. Indeed, this parallels good evidence
that the development of sensitization to the locomotor activating
effects of amphetamine is also blocked by D1 antagonists. These
effects have been observed systemically (Vezina and Stewart,
1989) and with local infusions of SCH23390 into both the VTA
and substantia nigra pars reticulata (Stewart and Vezina, 1989;
Vezina, 1996). Similarly, D1 receptor knock-out mice fail to
develop behavioral sensitivity to amphetamine (Karper et al.,
2002; McDougall et al., 2005) and a fMRI study supports the
suggestion that D1 receptors are responsible for amphetamine-
mediated neurochemical changes and that D1 antagonists inhibit
this response to amphetamine (Dixon et al., 2005). Thus the cur-
rent findings concur with reports of D1 receptor modulation of

the neurochemical and locomotor response to amphetamine and
extend them to include a further behavioral response; enhanced
habit formation.

However, eticlopride administered during training failed to
reverse the accelerated formation of S-R habits induced by pre-
training amphetamine exposure. This finding is consistent with
evidence that D2 antagonism can actually enhance the behav-
ioral and neurochemical effects of amphetamine. For example,
the blockade of D2 receptors in the VTA produces persistent
elevation of the locomotor activating effects of amphetamine
(Tanabe et al., 2004). Indeed, in the current experiments sys-
temic administration of eticlopride during training appeared to
heighten the potentiation of locomotor activity by amphetamine
in both sensitized and non-sensitized animals in the activity test
following a drug challenge. Sulpiride, which has high affinity for
D2 receptors, has been shown to enhance the augmentative effects
of amphetamine on extracellular striatal dopamine levels mea-
sured by in vivo microdialysis (Jaworski et al., 2001). Similarly,
fMRI measurement of changes in rat brain activation follow-
ing amphetamine administration shows that pre-treatment with
sulpiride facilitates the response elicited by amphetamine (Dixon
et al., 2005). Furthermore, the finding that the instrumental
performance of animals treated with eticlopride was completely
independent of goal-value during the reacquisition test also sug-
gests that antagonism of D2 receptors enhanced the effect of
pre-training exposure to amphetamine on the sensitivity of a
moderately trained instrumental response to outcome devalua-
tion. The amphetamine-sensitized animals treated with eticlo-
pride clearly had a representation of the devalued outcome as they
inhibited magazine entry responses and when given the opportu-
nity consumed less of the outcome compared to controls, but they
failed to use this representation to guide instrumental respond-
ing. Instrumental performance under the control of S-R habits,
whether engendered by overtraining or amphetamine exposure,
is normally sensitive to outcome value in re-acquisition and thus
the insensitivity of eticlopride-treated animals in the reacquistion
test in Experiment 1C is novel and can be taken as evidence of dys-
functional habit learning characteristic of compulsions. By defini-
tion, compulsive behavior is carried out repetitively and persists
despite adverse consequences. Significantly, there is evidence that
abnormal D2 receptor binding may be involved in psychopatholo-
gies characterized by compulsive behavior. For example, PET
scans have revealed low D2 receptor availability in drug abusers
(Wang et al., 1999; Volkow et al., 1999, 2001, 2007) and single
photon emission computerized tomography (SPECT) has shown
reduced D2 receptor binding in OCD patients (Denys et al.,
2004). The current results are consistent with these reports and
suggest that sensitization of dopaminergic systems coupled with
antagonism of D2 receptors may lead to maladaptive habitual
behavior that is compulsive. As such the paradigm developed here
could serve as model of the neurochemical changes that accom-
pany the loss of voluntary control over behavior associated with
drug addiction and neuropsychiatric disorders such as OCD and
Tourette’s Syndrome.

The finding of opposing roles of D1 and D2 receptors in
the transition from action to habit and compulsion in the
experiments presented here is consistent with previous reports
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that antagonism of D1 receptors disrupts, but D2 receptor block-
ade facilitates, learning in a variety of Pavlovian conditioning
paradigms (Smith et al., 1997; Horvitz, 2001; Eyny and Horvitz,
2003; Yue et al., 2004; Cassaday et al., 2005). The demonstra-
tion here of dissociable effects of D1 and D2 receptor antagonism
on instrumental learning and the sensitivity of that learning to
outcome devaluation is, however, novel. Moreover, it is consis-
tent with evidence that activity at D1and D2 receptor subtypes
can exert opposing effects on dendritic excitability and neuro-
plasticity within the striatum that in turn may facilitate or inhibit
appropriate action selection (Surmeier et al., 2007; Gerfen and
Surmeier, 2011). This differential involvement in striatal synaptic
plasticity may therefore underlie the effects on learning seen here
and more generally accelerated habit formation after sensitization
(Gerdeman et al., 2003).

More broadly, the current findings have implications for our
understanding of the role of dopamine and activity at different

dopamine receptor subtypes in modulating behavioral flexibil-
ity. These data provide evidence of D1 receptor involvement
in the transition from flexible goal-directed action to inflexible
stimulus-driven habits and raise the possibility that antagonism
of D1 receptors would reinstate goal-directed behavior in over-
trained rats. Similarly, D1 receptor knock-out mice may fail to
develop goal-insensitive habitual responding. Conversely, antag-
onism of D2 receptors appears to exert the opposite effect and
render instrumental behavior completely insensitive to changes in
outcome value. Thus, antagonism of D1 but not D2 receptors can
produce flexible goal-directed behavior when it would otherwise
be inflexible.
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The development of addictive behavior is marked by a loss of behavioral flexibility. In
part, this is due to an increase in the ability of environmental stimuli to elicit responding
and decreased importance of the action-outcome relationship in behavioral control. It has
previously been demonstrated that both inactivation of and dopamine (DA) infusions in the
infralimbic prefrontal cortex (PFC) can restore behavioral flexibility in paradigms measuring
habitual reward seeking. Here, we investigated the mechanism by which cortical DA
would act to enable goal-directed actions after the transition to habitual behavior has
been established. Further, we extended this work to include a novel mouse model of
compulsive-like behavior in which we assessed reward seeking despite the possibility of
adverse consequences. Our data show that DA receptor D1 inhibition or D2 activation
both promote the expression of a flexible responding after the development of habitual or
compulsive-like behavior, and we suggest that the ability of DA infusions in the infralimbic
PFC to restore sensitivity to changes in outcome value depends on activation of DA D2
receptors.

Keywords: habit, dopamine, prefrontal cortex, mouse, behavioral flexibility

INTRODUCTION
The transition from casual drug use to addiction is character-
ized by increasing loss of control over reward seeking. When a
behavior is first learned, performance of the action is guided by its
relationship to its outcome—i.e., a response is made in order to
gain access to a reinforcer. Over time and after repeated execution,
behavior transitions from goal-directed action to stimulus-driven
habitual behavior (Dickinson, 1985). Habitual reward seeking
is no longer mediated by action-outcome relationships or by a
representation of the value of an outcome; rather, habitual behav-
ior is automatically elicited by environmental cues and stimuli
(c.f., Yin et al., 2008). In addition to habits, addictive behav-
ior also involves the development of compulsive reward seeking
that occurs despite adverse consequences (e.g., Everitt et al.,
2008; Heyne et al., 2009). Successful treatment of addiction may
require restoration of the ability to update behavior in accor-
dance with changed contingencies and in the face of negative
outcomes.

The shift in response strategy away from flexible, contingency-
mediated behavior to one in which stimulus-response
relationships guide behavior is paralleled by a change in the
neuroanatomical substrates that mediate behavior from a
prefrontal-striatal circuit in which the prefrontal cortex (PFC)
monitors the action-outcome relationship, to a more dorsal
circuit involving dorsolateral striatum (e.g., Yin and Knowlton,
2006; Balleine and Dickinson, 1998). However, a role for the
infralimbic PFC (IL) in the expression of habitual behavior
has been demonstrated. When the IL, which projects to the
nucleus accumbens shell (e.g., McGeorge and Faull, 1989) and
amygdala (Sesack et al., 1989), is lesioned prior to response

acquisition, animals are unable to express stimulus-response
habits (Killcross and Coutureau, 2003). After extended training,
IL lesioned animals remain sensitive to changes in outcome value.
Importantly, later research expanded on this finding to show that
inactivation of the IL after extended training, at a time point
where intact animals are habitual, resulted in the restoration
of flexible behavior (Coutureau and Killcross, 2003). More
recent work has expanded upon these findings using optogenetic
manipulations to investigate online regulation of the IL in the
expression of habitual behavior (Smith et al., 2012). Together,
these data suggest that the IL is critically involved in the selection
of response strategy in situations of conflict between automatic,
habitual behaviors and flexible goal-directed actions.

Dopamine (DA) signaling within corticostriatal circuitry has
been shown to play a unique role in both the formation and
expression of goal-directed vs. habitual instrumental behavior
(e.g., Nelson and Killcross, 2006). Our lab has shown that infu-
sions of exogenous DA in the IL, but not the more dorsal
prelimbic PFC (PL), restored sensitivity to outcome devaluation
after extended training (Hitchcott et al., 2007). While a major-
ity of these studies were performed in rats, we have found using
lesion studies that the neuroanatomical mechanisms underly-
ing habit learning are preserved in mice (Quinn et al., 2013).
The mechanism by which both inactivation of and DA infusion
into the IL can restore sensitivity to the action-outcome rela-
tionship is unknown in rodents. Here, we assessed the ability of
DA D1 and D2-family specific manipulations in the IL to restore
flexible behavior as measured by either sensitivity to changes
in action-outcome contingency or reduction of compulsive-like
reward-seeking behavior in mice.
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MATERIALS AND METHODS
SUBJECTS
Male C57b/6 mice were supplied from Charles River and deliv-
ered to the Yale University/Connecticut Mental Health Center
mouse vivarium between 56 and 70 days of age. These mice were
allowed to acclimate for 2 weeks with ad libitum access to food
and water. All behavioral procedures were approved by the Yale
University IACUC and experiments were performed in accor-
dance with the National Institute of Health Guide for Care and
Use of Laboratory Animals. After acclimation, mice were food
restricted to 90–92% of free feeding weight for all experiments.
They had limited access to standard chow in their homecage each
day, several hours after training. The amount of food provided
was adjusted to maintain weights. Homecage chow was distinct
from the purified grain pellets used in both the habitual and
compulsive-like food-seeking experiments. There were approxi-
mately 5–12 animals in each experimental group after exclusion
of mice with inaccurate cannula placement or loss/clogging of
cannula during the course of the experiments. Saline groups
had large n’s (>12) as a cohort of control (saline) animals was
included in each testing session to ensure baseline effects were
consistent.

INSTRUMENTAL CONDITIONING CHAMBERS
Instrumental chambers were identical to those described by
(Barker et al., 2012). Briefly, 12 mouse instrumental chambers
housed within a sound-attenuating box, were used for these
experiments (Med-Associates; Georgia, VT). Each chamber was
equipped with a 28 V house light located at the top of the mid-
dle panel on the left side wall, three adjacent nosepoke apertures
located at the bottom of the left side wall, and a magazine located
at the bottom of the middle panel on the right side wall. Grain pel-
lets were delivered to a magazine on the opposite wall. Nosepoke
apertures and reinforcement magazine were equipped with a light
and photobeam sensor. A fan provided background noise and
ventilation.

STEREOTAXIC SURGERY
Mice were anesthetized using ketamine/xylazine. Bilateral can-
nula (Plastics One; Roanoke, VA) were implanted and mounted
to the skull using standard stereotaxic techniques. Cannula were
targeted to the IL at AP + 1.7, ML ± 0.25, DV-3.0 from bregma
based on coordinates from Wall et al. (2004). For compulsive-like
food-seeking experiments, surgeries were performed prior to any
training. For instrumental habit experiments, surgeries were per-
formed after 3 days of fixed ratio (FR) 1 training to reduce the
amount of time between cannula placement and testing.

DRUGS AND INFUSIONS
For tests of habitual and compulsive-like food-seeking, mice
received two infusions of the same drug prior to a control and
experimental session. Infusions were 0.2 uL over 2 min; internal
cannula were left in place for an additional 2 min to allow for dif-
fusion. This volume and diffusion duration were chosen based on
the literature and our pilot data using thianin which suggested
minimal spread to surrounding tissues at this volume and after
the delayed removal of cannula. Drugs used were the D1 agonist

dihydrexidine HCl (DHX; Tocris; Minneapolis, MN), D1 antag-
onist SCH23390 (Sigma; St. Louis, MO), D2 agonist quinpirole
(Tocris) in saline, and the D2 antagonist sulpiride (Tocris) in
acidified saline, each dissolved at 5 nmol per 1 ul.

INSTRUMENTAL TRAINING
During training, one nosepoke was assigned as the active nose-
poke, where a response resulted in reinforcer delivery, and the
others designated as inactive nosepokes. Training consisted of
1 day magazine training, 3-days fixed ratio (FR 1) training (in
which each active response resulted in reinforcer delivery) and
3-days random interval (RI) 30-s training and 6 RI60 sessions.
In RI sessions, reinforcement could be earned every 30 (RI30)
or 60 (RI60) s on average. The actual duration of each interval
was randomly determined so that reinforcement availability was
not predictable. The first active response (nosepoke) after the
interval ended resulted in reinforcer delivery; the duration of the
next interval was then generated automatically. During each daily
training session, the house light and fan were on. All sessions were
30 min in duration.

CONTINGENCY DEGRADATION TEST
During degradation sessions, conditions were identical to train-
ing except that the grain pellet reinforcer was delivered on a
non-contingent schedule determined by each individual animal’s
reinforcement rate on the day prior. Reinforcer delivery was
spaced equivalently across the 30-min session. Responses on the
active and inactive nosepokes were recorded, but did not result in
reinforcer delivery. Infusions of drugs occurred 5 min prior to the
start of the degradation session. Mice were assigned to infusion
groups by matching baseline response rates, and received a 0.2 ul
infusion of either saline (n = 17), DHX (n = 11), SCH23390
(n = 6), quinpirole (n = 12), or sulpiride (n = 9). More ani-
mals were in the saline groups as a cohort of saline animals was
included with each behavioral test session to confirm baseline
effects were replicated. Data were compared to a non-degraded
session in which the animals received the same drug; the order
of these sessions was counterbalanced and animals received one
normal RI 60 training session between both test sessions where
no drug was administered.

COMPULSIVE-LIKE FOOD-SEEKING TRAINING AND TEST
Additionally, we assessed the effects of IL DA receptor modu-
lation on compulsive-like behavior in mice using a modifica-
tion of traditional conditioned place preference/aversion testing.
Conditioning chambers were standard three chamber boxes with
retractable doors (Med Associates; Georgia, VT). Chambers had
distinct walls (vertical black and white stripes or diagonal marble
and black stripes) and floors (wire mesh or grid). The two con-
ditioning chambers were separated by a neutral, gray chamber.
Photocell beam breaks were used to calculate time spent in each
chamber, latency to enter the chamber and number of entries by
Med-PC IV software. During a single habituation session, mice
were placed in the neutral chamber with both doors retracted
such that mice could freely explore all chambers. During condi-
tioning, mice were confined to the “paired” chamber for 30 min
with access to 30-grain pellets on days 1, 3, and 5. On days 2, 4,
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and 6, mice were confined to the opposite chamber for 30 min
with an empty food dish.

On day 7, mice received an infusion of either a DA D1 or D2-
like receptor agonist or antagonist 5 min prior to being placed in
the neutral chamber with both doors retracted and were allowed
to freely explore all chambers for 5 min. This duration was cho-
sen because we were able to examine entry into both chambers
and latency to enter, but no extinction was expected to occur
based on our preliminary data. Mice received a 0.2ul infusion of
either saline (n = 20), DHX (n = 8), SCH23390 (n = 7), quinpi-
role (n = 8), or sulpiride (n = 7). Latency to enter the chambers
was the primary outcome measure.

On the following day, mice were confined to the food-paired
chamber. Two minutes after placement, mice received a 2 s,
0.8 mA foot shock. Mice remained in the chamber for 60 s
after the shock was terminated and were then returned to their
homecage. On day 9, mice received a second infusion of the same
drug as day 7. Five min after the infusion, they were returned
to the gray chamber and allowed to freely enter both cham-
bers and latency to enter the chambers was assessed in this
20 min session. Latency was selected as the primary measure
of compulsive-like behavior because it was not expected to be
impacted by the extinction of either the association of the cham-
ber with footshock or the association with the food reward which
may be differentially impacted by prefrontal DA manipulations.
Importantly, a change in the parameters of the training condi-
tions might have an impact on the expression of reward-seeking
under conflict between reward seeking and avoidance of negative
consequences, either by increasing the aversive component (e.g.,
through increasing the shock intensity), the value of the reward,
or the extent of learning (e.g., through extended training).

CONFIRMATION OF PLACEMENT
After behavioral assessment was complete, mice were sacrificed
and tissue was fixed in paraformaldehyde for confirmation of
cannula placement and location of the infusion tip using stan-
dard histological techniques. If cannula were not clogged at the
time of sacrifice, thianin was infused at the volume and rate used
for testing (0.2 ul over 2 min). If cannula had become clogged,
cannula tracts, and tips were confirmed. Mice were excluded
if placement could not be confirmed to be in the IL through
the use of neuroanatomical landmarks, including white matter
tracts.

STATISTICS
Data were analyzed with JMP Software (SAS Institute) using
repeated measures analysis of variance (ANOVA). Significant
interactions were further analyzed using Tukey’s HSD post-hoc
tests.

RESULTS
CONTINGENCY DEGRADATION
Data were square root transformed to maintain homogeneity
of variance. To determine whether agonism and/or antagonism
of DA D1 or D2 receptors influenced sensitivity to changes in
action-outcome relation, active responding during a degraded
session was compared to responding during a non-degraded

session; during both test sessions the experimental drug was on
board. Importantly, no differences in baseline response rates were
seen in animals to-be assigned to groups [F(4, 50) = 1.122, p =
0.356]. Additionally, rmANOVA [drug × non-degraded session
(“no drug” vs. “drug”)] revealed no differences were observed in
response rates between the “drug” and “no drug” non-degraded
session (p > 0.5 for main effects, p = 0.185 for session × drug
interaction). Repeated measures ANOVA revealed a significant
session (degraded vs. non-degraded) × drug interaction on active
responding [F(4, 46) = 2.92, p < 0.05]. Post-hoc analyses indi-
cated that responding of the saline-injected animals did not differ
significantly between the degraded and non-degraded session,
indicating that under basal conditions animals were insensitive
to the change in action-outcome relations, consistent with the
formation of habit. Critically, responding during the degraded
session differed significantly from the non-degraded session only
for mice receiving the DA D1 receptor antagonist SCH23390
(p < 0.05) or the DA D2 receptor agonist quinpirole (p < 0.05;
Figure 1). Together these data demonstrate that only antago-
nism of the D1 receptor or agonism of the D2 receptor in the
IL are sufficient to restore sensitivity to changes in the action-
outcome relationship, indicative of goal-directed instrumental
behavior. Mice receiving the DA D1 receptor agonist DHX or
DA D2 receptor antagonist sulpiride did not show differential
responding between the degraded and non-degraded sessions,
confirming that these opposing DA receptor manipulations do
not impact sensitivity to changes in contingency after extended
training.

Because animals received infusions of the same drug during
both test sessions and we used a within subjects analysis to assess
responding, we are confident that the marked differences seen
between the degraded and non-degraded sessions with either
the SCH23390 or the quinpirole infusions reflected a change in
response strategy. We do not believe this reduction in respond-
ing in the degraded session, which is evidence for goal-directed
instrumental action is related to non-specific alterations in task
engagement, motivation, or locomotor effects as this would have
been reflected as behavioral changes in both the degraded and
non-degraded test conditions.

COMPULSIVE-LIKE FOOD SEEKING
To assess the effect of DA receptor manipulations on a novel
measure of compulsive-like reward-seeking behavior, we com-
pared the latency to enter the food reward-paired chamber after
training, but prior to shock (pre-shock) with the latency after
the animals had received a foot shock in the reward-paired
chamber (post-shock). A repeated measures ANOVA revealed a
significant session (pre-shock vs. post-shock) × drug interac-
tion on latency to enter the reward paired chamber [F(4, 46) =
2.8205, p < 0.05]. Post-hoc analyses indicated that only animals
that received SCH23390 or quinpirole infusions had post-shock
latencies that were significantly increased compared to saline-
infused animals (p < 0.05 and p < 0.01, respectively; Figure 2).
Neither of these drugs impacted pre-shock latencies, indicating
that DA receptor D1 antagonism or D2 agonism increased the
latency to enter the reward-paired chamber only after that cham-
ber had been paired with a negative consequence. Additionally,
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FIGURE 1 | D1 antagonism or D2 agonism restore goal-directed

behavior. (A) Experimental timeline. Mice only received infusions of drugs
during counterbalanced test sessions. One half of mice received the
degraded session first while other mice received a non-degraded session
first. (B) Only mice whose cannulae were placed within the IL were
included in analyses. Images modified from Paxinos and Franklin (2001). (C)

Inhibition of D1 signaling with SCH23390 or agonism of the D2 receptor
with quinpirole in the IL resulted in reduced responding only during the
degraded session, consistent with restoration of goal-directed behavior.
Error bars ±SEM. ∗p < 0.05.

administration of quinpirole or SCH23390 did not impact the
time spent in the reward-paired chamber in either the pre- or
post-shock test [F(2, 21) = 0.2022, p = 0.8], though there was
a main effect of session [F(1, 21) = 15.8571, p < 0.001]. These
data suggest that inhibition of DA D1 or activation of DA D2
receptors do not impact latency to enter the reward paired
chamber in situations where there is no conflict, but decrease
compulsive-like reward seeking after the risk of aversive outcome
has been learned. Post-shock latencies to enter the reward-paired
chamber after infusions of DHX or sulpiride, however, did not
differ from saline treated mice (p > 0.7), indicating that DA
D1 agonism or D2 antagonism did not impact compulsive-like
reward seeking.

During the pre-shock interval, only mice receiving DHX infu-
sions showed an increase latency to enter the reward paired
chamber as compared to saline treated mice (p < 0.05), suggest-
ing that DA D1 agonism impacts latency to enter a reward paired
chamber under baseline conditions. Again, because mice receive

FIGURE 2 | D1 antagonism or D2 agonism reduce compulsive-like

reward seeking. (A) Experimental timeline. Mice received infusions of
drugs into the IL only during test sessions to ensure that effects were on the
expression, not acquisition, of compulsive-like behavior. (B) Only mice
whose cannula could be confirmed to be within the IL were included in
behavioral analyses. Images modified from Paxinos and Franklin (2001). (C)

Antagonism of the D1 receptor with SCH23390 or agonism of the D2
receptor with quinpirole in the IL reduced compulsive-like reward seeking as
indicated by an increase in latency to enter the reward-paired chamber only
after pairing with foot shock (adverse consequence). ∗p < 0.05, ∗∗p < 0.01.

infusions prior to both the pre-shock and post-shock test ses-
sions, we do not think that the ability of SCH23390 or quinpirole
to produce increased latencies to enter the post-shock cham-
ber is reflective of altered activity levels or motivation to enter
the chamber. To confirm that these manipulations did not gen-
erally increase latencies to enter both the paired and unpaired
chambers in the post-shock session, a rmANOVA was performed
(shock × drug). The analysis revealed a main effect of drug on
latency [F(4, 42) = 3.26, p = 0.02] and a main effect of session
[F(1, 42) = 5.54, p = 0.02], but not shock × drug interaction (p =
0.21), suggesting that neither the SCH23390 nor the quinpirole
interacted with shock exposure to produce a latency to enter both
chambers. Further, these data suggest that exposure to these drugs
during the pre-shock session did not result in a generalized aver-
sion to both chambers in the post-shock test session. Follow up
analyses indicated that SCH23390 administration resulted in an
increased latency to enter the unpaired chamber in both the pre-
and post-shock sessions.
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DISCUSSION
These experiments investigated the role of specific manipulations
of IL DA D1 and D2 receptor signaling in flexible reward seek-
ing. We found that after extended training in an instrumental
task, at a time point when control animals were insensitive to
changes in contingency, inactivation of DA D1 or activation of
DA D2 receptors in the IL was sufficient to render mice sensitive
to the change in the relationship between action and outcome.
That is, either a decrease in DA D1 activity or an increase in
DA D2 signaling resulted in restoration of goal-directed behavior
after the transition to habit. Conversely, we saw that neither DA
D1 agonism nor DA D2 antagonism had any impact on behav-
ior after extended training, indicating that it is not a general
change in the ratio of D1 to D2 signaling that produced this
increased sensitivity to action-outcome relationship, but rather
specific decreases in DA D1 activity or increases in DA D2 sig-
naling allowed alterations in behavior. Importantly, these studies
only investigate one form of loss of action-outcome relationship,
and future research will be necessary to determine whether selec-
tive infralimbic DA manipulations alter flexible responding in
paradigms that disrupt contingency through provision of alter-
native reinforcers, reversal of the action-outcome contingency
through selective reinforcement of non-responding, or under
conditions of extinction.

In addition to restoration of goal-directed behavior after
extended performance of an instrumental response, we simi-
larly showed that D1 antagonism and D2 agonism in the IL
reduced compulsive-like reward seeking in a task investigating
competition between adverse consequences and reinforcement.
Importantly, we again saw no effects of infralimbic D1 agonism
or D2 antagonism on the ability to restore behavioral flexibil-
ity. The increase in latency to enter the reward-paired chamber
in mice receiving IL infusions of the DA D1 antagonist or DA
D2 agonist occurred only after animals received a foot shock in
the same chamber, indicating that these DA manipulations dur-
ing the test did not impair either the ability to move toward the
chamber or motivation to enter the reward paired chamber in
the absence of conflict, i.e., prior to foot shock. Notably, IL DA
D2 signaling has been shown to be critical for the extinction of
conditioned fear (Mueller et al., 2010). However, we do not think
this finding in anyway contradicts our conclusion that IL DA D2
activity reduces compulsive reward seeking as infusion of the DA
D2 agonist increases latency to enter the shock and reward-paired
chamber, indicating that extinction has not occurred. Together,
these data suggest that increased DA signaling through D2-like
receptors in the IL restores flexible behavior, while DA D1 activity
in the IL may be related to reduced sensitivity to action-outcome
relationships, including a loss of such relationships through con-
tingency degradation, and the risk of adverse consequences, as
loss of signaling at this receptor restores flexible behavior.

Our lab and several others, have long been interested in the role
of corticostriatal dysfunction in inflexible, habitual, addiction-
related processes (e.g., Jentsch and Taylor, 1999; Robbins and
Everitt, 1999). We have previously demonstrated that administra-
tion of exogenous DA into the IL restored goal-directed behavior
in animals performing habitually (Hitchcott et al., 2007); our cur-
rent data suggest that this effect was mediated by activity at DA D2

receptors. Importantly, our current work focuses on the ability
of DA manipulations to restore sensitivity in changes to action-
outcome contingency, without investigating the role of change in
outcome value. While in many cases, response strategy selection
in these paradigms is consistent, it is possible that the ability to
track action-outcome relationships is dependent on IL DA signal-
ing in a way that is separate from the ability to regulate responding
for a devalued outcome, and this has yet to be determined. DA
has been shown to differentially affect PFC function depend-
ing on the task used and the dose tested. For example, DA is
thought to impact measures of prefrontal function, such as work-
ing memory, in a dose-dependent manner through D1-mediated
alterations in the signal-to-noise ratio (e.g., Arnsten, 2007). Our
data indicate that in assessments of habit, exogenous DA is pri-
marily acting through DA D2 receptors to decrease infralimbic
activity, which is consistent with the ability of both D2 agonists
and DA to restore flexible reward seeking. In addition, this finding
reconciles the data from studies indicating that both DA infusions
(Hitchcott et al., 2007) and inactivation of the IL restore goal-
directed behavior (Coutureau and Killcross, 2003). The activation
of DA D1 or D2 receptors has distinct and opposing downstream
effects. DA D1 receptors are Gαs coupled, and their stimulation
results in increased production of cyclic adenosine monophos-
phate (cAMP) and the cAMP-dependent protein kinase (PKA).
Activation of Gαi/o coupled DA D2-like receptors, however,
inhibits adenylyl cyclase activity, directly opposing DA D1 activity
and downstream signaling. In addition to inhibition of pyramidal
cells through the above described mechanism, DA D2 activation
may further inhibit projection neurons through enhancement of
GABAergic interneuron activity (Tseng and O’Donnell, 2007a).
Enhanced signaling at infralimbic DA D2-like receptors relative
to D1 receptors is likely to result in decreased neuronal activity.
Based on the evidence that inactivation or lesion of the IL also
impair the expression of stimulus-response habits (Coutureau
and Killcross, 2003; Killcross and Coutureau, 2003), we propose
that the ability of DA infusions in the IL to reinstate sensitivity
to the action-outcome relationship is due to decreased activity
and that the balance of D1/D2 activity in the IL is critical to the
expression of flexible reward-seeking behavior.

Though a precise role for infralimbic DA D1 and D2 signal-
ing in habitual and compulsive-like reward seeking has not been
previously investigated, IL has been implicated in situations of
response conflict (Haddon and Killcross, 2011). Further, a role for
prefrontal DA signaling has also been investigated in other mea-
sures of flexible behavior. Blockade of DA D1 or D2 in the medial
PFC has been shown to impair the ability to update behavior to a
change in reward value, while not impacting the ability to perceive
the change (Winter et al., 2009). Additionally, DA D2 antagonism
impaired flexibility in a set-shifting task, though agonism of DA
D2 did not promote shifting (Floresco et al., 2006). Inhibition of
the DA D4 receptor, a member of the D2-family of receptors, had
opposing effects on set shifting. Consistent with these findings,
it is possible that the effects of DA D1 inhibition and D2 activa-
tion in our experiments result not from a change in infralimbic
activity, but rather through changes in PFC network stability. It
has been suggested that DA D1 activity can stabilize the existing
PFC networks, potentially explaining why loss of DA D1 signaling
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can promote flexible behavior through loss of this stabilization
(e.g., Seamans and Yang, 2004; Durstewitz and Seamans, 2008).
In this model, and consistent with our findings, DA D2 signaling
would promote system lability through reduction in signaling in
the GABAergic neurons, thus enabling the establishment of new
behavioral patterns. The basis for this model, however, is work
done in adolescent animals (e.g., Seamans et al., 2001) in which
the DA D2 impact on GABAergic signaling may be different (i.e.,
opposite) from that seen in adult animals (Tseng and O’Donnell,
2007b; O’Donnell, 2010); however, the discrepancy between these
findings does not appear to be solely dependent on age (Kroener
and Lavin, 2010). It therefore remains unclear whether in adult
animals, D2 activation in the IL may act to reduce GABAergic
inhibition of pyramidal cells, or perhaps, as described above, to
produce a net decrease in IL activity.

As our data suggest that a selective shift in the DA D1:D2 ratio
in the IL can enable a shift in response strategy selection, it is
important to consider that the observed separation between D1
and D2 effects may result from downstream influences on dis-
tinct neuroanatomical targets. It has been well established that
in the striatum, DA D1- and D2-receptor containing medium
spiny neurons are located in distinct populations of neurons
that have separate projection targets. Indeed, striatal D1- and
D2-receptor containing neurons that participate in the direct
and indirect pathways, respectively, have been shown to differ-
entially contribute to the attribution of value to an action and,
therefore, inform response selection in a distinct but comple-
mentary fashion (Tai et al., 2012). While there is evidence that
PFC neurons may co-express DA D1- and D2-type receptors
(Vincent et al., 1995), it has also been demonstrated that D1
and D2 containing neurons are at least in part distinct popu-
lations (e.g., Gaspar et al., 1995; Gee et al., 2012). It may be
that DA D1- and D2-expressing projection neurons in the IL
also have separate targets and that modulation of DA D1 and
D2 signaling differentially impacts downstream brain regions,
therefore enabling a shift in contribution to response strategy
selection between these targets. For example, it has been shown
that disconnection of the IL from the nucleus accumbens shell can
replicate the effects of IL inactivation on cocaine seeking (Peters
et al., 2008). In addition to the nucleus accumbens shell, the IL

also projects extensively to amygdalar nuclei (e.g., Vertes, 2004).
Though the central nucleus of the amygdala has been shown to
interact with the dorsolateral striatum to mediate the expres-
sion of goal-directed and habitual behavior (Lingawi and Balleine,
2012), the effect of IL disconnection from its targets on habitual
and compulsive reward-seeking behavioral control is still under
investigation.

The precise role IL plays in response strategy selection and the
mechanism by which decreased activity in the IL would restore
goal-directed behavior, remain to be elucidated. Studies by Rich
and Shapiro (2009) suggest that infralimbic activity lags behind
response switching, while PL activity leads the change, suggest-
ing perhaps that IL is involved in the maintenance of habits while
activity in the PL is required to flexibly update responding. Loss
of the IL may result in a reversion to the competing memory sys-
tem that uses knowledge of the action-outcome relationship and
outcome value to guide behavior.

SUMMARY AND IMPLICATIONS
The ability to behave flexibly is critical to the successful control of
reward seeking, and a better understanding of the mechanisms by
which response strategies shift away from those that are habitual
or compulsive to those that are goal-directed, is likely to inform
treatment of both drug and food addiction. Here, we show that
increased D2 receptor or decreased D1 receptor activity in the
IL can restore sensitivity to changes in action-outcome contin-
gency and decrease reward seeking in the face of punishment.
Importantly, these data help to explain the apparent discrepancy
between the ability of infusions of DA and inactivation of the IL to
enable a shift in response strategy, and will help to inform future
work investigating the precise role that IL plays in facilitating
plastic behavior.
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Striatal dopamine (DA) is thought to code for learned associations between cues and
reinforcers and to mediate approach behavior toward a reward. Less is known about
the contribution of DA to cognitive flexibility—the ability to adapt behavior in response
to changes in the environment. Altered reward processing and impairments in cognitive
flexibility are observed in psychiatric disorders such as obsessive compulsive disorder
(OCD). Patients with this disorder show a disruption of functioning in the frontostriatal
circuit and alterations in DA signaling. In this review we summarize findings from animal
and human studies that have investigated the involvement of striatal DA in cognitive
flexibility. These findings may provide a better understanding of the role of dopaminergic
dysfunction in cognitive inflexibility in psychiatric disorders, such as OCD.

Keywords: dopamine, cognitive flexibility, obsessive-compulsive disorder, reversal learning, set-shifting, task

switching

INTRODUCTION
In a constantly changing environment behavior has to be adaptive
and flexible. Cognitive flexibility is the ability to adapt goal-
directed behavior in response to changing situational demands.
Cognitive flexibility is one of the cognitive domains that are
grouped together as executive functions or executive control
(Gilbert and Burgess, 2008). Despite the necessity of cognitive
flexibility for everyday functioning there is a substantial varia-
tion within the healthy population (Miyake and Friedman, 2012)
that can be related to variations in dopamine (DA) related genes
in humans (Braver et al., 2010; Barnes et al., 2011) and mice
(Laughlin et al., 2011). Specific deficits in the ability to flexibly
update behavior are observed in various neurological and psychi-
atric disorders such as Parkinson’s disease, schizophrenia, autism,
addiction and obsessive compulsive disorder (OCD) (Cools et al.,
2001; Chamberlain et al., 2006; Verdejo-Garcia et al., 2006; Ceaser
et al., 2008; Yerys et al., 2009).

Here, we intend to provide an overview of animal and human
studies on the relation between cognitive flexibility and DA neu-
rotransmission and relate this to OCD, a psychiatric disease that
combines defects in cognitive flexibility and alterations in DA
processes.

TESTING COGNITIVE FLEXIBILITY
The successful adaptation of behavior following changes in the
environment encompasses several cognitive processes, such as
associative learning, decision making, response selection and
inhibition, working memory and attention. Several neuropsy-
chological tests have been constructed to study different types
of cognitive flexibility, which may recruit varied cognitive func-
tions and depend on parallel neurobiological substrates. The
use and translational applicability of a number of these tasks
was discussed by Barch et al. (2009). One set of tasks probes

flexibility of choice behavior, where selection of one from two
or more options leads to a wanted outcome. For a specific
response to be adapted, the behavior has to be acquired first.
During discrimination learning, subjects learn to discriminate
between a certain rewarded/correct stimulus, strategy or response
rule and another one that is not rewarded/correct. When task
demands change, the response that has been successful so far
no longer yields reward and has to be inhibited, whilst another
response/stimulus/strategy has to be chosen, initiated and main-
tained. This requires extinction of the old association and acqui-
sition of a novel association. Classical reversal learning and
intra- and extradimensional attentional set-shifting fall in this
category.

Reversal learning
With reversal learning, the ability to adapt behavior in response to
a reversal of reinforcement contingencies is studied. This requires
a shift in valence between stimuli or locations that have been
associated with a specific outcome (e.g., a reward) previously.
Depending on the operationalization of the reversal task used, this
can be a reversal of all sorts of cues, but the choice options remain
the same.

Attentional set-shifting and strategy shifting
Attentional set-shifting requires adaptation of behavior following
changes in the relevance of perceptual categories or dimensions.
In an intradimensional set-shift, new stimulus exemplars (i.e.,
novel choice options) are presented but the relevant stimulus
dimension does not change between trials. Successful shifting
requires maintenance of the current rule (attentional set) and
adapting behavior accordingly. In an extradimensional set-shift,
not only are the stimulus exemplars novel, but the reinforced
dimension has also changed. This requires a response shift to a
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dimension that has previously been irrelevant and bypassing of
an acquired attentional bias (Rogers et al., 2000).

In human subjects, the ability to shift cognitive sets is com-
monly tested with the Wisconsin Card Sorting Test (WCST). The
WCST requires matching of a multi-dimensional cue card to one
of four reference cards according to a specific stimulus aspect. The
attentional set-shifting task has been developed as a non-human
primate version of the WCST (Roberts et al., 1988). Because it is
a more direct measure of the ability to shift cognitive set and a
better measure for frontal lobe impairments (Rogers et al., 2000),
it is now often used in human subjects as well.

Both reversal learning and attentional set-shifting paradigms
have been developed for humans, non-human primates and
rodents. Stimulus dimensions consist of different visual stim-
ulus sets that can be simple or compound in nature (human,
non-human primate, rodent) or stimulus sets consisting of mul-
tiple sensory dimensions (spatial, odor, touch, visual); rodent
bowl digging procedure (Birrell and Brown, 2000; Garner et al.,
2006). Discriminations based on stimulus valence have been
classified as representing a lower order of abstraction, whereas
discriminations based on stimulus components or abstract rules
may represent a higher order of abstraction (Wise et al., 1996;
Ragozzino, 2007).

Another example of a procedure based on a response rule or
strategy and an unannounced switch to a different rule or strategy
is response-based versus cue-based responding on a T-maze, often
applied in rodents (Packard, 2009).

A general problem with switching responses in these tasks
is that several processes occur simultaneously and that incor-
rect responses may reflect different mechanisms, i.e., resistance
to extinction versus learned irrelevance (Maes et al., 2004). Task
adaptation (Tait and Brown, 2007) or detailed analysis (e.g., Dias
et al., 1996a) lead to more informative outcomes. Three-choice
paradigms have been used in non-human primates and may offer
superior experimental approaches as they allow testing of more
variable conditions and require animals to trace the value of
several alternative options, as a change in one option does not
automatically imply a change in the other alternative options
(Walton et al., 2010).

Task switching
Task switching is a paradigm that is mostly, but not exclusively
(Stoet and Snyder, 2003; Leenaars et al., 2012) used in human
subjects and requires the rapid switching between stimulus-
response sets that have been acquired previously (Sohn et al.,
2000; Monsell, 2003). Presentation of an external cue indicates
which task (stimulus-response set) has to be executed in a given
trial. This differs fundamentally from reversal learning and set-
shifting procedures, where the presentation of altered contingen-
cies (i.e., “the switch”) is not cued and subjects have to use the
change in reinforcing feedback to adapt behavior accordingly.

Control over prepotent or automatic responses
Another category incorporates tasks that probe the ability to
behave flexibly in conditions that previously allowed automatic
or habitual performance. A well-known example is the counter-
manding or stop-signal task (Logan et al., 1984; Eagle et al., 2008),

testing inhibitory control over actions. Another example is the
anti-saccade task where a more or less automatic action needs to
be suppressed to allow flexible responding (Munoz and Everling,
2004). In the present review we focus on studies using reversal
learning, attentional set-shifting (including WCST) and task-
switching as these tasks have received most translational interest,
have been related to DA function and have been performed in
OCD patients.

NEURAL CIRCUITRY SUPPORTING COGNITIVE FLEXIBILITY
Prefrontal cortex
Within the prefrontal cortex (PFC), damage to different pre-
frontal areas results in dissociable deficits in separate forms
of cognitive flexibility. Damage to the orbitofrontal cortex
(OFC) is thought to specifically impair reversal learning, but
not attentional set-shifting (Dias et al., 1996a; McAlonan and
Brown, 2003; Hornak et al., 2004; Boulougouris et al., 2007).
Damage to the lateral PFC [or medial PFC in rodents, sug-
gested to be functionally equivalent; (Uylings et al., 2003)]
specifically impairs (extradimensional) shifting of attentional
sets but not reversal learning (Owen et al., 1991; Dias et al.,
1996a, 1997; Birrell and Brown, 2000; Bissonette et al., 2008).
However, the proposed unique role of the OFC in reversal
learning is under discussion and alternative views have been
presented (Schoenbaum et al., 2009). Recent findings suggest
that impaired reversal learning in Rhesus monkeys is only
observed following aspiration but not excitotoxic OFC lesions
(Rudebeck et al., 2013), suggesting that reversal learning does
not depend on an intact OFC but instead on intact com-
munication between other prefrontal areas and more caudal
structures. While human brain lesions generally involve pass-
ing fibers and brain parenchym, many studies in rodents and
new world monkeys report deficits after fiber-sparing lesions.
The transient character of impairments in these studies may
reflect evolution-related differences in neurobiological and/or
anatomical substrates of reversal learning (Rudebeck et al.,
2013).

Striatum
Reciprocal projections from PFC to the striatum and thala-
mus form parallel frontostriatal loops, suggesting striatal regions
also contribute to the regulation of cognitive flexibility (Rogers
et al., 2000; Floresco et al., 2006a; Ragozzino, 2007; Clarke et al.,
2008; Castane et al., 2010). Combined results from lesion and
functional imaging studies suggest that different types of cogni-
tive flexibility are regulated by segregated fronto-striatal circuits:
OFC and dorsomedial striatum (human/non-human primate:
caudate nucleus; functional equivalent rodent area: dorsomedial
striatum) are implicated in reversal learning (Divac, 1971; Dias
et al., 1996a; Rogers et al., 2000; McAlonan and Brown, 2003;
Bellebaum et al., 2008; Clarke et al., 2008; Castane et al., 2010;
Ghahremani et al., 2010). Set- and task switching performance
relies on connections between the dorsolateral PFC (or the medial
PFC in rodents which is in this task functionally equivalent)
and striatum (Owen et al., 1991; Dias et al., 1996a,b; Birrell and
Brown, 2000; Sohn et al., 2000; Manes et al., 2002; Ragozzino,
2007; Graham et al., 2009). It should be noted that these circuits
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are not fully segregated but overlapping. Importantly, these cir-
cuits show consistent similarities between primates and rodents
(Mailly et al., 2013).

DOPAMINE
DA is an important neuromodulator in fronto-striatal circuits. A
substantial amount of work has described a role for DA in reward-
related learning and motivated behavior. More specifically, burst
firing of DA neurons (associated with phasic DA release) may
code a quantitative prediction error that serves as a teaching signal
to guide behavior and is essential for a range of learning situa-
tions (Montague et al., 1996; Schultz et al., 1997; Schultz, 2013;
Steinberg et al., 2013). Yet not much is known about the contri-
bution of DA to the adaptation of behavior following changing
task demands, such as a reversal of contingencies. A common
factor in all tests of cognitive flexibility is the expectation of a
reward (or absence of punishment) when a correct response is
made. The absence of an expected reward and presence of an
unexpected reward following a reversal or shift is the archetypal
situation for the occurrence of reward prediction errors coded
by DA. Therefore, one would expect that DA is in some way
involved in the regulation of cognitive flexibility. However, in the
past decade the role of the PFC and its serotonergic innervation
in cognitive flexibility received most attention (e.g., Robbins and
Arnsten, 2009).

In this review, we summarize findings from animal and human
studies that investigated whether DA contributes to the regulation
of cognitive flexibility. First, we will describe pharmacological
manipulations to the DA system in humans and animals, then
DA-related genetics in humans and animals. Next, we report
on DA changes and cognitive flexibility in OCD, to investigate
whether alterations in DA signaling contribute to cognitive inflex-
ibility in this disorder. Previously, OCD has been proposed to be
characterized by a hyperdopaminergic state (Denys et al., 2004b)
and similar states in animals have repeatedly been described as
leading to OCD-like behaviors (see further). This, combined with
the suggestion that impairments in the ability to flexibly adapt
behavior may be an endophenotype for OCD (Robbins et al.,
2012) drove us to review the evidence for a relation between
the two.

PHARMACOLOGICAL MANIPULATIONS AND IMAGING
STUDIES IN HUMAN SUBJECTS
DA SYNTHESIS
DA synthesis capacity in humans is determined after admin-
istration of radio labeled F-DOPA or F-tyrosine and imaging
the resulting fluorinated amines using PET. The observed vari-
ations in DA synthesis capacity may relate to variations in DA
neurotransmission, as a significant negative correlation between
synthesis capacity and D2- receptor availability was reported (Ito
et al., 2011). Decreasing DA synthesis by dietary omission of DA
precursors tyrosine and phenylalanine reduces occupation of D2

receptors by endogenous DA, suggesting decreased DA transmis-
sion (Montgomery et al., 2003). Administration of the tyrosine
hydroxylase inhibitor alpha-methyl-paratyrosine also reduces D2

occupation by endogenous DA (Verhoeff et al., 2003), but affects
noradrenergic signaling as well (Krahn et al., 1999).

The small number of studies using these approaches does
not support a general relation between DA synthesis and flex-
ible updating of task information: no correlation was observed
between DA synthesis capacity and task performance on the
WCST (Vernaleken et al., 2007), and reward- and punishment-
based reversal learning was not impaired following DA depletion
in males (Robinson et al., 2010). In contrast, catecholamine
depletion (affecting both DA and NA) impaired performance
during probabilistic reversal learning (Hasler et al., 2009).

Other studies suggest that when tasks are used that allow more
selective approaches, a differential involvement of DA synthesis
is observed. Thus, subjects with high DA synthesis capacity per-
form worse compared to subjects with low DA synthesis capacity
when presented with shifts in object features but not in abstract
rules in a task-switching paradigm (Dang et al., 2012). Cools et al.
(2009) reported that individuals with high DA synthesis capac-
ity perform better when presentation of an unexpected reward
signals reversal compared to reversals that are signaled by pre-
sentation of an unexpected punishment, whereas the opposite is
observed for individuals with low DA synthesis capacity. Females
tend to have a higher DA synthesis capacity (Laakso et al., 2002)
and this may explain gender-related differences such as the DA
depletion-induced improvement of punishment-based but not
reward-based reversal learning in females (Robinson et al., 2010).

In conclusion, DA synthesis is differentially associated with
task features in cognitive flexibility and variations in synthesis
capacity affect performance only in some task conditions, proba-
bly depending on specific DA homeostasis parameters in cortical
and striatal areas (cf. Cools and D’Esposito, 2011).

DA RECEPTOR/TRANSPORTER BINDING
Using imaging techniques, baseline availability of DA receptors
and transporters can be investigated and related to task perfor-
mance. Receptor availability in resting conditions provides an
index of the number of receptors unoccupied by the endogenous
transmitter. Subjects with higher availability of DA transporters in
the striatum make less perseverative errors in the WCST (Hsieh
et al., 2010) but the interpretation of this finding depends on
whether the higher availability reflects the density of the DA
innervation or a possible substrate-induced adaptation (Chen
et al., 2010).

WCST performance has also been linked to differences in DA
receptor availability (see Table 1). Decreased striatal D2 availabil-
ity is associated with impaired performance (Volkow et al., 1998),
but D2/D3 receptor binding in the anterior cingulate cortex cor-
relates positively with the number of errors made in the WCST
(Lumme et al., 2007).

For DA transmission through D1 receptors, an optimal level
of DA activity is required for best working memory perfor-
mance (Williams and Goldman-Rakic, 1995; Zahrt et al., 1997;
Vijayraghavan et al., 2007). Similar results were obtained for
flexible responding in the WCST where impaired performance
is observed for both high and low prefrontal D1 (but not D2)
binding [(Takahashi et al., 2008), but see Karlsson et al. (2011)].

When receptor availability is assessed during task perfor-
mance, it provides a measure of task-related release of endoge-
nous DA. Reduced binding to D2 receptors in the dorsal striatum
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(Monchi et al., 2006a) and anterior cingulate cortex (Ko et al.,
2009) during set-shifting (see Monchi et al., 2006b) suggests that
DA is indeed released during tasks requiring flexibility. Transient
inactivation of dorsolateral PFC activity impaired striatal DA
release as well as task performance, suggesting both are under
top–down control by the dorsolateral PFC (Ko et al., 2008).

Taken together, these findings indicate that DA is activated
and can influence performance on set-shifting tasks through D2

receptors in the striatum and anterior cingulate cortex, whereas
in the PFC, DA activity through D1 receptors can modulate
performance. In addition, optimum values may exist for both
extracellular DA concentrations and DA receptor numbers. The
majority of studies relating performance on cognitive flexibility
tasks to DA-receptor binding potential have specifically focused
on binding to D2 receptors in specifically delineated brain areas.
Therefore, although this provides evidence that D2 receptors
modulate performance in these types of tasks, one cannot exclude
the involvement of D1 receptors.

PHARMACOLOGICAL MANIPULATIONS AFFECTING DA SIGNALING
DA neurotransmission during task performance can be influ-
enced by administration of pharmacological agents that directly
bind to DA receptors or by drugs that induce DA release.
Combining the administration of pharmacological agents with
functional imaging during task performance indicates in which
brain areas modulation by DA is most pronounced.

DA ANTAGONIST
Systemic administration of the D2 receptor antagonist sulpiride
slows response times during task-switching (Mehta et al., 2004)
and impairs performance of an extra-dimensional set-shift, with-
out affecting intra-dimensional set-shifting (Mehta et al., 1999,
2004). Sulpiride enhances performance on reward-based reversal
learning (van der Schaaf et al., 2012). This behavioral effect was
stronger in subjects with higher working memory capacity [which
is assumed to reflect higher striatal DA synthesis capacity (Cools
et al., 2008)]. In addition to behavioral effects, sulpiride also
increased striatal BOLD signals during unexpected outcomes,
irrespective of whether the unexpected outcome was a reward or
a punishment (van der Schaaf et al., 2012).

INDIRECT DA AGONIST
Methylphenidate is a psychostimulant that increases striatal extra-
cellular DA levels (Volkow et al., 2001), but also affects serotonin
(5-hydroxytryptamin, 5-HT) and noradrenaline (Kuczenski and
Segal, 1997). Administration of methylphenidate leads to dis-
placement of raclopride binding to D2/3 receptors (Clatworthy
et al., 2009). These changes in the post commissural part of the
caudate nucleus were associated with effects on reversal learning,
such that a large displacement following methylphenidate was
associated with impaired performance and a small displacement
with improved performance (Clatworthy et al., 2009). As these
effects may depend on individual variation in receptor availability
and DA synthesis capacity, behavioral effects of the psychostimu-
lant on measures of flexibility are likely to be averaged out when
the individual variation is not taken into account—which may
explain the negative results on attentional set-shifting (Elliott
et al., 1997).

Administration of methylphenidate influences brain activation
in ventral striatal regions during behavioral adaptation and mod-
ulates activity in frontal regions during cognitive control. Thus,
activation in ventral striatal regions was reduced during rever-
sal errors (even in the absence of behavioral effects), whereas
in prefrontal regions, increased activation was observed follow-
ing correct responses (Dodds et al., 2008). The balance of DA in
frontal and striatal regions may therefore be crucial in regulating
the balance between cognitive control and cognitive flexibility.

DA AGONIST
Interestingly, DA synthesis capacity also influences the effect of
direct DA agonists on task performance. While (Mehta et al.,
2001) originally observed an increase in non-perseverative errors
and slowed reaction times during probabilistic reversal learning
after administration of the D2 agonist bromocriptine, Cools et al.
(2009) later showed that this drug impaired reversal learning from
unexpected rewards in subjects with high DA synthesis capacity,
but improved the same parameter in subjects with low synthesis
capacity in striatal regions.

The beneficial effect of D2 receptor stimulation in subjects
with low DA synthesis capacity is not limited to reversal learn-
ing. Bromocriptine can also improve performance on the WCST
(Kimberg et al., 1997) and task-switching performance (van
Holstein et al., 2011) in subjects with low DA synthesis capacity,
whereas no effects are observed following administration of per-
golide, which differs from bromocriptine in that it also activates
D1 receptors (Kimberg and D’Esposito, 2003). That the improve-
ment on task switching after bromocriptine can be specifically
related to the function of D2 receptors was shown by (van
Holstein et al., 2011), as pre-treatment with the D2 antagonist
sulpiride blocked the beneficial effect. Therefore, performance
of subjects with high DA synthesis capacity is impaired follow-
ing administration of bromocriptine, and increases following
administration of sulpiride.

SUMMARY AND CONCLUSION
To conclude (see Table 1), flexible updating of behavior in set-
shifting tasks (WCST and attentional set-shifting) as well as
task switching is associated with increased DA neurotransmis-
sion through D2-receptors. In particular, the mediating effects
of D2 signaling on task performance have been observed in the
dorsal striatum and anterior cingulate cortex, which is in line
with observations from imaging and lesion studies suggesting the
involvement of the connections between PFC and dorsal stria-
tum in the regulation of these types of flexibility (Owen et al.,
1991; Sohn et al., 2000). This also concurs with observations in
patients with PD. In the early stages of PD, when DA depletion
is largely limited to the dorsal striatum, patients show impair-
ments in task switching whereas reversal learning performance is
spared. Administration of levodopa reverses the impairments in
task switching, whilst it impairs performance on reversal learn-
ing probably due to overstimulation of DA receptors in ventral
striatal regions (Cools, 2006; Kehagia et al., 2010). In control sub-
jects increased D2-mediated transmission also impairs reversal
learning, although this may turn into an improvement when DA
synthesis capacity is low.
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Table 1 | Summary of effects of pharmacological manipulations to the dopamine system on cognitive flexibility in human subjects.

Paradigm Manipulation Performance References

WCST

Depletion ↓ response times Nagano-Saito et al., 2008
Synthesis capacity = Vernaleken et al., 2007
D2 agonist ↑ Kimberg et al., 1997
D1/D2 agonist = Kimberg and D’Esposito,

2003
DAT availability Striatum ↑ reduced errors Hsieh et al., 2010
D2/D3 binding Anterior cingulate Lumme et al., 2007
D1 binding Dorsolateral PFC Takahashi et al., 2008

REVERSAL LEARNING

DA Depletion ↑ punishment based reversal Robinson et al., 2010
Catecholamine depletion ↓ probabilistic reversal Hasler et al., 2009
Synthesis capacity High

Low
↑ reward based reversal
↑punishment based reversal

Cools et al., 2009

D2 agonist High DA
synthesis Low
DA synthesis

↓ more errors, longer RT
↓ reward based reversal
↓ reward based reversal

Mehta et al., 2001
Cools et al., 2009

D2 antagonist ↑ reward based reversal van der Schaaf et al., 2012
TASK SWITCHING

Synthesis capacity = abstract rule shift
↑ object feature shift

Dang et al., 2012

D2 agonist Low DA
synthesis

↑ van Holstein et al., 2011

D2 antagonist ↓ longer RT
ATTENTIONAL SET-SHIFT

D2 binding Dorsal striatum
Anterior
Cingulate

Binding reduced during shifts Monchi et al., 2006a; Ko
et al., 2009

D2 antagonist ↓ EDS performance
= IDS performance

Mehta et al., 1999, 2004

D2 agonist Methylphenidate = Elliott et al., 1997

= no effect, ↑ increased performance, ↓ decreased performance.

DA, dopamine; RT, reaction time; EDS, extra dimensional set-shift; IDS, intradimensional set-shift.

Human studies have particularly shown the importance of
individual differences in the DA system. Individual differences
in DA synthesis capacity influence both task performance and
effects of manipulations to the DA system in different types of
flexibility. Individual differences in D2 receptor availability also
influence stimulation-induced changes in performance during
reversal learning. The combined study of manipulations to the
DA system with performance on behavioral tasks, indicate that
DA transmission in the ventral striatum changes during reversal
learning.

These results also indicate that there may be differences in the
involvement of DA in reversal learning compared to set-shifting
and task switching. As noted before, these paradigms are thought
to represent different levels of complexity and may depend on dif-
ferent brain areas. However, studies differ in the task designs used
to study one type of cognitive flexibility. Therefore, replication of
effects of DAergic manipulations using similar task designs would
help in delineating the possible differences in DA contribution to
reversal, set-shifting and task switching.

A question remains in what way D1 receptors contribute to
behavioral performance during cognitive flexibility tasks. Direct
manipulations of D1 signaling or studies relating performance on

behavioral task to D1 receptors availability are scarce. Combining
the administration of pharmacological agents with functional
imaging during performance of different behavioral paradigms
may provide more insight on the effects of DA on cognitive
flexibility in prefrontal and striatal regions.

PHARMACOLOGICAL MANIPULATIONS IN ANIMALS
The use of pharmacological imaging in human subjects pro-
vides insight into the role of DA in cognitive flexibility, but the
use of animals permits direct (and invasive) manipulations and
measurements and can extend and specify findings obtained in
human subjects. Here, we will discuss animal studies that have
used pharmacological manipulations of the DA system or DA
depletion to investigate in what way DA in prefrontal and striatal
regions contributes to cognitive flexibility.

DA DEPLETION STUDIES
In rodents, lesioning DAergic projections in the nucleus accum-
bens core (though DA in the medial PFC was similarly affected)
impairs both spatial discrimination and reversal learning on a
T-maze (Taghzouti et al., 1985). Selective depletion of DA neu-
rotransmission in the dorsomedial striatum impairs odor guided
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reversal learning, without affecting initial discrimination learning
(O’Neill and Brown, 2007). A selective deficit in reversal learning
following DA depletion in the dorsomedial striatum was observed
in primates as well (Clarke et al., 2011). The deficit in reversal
learning following DA depletion is not perseverative, suggesting
that DA may be particularly important for the learning phase
after reversal, rather than mediating response inhibition to the
previously rewarded side. The effect was not only shown in the
first, but also in subsequent reversals. Importantly, the deficit is
neurochemically specific, as depletion of 5-HT neurotransmis-
sion in the mediate caudate nucleus does not affect behavioral
performance during reversal learning (Clarke et al., 2011). A
previous study also found decreased performance on reversal
learning (although this did not reach significance) (Collins et al.,
2000). Subsequently, Crofts et al. (2001) showed that although
acquisition, maintenance and initial shifting of an attentional
set are intact, monkeys with DA depletion in the caudate are
impaired when they have to make an attentional shift to a stim-
ulus dimension that was learned to be irrelevant in a previous
extra dimensional shift (Collins et al., 2000; Crofts et al., 2001).
Therefore, DA in the caudate nucleus appears to be involved in
situations that require a shift of established cognitive sets (Collins
et al., 2000).

In contrast to DA depletion in striatal regions, selective DA
depletion in frontal regions is complicated by the accompa-
nied depletion of noradrenaline (Roberts et al., 1994; Crofts
et al., 2001). Although Roberts et al. (1994) observed a specific
improvement in performance on extra-dimensional set-shifts
after prefrontal catecholamine depletion in non-human primates,
a later study suggests that this may actually result from an inabil-
ity to maintain an attentional set (Crofts et al., 2001). Prefrontal
catecholamine depletion is associated with long lasting enhance-
ment of striatal DA release, suggesting that it may be the balance
between DA levels in prefrontal and striatal regions rather than
DA levels in either region that affects behavior (Roberts et al.,
1994).

DA VERSUS 5-HT
Based on data from depletion studies, a neurochemical disso-
ciation between prefrontal and striatal regions in the control
of cognitive flexibility during reversal learning has been sug-
gested. In the caudate nucleus, DA, but not 5-HT depletion
impairs performance during reversal learning. Previously, it was
reported that 5-HT, but not DA neurotransmission in the OFC
is required for successful behavioral adaptation in a spatial rever-
sal learning task (Clarke et al., 2004, 2007). Depletion of 5-HT
in the OFC specifically impairs reversal learning by increasing
perseverative responding, but does not affect attentional set-
shifting (Clarke et al., 2005). OFC DA depletion, however, leads to
impaired extinction, albeit not in a perseverative manner (Walker
et al., 2009). The contributions of 5-HT and DA neurotransmis-
sion to cognitive flexibility therefore appear to be confined to
separate functions related to regions of the cortico-striatal cir-
cuit. Recently, (Groman et al., 2013) suggested that the balance
between 5-HT levels in the OFC and DA levels in the dorsal stria-
tum contributes to individual differences in cognitive flexibility.
Reduced performance on a reversal learning task is associated

with low levels of 5HT in the OFC when DA levels in the putamen
are low, but not when DA levels in the putamen are high (Groman
et al., 2013). These findings indicate that cognitive flexibility is
under control of DA and 5-HT, while other data show involve-
ment of noradrenaline, as well (Bouret and Sara, 2004; Lapiz and
Morilak, 2006; Seu et al., 2009).

EFFECTS OF PSYCHOSTIMULANTS
Psychostimulants such as methylphenidate, (meth)amphetamine
and cocaine increase release of DA and other monoamines
by blocking catecholamine re-uptake or promoting DA release
(Sulzer et al., 2005). Administration of methylphenidate in
rodents does not affect reversal learning (Seu and Jentsch, 2009;
Cheng and Li, 2013), although the latter authors observed benefi-
cial effects in animals with reversal learning impairments (sponta-
neously hypertensive rats). Effects of amphetamine and metham-
phetamine on reversal learning have been variable, but possibly
dose-dependent: high doses (5 mg/kg) impair reversal learning
(Ridley et al., 1981; Arushanian and Baturin, 1982; Idris et al.,
2005; Cheng et al., 2007; White et al., 2009; Izquierdo et al., 2010;
Kosheleff et al., 2012; Talpos et al., 2012), while intermediate doses
1–2 mg/kg show no effect or improved learning (Wilpizeski and
Hamilton, 1964; Kulig and Calhoun, 1972; Mead, 1974; Weiner
and Feldon, 1986; Weiner et al., 1986; Daberkow et al., 2008;
Pastuzyn et al., 2012; Soto et al., 2012) and low doses again
impair reversal performance (Ridley et al., 1981; Idris et al., 2005).
These results are compatible with the general idea that cognitive
function depends on DA activity in an inverse U-shaped fash-
ion (Cools and D’Esposito, 2011; Arnsten et al., 2012). However,
given the multiple and differential effects of psychostimulants on
monoamine release in prefrontal and striatal regions it is often
difficult to conclude whether these effects depend on increased
DA release. Yet, for methylphenidate Cheng and Li (2013) showed
that the beneficial effect were blocked by local injections with
haloperidol in the OFC.

SYSTEMIC EFFECTS OF DA (ANT)AGONISTS
While selective depletion studies indicate specific brain areas
where DA modulates flexible behavior, administration of phar-
macological agents that are selective for a specific receptor sub-
type indicate how D1 and D2 receptor subtypes are involved.
In primates, both stimulation and inhibition of D2/D3 recep-
tor function results in difficulties in adapting behavior follow-
ing changing task demands, but not during acquisition of the
original discrimination (Smith et al., 1999; Lee et al., 2007).
Administration of the D2/D3 antagonist raclopride affects per-
formance on reversal learning when administered alone, but
only when the reversal is preceded by retention of the origi-
nally acquired discrimination (Lee et al., 2007). Performance is
also reduced by the D3/D2 agonist 7-OH-DPAT (Smith et al.,
1999) and this deficit is antagonized by co-administration with
the D2/D3 antagonist raclopride, but not the D2-selective antag-
onist sulpiride, suggesting stimulation of D3 receptors impairs
performance (Smith et al., 1999).

In rodents, like in primates, administration of a D2/D3 ago-
nist (quinpirole) impaired spatial reversal learning in an oper-
ant chamber by increasing the number of perseverative errors.
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Administration of a D2/D3 antagonist (raclopride) or selective
D3 antagonist (nafadotride) had no effect (Boulougouris et al.,
2009). The quinpirole-induced deficit is attenuated when raclo-
pride is co-administered, but worsens after co-administration
with nafadotride. Selective stimulation of D2-receptors (co-
administration of quinpirole and nafadotride) increased both
the number of discrimination errors and of perseverative and
learning errors in the reversal phase (Boulougouris et al.,
2009). Thus, stimulation of D3 receptors may be important
for the acquisition of altered response-reward contingencies
during reversal learning whereas D2-receptor activation may
cause a more generalized impairment (Boulougouris et al.,
2009).

Systemic administration of a D1/D5 antagonist does not affect
reversal learning in primates (Lee et al., 2007), though in rodents
systemic administration of a D1 agonist (SKF-812979) impairs
early, but not late stages of reversal learning (Izquierdo et al.,
2006). Extradimensional set-shifting on the other hand improves
following intermediate, but not high or low doses of a D1 agonist
(Nikiforuk, 2012).

These findings suggest that D2-like receptors contribute to the
regulation of cognitive flexibility, possibly in a dose-dependent
manner. System administration of D1-like receptors has received
less attention and could affect cognitive flexibility depending on
the species or behavioral task used.

LOCAL EFFECTS IN THE STRIATUM
Local manipulations of DA neurotransmission can elucidate
in which way DA neurotransmission in specific subregions of
the fronto-striatal circuit can contribute to cognitive flexibility
(although see, Arnt, 1985) for the limitations of this approach).
Execution or suppression of actions leading to reward are con-
trolled by two parallel cortico-striato-thalamo-cortical pathways
(Frank and Claus, 2006). From the striatum, output neurons in
the direct pathway connect to cortical regions via connections to
globus pallidus pars interna (GPi)/substantia nigra pars reticu-
lata (SNr) and thalamus. Output neurons in the indirect pathway
project via globus pallidus pars externa, subthalamic nucleus to
GPi/SNr, thalamus and cortex. Activity in these pathways can be
differentially modulated by activation of D1 or D2 receptors in
the striatum (Frank and Claus, 2006). Yawata et al. (2012) inves-
tigated pathway specific control of reward learning and cognitive
flexibility. Blocked neurotransmission in the direct pathway, com-
bined with D1 blockade in the contralateral nucleus accumbens
impaired the acquisition phases of the original discrimination
as well as the discrimination presented after a reversal or a rule
shift, while stimulation of D1 receptors did not influence behav-
ior (Yawata et al., 2012). Application of a D2 agonist combined
with contralateral blockade of the indirect pathway induced per-
severative responding during reversal learning and also affected
rule shifting, without affecting acquisition of the original discrim-
ination problem (Yawata et al., 2012). These findings suggest that
within the nucleus accumbens, stimulation of DA D1 receptors
(direct pathway) aids the acquisition and relearning of behav-
ioral responses to a particular stimulus, whereas suppression
(i.e., a phasic interruption) of D2-mediated transmission (indi-
rect pathway) may be required to allow reorganization of ongoing

behavioral patterns. These results are in line with previous find-
ings reporting impaired reversal learning after local stimulation
of D2 receptors, while during set-shifting blocking D1 receptors
impaired maintenance of the new strategy and stimulation of D2

receptors induced perseverative responding (Haluk and Floresco,
2009).

LOCAL EFFECTS IN THE PREFRONTAL CORTEX
DA depletion in the OFC did not affect reversal learning (Clarke
et al., 2007), but local manipulation of DA receptors in the OFC
can influence aspects of cognitive flexibility. Blockage of D1 or D2

receptors in OFC prevents development of discriminative reac-
tion times to high and low rewards under reversal conditions,
without affecting accuracy (Calaminus and Hauber, 2008). In
a task that required rats to adapt behavior following a change
in reward value, by manipulating the amount of lever presses
required to obtain a food pellet, local inhibition of D1 but not
D2 receptors in the OFC impaired performance (Winter et al.,
2009). In the MPFC, local inhibition of both D1 and D2 recep-
tors inhibits performance (Winter et al., 2009). Set-shifting ability
in a maze-based shifting task is affected by manipulations of
several DA receptors in the MPFC. Local blockade of D1 and
D2 receptors as well as stimulation of D4 receptors results in
perseverative responding, whereas blockade of the D4 receptor
improves performance (Ragozzino, 2002; Floresco et al., 2006b).
This contrasts with the findings of D1 blockade in the nucleus
accumbens, which did not induce perseverative responding, but
affected maintenance of the new strategy.

In vivo DA MEASUREMENTS RELATED TO COGNITIVE FLEXIBILITY
Only a few reports on the measurement of extracellular levels
of DA in the brain (reflecting DA release) are available. In the
nucleus accumbens, these levels are higher during acquisition
of a rule shift compared to simple rule acquisition in a T-maze
set-shift paradigm (Stefani and Moghaddam, 2006), clearly sug-
gesting a role for DA in the nucleus accumbens in the regulation
of cognitive flexibility, in particular strategy or set-shifting. In the
mPFC, both rule acquisition and rule shifting in a T-maze are
accompanied by increased DA levels and higher basal mPFC DA
levels were associated with rapid shifting between discrimination
rules (Stefani and Moghaddam, 2006). After inhibiton of COMT,
animals also show increased task-related, but not basal extracel-
lular DA levels in the medial PFC, suggesting that task-induced
increases in PFC DA release may contribute to set-shifting perfor-
mance (Tunbridge et al., 2004).

DA (but not noradrenaline) release in the MPFC is elevated
and prolonged during performance of a spatial reversal session in
a skinnerbox, compared to release in a discrimination session pre-
ceding reversal (van der Meulen et al., 2007). Within the reversal
session, the DA elevation was most pronounced during the phase
in which rats improved performance.

These findings suggest elevated DA release in both striatal and
prefrontal regions during execution of cognitive flexibility tasks.

SUMMARY AND CONCLUSION
Taken together (see Table 2), DA appears to be actively involved
in the performance of tasks requiring cognitive flexibility: DA
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Table 2 | Summary of effects of pharmacological manipulations to the dopamine system on cognitive flexibility in animals.

Paradigm Region Manipulation Performance References

SET-SHIFT

Nucleus
accumbens

D1 Agonist
Antagonist

=
↓ Impaired maintenance new
strategy

Haluk and Floresco, 2009

D2 Agonist
Antagonist

↓ perseveration
=

Haluk and Floresco, 2009

Dorsomedial
striatum

Depletion ↓ EDS, only when switching
to previously dimension

Collins et al., 2000

MPFC D1 Agonist
Antagonist

=
↓ Perseverative

Floresco et al., 2006b
Ragozzino, 2002

D2 Agonist
Antagonist

=
↓ more trials/errors to
criterion. Perseverative

Floresco et al., 2006b

D4 Agonist
Antagonist

↓ more trials/errors to
criterion. Perseverative
↓ more trials/errors to
criterion. Perseverative

Floresco et al., 2006b

Frontal Depletion ↓ Maintenance of set (IDS) Crofts et al., 2001
Roberts et al., 1994

REVERSAL

Systemic (primate)
Systemic (rodent)

D1 Antagonist =
↓

Lee et al., 2007
Izquierdo et al., 2006

Systemic (rodent) D2/D3 Agonist ↓ perseveration Boulougouris et al., 2009
Systemic (primate)
Systemic (rodent)

D2/D3 Antagonist ↓ more trials/errors to
criterion
=

Lee et al., 2007
Boulougouris et al., 2009

Systemic (primate) D3/D2 Agonist ↓ more trials/errors to
criterion

Smith et al., 1999

Nucleus
accumbens

D1 Agonist
Antagonist

=
=

Haluk and Floresco, 2009
Calaminus and Hauber, 2007

D2 Agonist
Antagonist

↓ trials to criterion/errors, but
not perseveration
=

Haluk and Floresco, 2009
Calaminus and Hauber, 2007

Depletion ↓ Taghzouti et al., 1985
Dorsomedial
striatum

Depletion ↓ more trials to criterion O’Neill and Brown, 2007
Clarke et al., 2011

OFC D1 Antagonist ↓ absence discriminative
reaction times (high/low
reward)
↓ impaired maintenance low
effort response

Calaminus and Hauber, 2008
Winter et al., 2009

D2 Antagonist ↓ absence discriminative
reaction times (high/low
reward)
= reversal required effort not
affected

Calaminus and Hauber, 2008
Winter et al., 2009

MPFC D1 Antagonist ↓ impaired maintenance low
effort response

Winter et al., 2009

D2 Antagonist ↓ impaired maintenance low
effort response

Winter et al., 2009

= no effect, ↑ increased performance, ↓ decreased performance.

EDS, extra dimensional set-shift; IDS, intradimensional set-shift; MPFC, medial prefrontal cortex; OFC, orbitofrontal cortex.

release is increased, local DA depletion impairs performance and
pharmacological interference alters task execution. Whereas DA
depletion studies indicated ventral and dorsomedial striatum as
the primary location where DA influences cognitive flexibility,

specific DA receptor stimulation/blockade studies and in vivo
release measurements implicate prefrontal regions as well. A com-
plicating factor is that manipulation of prefrontal DA also affects
striatal DA transmission (Roberts et al., 1994).
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It is important to note that impairment of reward-related
learning and cognitive flexibility following perturbations in DA
signaling is almost always of transient nature: subjects eventually
do make the switch when sufficient trials are presented, suggesting
that DA may facilitate these behaviors, but is not indispensable.

Interestingly, most pharmacological studies investigating the
involvement of DA-subtype selective receptors have indicated
that striatal blockade of D1-receptors and overactivation of D2-
receptors impairs performance. This was most elegantly shown
in the study of Yawata et al. (2012): DA signaling through D1

receptors in the nucleus accumbens and the direct basal ganglia
pathway contributes to the acquisition of a new reward-directed
behavior in a four-armed maze once switching has occurred (i.e.,
D1 stimulation could contribute to new learning following a
behavioral switch), whereas suppression of D2-mediated trans-
mission in the accumbens and the indirect pathway is required for
the reorganization of behavioral patterns. A transient elevation
in DA potentiates connections in the direct pathway to initiate
movement toward reward, whereas a transient dip in DA potenti-
ates connections in the indirect pathway to suppress movements
that are no longer rewarded (Hong and Hikosaka, 2011). The
findings from animal studies do indicate a role for the DA in the
nucleus accumbens mediating cognitive flexibility, both reversal
and strategy or set-shifting, whereas less research has focused on
local manipulation of D1 or D2 receptors in dorsomedial or dor-
solateral striatal regions. However, a role for dorsal striatal regions
has been indicated by selective DA depletion studies as well as a
significant amount of human data. Moreover, in the primate dor-
sal striatum (caudate and putamen), availability of D2-receptors
can be related to performance during reversal but not discrim-
ination learning (Groman et al., 2011). This warrants further
investigation of the effects of manipulating D1 or D2 signaling in
striatal regions other than the nucleus accumbens.

In general, these conclusions are similar to those based on
human data, as discussed in the previous section. However, unlike
what was reported in humans, D2-based manipulations seem to
affect lower order (cue reversal) and higher order (rule or task
switch) processes in a similar way. It is unclear if D2-mediated
effects in animals depend on DA synthesis capacity.

CONTRIBUTIONS OF DA GENOTYPE TO COGNITIVE
FLEXIBILITY IN HUMANS
Individual variability in executive functioning may be subserved
by a strong genetic component (Friedman et al., 2008). The
expression of complex traits such as cognitive flexibility is likely
regulated by multiple genes that each contribute a small effect.
Several polymorphisms in genes affecting DA functioning have
been investigated to explain individual variability in cognitive
flexibility.

DA RECEPTORS AND INTRACELLULAR SIGNALING
D1

DARPP-32 (DA and cAMP regulated phosphoprotein of 32kDA)
is strongly expressed in medial spiny neurons in the striatum,
where it is stimulated by D1 and inhibited by D2 receptor activa-
tion and mediates post-receptor effects of DA (Nishi et al., 1997;
Svenningsson et al., 2004). Enhanced performance on several

cognitive tasks, including the WCST, was observed for a fre-
quent haplotype in the DARPP-32 gene that is associated with
increased post-mortem DARPP-32 expression and affects struc-
tural and functional connectivity between PFC and striatum
(Meyer-Lindenberg et al., 2007). The polymorphism was also
associated with better learning from positive feedback (Frank
et al., 2007). This suggests D1 receptors in the striatum could con-
tribute to learning after positive feedback, supporting successful
switching of behavior in cognitive flexibility tasks by maintaining
responses to the newly rewarded site.

D2

The DRD2-TAQ1 polymorphism is located close to the exon cod-
ing for the D2 receptor. A1-allele carriers show a reduced number
of available D2 receptors [(Thompson et al., 1997; Pohjalainen
et al., 1998), but see Lucht and Rosskopf (2008)] and the A1-
allele is associated with increased DA synthesis in the striatum
(indicating reduced autoreceptor-mediated feedback regulation)
(Laakso et al., 2005). In a probabilistic learning task, carriers of
the A1-allele showed reduced ability to learn from errors accom-
panied by functional changes in the frontostriatal circuitry (Klein
et al., 2007). A1-carriers showed blunted reward-related activity
in the NAC, reduced activity in the posterior medial frontal cor-
tex during negative feedback and reduced interactions between
the medial frontal cortex and hippocampus (Klein et al., 2007).
The use of feedback is required to adapt responding during rever-
sal learning and, not surprisingly, A1-carriers perform worse
(Jocham et al., 2009). Following presentation of a reversal, they
were less likely to maintain the newly rewarded response, but
kept alternating responses and showed diminished activation of
orbitofrontal and ventral striatal regions during reversals (Jocham
et al., 2009). Task-switching performance on the other hand is
improved in A1-carriers, who show reduced switch costs asso-
ciated with decreased activity in the lateral PFC and decreased
connectivity between PFC and dorsal striatal regions (Stelzel
et al., 2010). Switching tasks does not depend on the use of feed-
back and is supported by different circuits/areas than switching
responses based on the use of feedback (Stelzel et al., 2010). This
illustrates how impaired DA transmission could have different
effects depending on the operationalization of the cognitive flex-
ibility task that is used, i.e., whether on-line feedback-induced
response adaptation (“learning”) is essential or not.

A second polymorphism affecting availability of striatal D2

receptors is the C957T polymorphism of the DRD2 gene
(Hirvonen et al., 2004, 2005). CC-allele carriers show reduced
binding potential to striatal D2 receptors (Hirvonen et al., 2004,
2005) and impaired responding in the WCST (Rodriguez-Jimenez
et al., 2006). In addition, CC-allele carriers are reduced in their
ability to use negative feedback in a probabilistic reinforcement
learning task (Frank et al., 2007). These concurrent findings sug-
gest that reduced availability of D2 receptors is associated with
impaired cognitive flexibility, resulting from an inability to use
negative feedback to adapt behavior.

DA TRANSPORTER AND METABOLIZING ENZYMES
The DA transporter (DAT) regulates re-uptake of DA from the
synaptic cleft in striatal regions, whereas its influence in the PFC is
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less pronounced (Sesack et al., 1998). Using a task-switching pro-
tocol based on the WCST, Garcia-Garcia et al. (2010) observed
impaired performance and electrophysiological differences in 9-
repeat allele carriers compared to 10-repeat allele carriers of the
DAT gene. During task-switching, manipulation of reward antic-
ipation affects performance and striatal activity depending on
DAT genotype, suggesting striatal DA levels mediate the influence
of motivational effects on cognitive flexibility (Aarts et al., 2010).
However, considering that it is unclear how this polymorphism
relates to DAT expression in vivo [Heinz et al., 2000; Martinez
et al., 2001; van Dyck et al., 2005; van de Giessen et al., 2009; meta-
analysis by Costa et al., 2011], these results should be interpreted
with caution.

The polymorphism that has received most attention relat-
ing DAergic gene function to executive functioning is the
Valine (Val)/Methione (Met) polymorphism at codon 158 of the
Catechol-O-methyltranserase (COMT) gene (Lotta et al., 1995).
Activity of COMT is thought to be lower in homozygote Met
allele carriers compared to homozygote Val carriers, presum-
ably resulting in higher prefrontal DA levels in Met homozygotes
(Lotta et al., 1995; Chen et al., 2004; Meyer-Lindenberg et al.,
2005), although striatal DA levels may also be altered (Akil et al.,
2003). Most studies investigating the association between the
COMT Val/Met polymorphism and cognitive flexibility used per-
severative responding or perseverative errors in the WCST as a
measure of flexible behavior. Results have not been consistent:
although an initial meta-analysis (Barnett et al., 2007) reported
a small effect of COMT genotype on performance in the WCST,
with reduced perseverative errors for the Met homozygotes, a
second meta-analysis could not confirm an association between
COMT genotype and perseverative responding on the WCST and
several other cognitive measures, suggesting that the COMT poly-
morphism does not consistently relate to cognitive functioning
(Barnett et al., 2008). It has been suggested that the variety of cog-
nitive functions contributing to WCST performance complicate
attribution of impaired performance to deficits in cognitive flex-
ibility or deficits in cognitive stability (Bilder et al., 2004). Other
test measures of cognitive flexibility might be more sensitive and
more selective indicators of alterations in this function.

Despite the inconsistent effects of COMT genotype on per-
severative errors in the WCST, the COMT Val/Met genotype is
associated with differential activation patterns in the PFC dur-
ing other cognitive paradigms (Mier et al., 2010). Therefore,
it is interesting to relate COMT genotype to neural activation
during other tasks that measure separate aspects of cognitive
flexibility more specifically, to see whether this genotype influ-
ences neural activation in these tasks. Indeed, when (Krugel
et al., 2009) studied the influence of COMT gene polymor-
phisms on performance and neural activity during probabilistic
reversal learning, Val homozygotes performed better than Met
homozygotes and showed increased striatal BOLD responses dur-
ing prediction errors. In addition, higher connectivity between
frontal and ventral striatal regions could be related to learn-
ing rate in Val homozygotes (Krugel et al., 2009). Interestingly,
these findings suggest that striatal activity reflecting prediction
errors might be modulated by DA levels in the PFC. However,
during acquisition of probabilistic reinforcement learning, Val

homozygotes show reduced switching of responses following neg-
ative outcomes on a trial-by-trial basis (Frank et al., 2007). This
suggests that striatal DA function may be differentially regu-
lated by DA levels in the PFC during response acquisition or
adaptation of an existing response. In addition to a behavioral
advantage during reversal learning, Val homozygotes also have
smaller switch costs on a task switching paradigm when trials
have short intervals (Colzato et al., 2010). Together these findings
indicate a behavioral advantage on both reversal learning and task
switching paradigms for Val homozygotes, suggesting that lower
baseline levels of prefrontal DA may benefit cognitive flexibility in
humans.

SUMMARY AND CONCLUSION
A substantial amount of studies investigating the influence of
genes mediating DA function on cognitive flexibility have limited
analysis to a task that likely measures several complex cogni-
tive functions, i.e., the WCST (Friedman et al., 2008). A more
promising approach may be to study the effect of DA related
genes on well-defined operationalizations of cognitive flexibility,
such as initial discrimination learning, reversal learning, atten-
tional set-shifting or task switching. A confound in the study of
cognitive effects of genetic polymorphisms is that the effect of
a polymorphism on DA transmission or even on gene expres-
sion is often not known. This hampers translational approaches,
in which effects of increased or decreased expression and/or DA
transmission might be studied in a controlled and reproducible
manner.

To summarize, the studies reviewed above suggest an asso-
ciation between polymorphisms regulating DA function and
cognitive flexibility. Reduced availability of D2 receptors, pre-
sumably affecting striatal DA activity, impairs the use of negative
feedback and the maintenance of a new response during rever-
sal learning and set-shifting (in the WCST), whereas increased
availability of D2 receptors impairs task switching, suggesting
different involvement of D2 receptors in these tasks. Striatal D1

signaling, mediated by DARPP-32 function, also contributes to
cognitive functioning, although this has not yet been verified
using specific measures of cognitive flexibility. Presumed lower
levels of prefrontal DA, mediated by COMT-genotype appear
to facilitate behavioral adaptation in both reversal learning and
task-switching paradigms (see Table 3).

To conclude, considering that the genetic underpinnings of
complex cognitive functions are likely to be polygenic and not
limited to DA, studying additive genetic effects of DA related
genes on cognitive flexibility as well as the study of interactions
between DA related genes and other genes regulating frontostri-
atal function could provide a better understanding of the genetic
basis of cognitive flexibility (Frank and Fossella, 2011).

EFFECTS OF GENETIC MANIPULATIONS IN DA RELATED
GENES ON COGNITIVE FLEXIBILITY IN ANIMALS
The use of genetically modified animals provides an invaluable
tool to study the role of DA related genes in cognitive flexibility.
Selectively targeted mutations on a known genetic background
can elucidate the genetic and neurobiological basis of complex
behavior.
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Table 3 | Effects of polymorphisms in dopamine related genes on cognitive flexibility in human subjects.

Paradigm Gene Presumed DA

effect

Performance References

REVERSAL

D2 A1 ↓ D2 binding
striatum

↓ reversal learning Jocham et al., 2009

COMT Val/Val ↓ COMT activity
PFC

↑ reversal learning Krugel et al., 2009

TASK SWITCH

D2 Non-A1 ↑ D2 binding
striatum

↓increased switch cost Stelzel et al., 2010

DAT 9-repeat Striatum ↓increased RT cue switch/
= task switch
↑ task switch high rewarded
trials

Garcia-Garcia et al., 2010
Aarts et al., 2010

COMT Val/Val ↓ COMT activity
PFC

↑ reduced switch cost Colzato et al., 2010

WCST

D2 C957T – CC ↓ D2 binding
striatum

↓ WCST categories completed,
perseveration

Rodriguez-Jimenez et al., 2006

COMT Val/Val ↓ COMT activity
PFC

= Barnett et al., 2008

DARPP-32 Haplotype Striatum ↑ WCST performance Meyer-Lindenberg et al., 2007

= no effect, ↑ increased performance, ↓ decreased performance.

PFC, prefrontal cortex; RT, reaction time; WCST, Wisconsin Card Sorting Task.

DA DEFICIENCY
An example of an advanced genetic approach is selective rein-
statement of DA signaling in ventral or dorsal striatum of
DA-deficient mice (Darvas and Palmiter, 2011). Restoring DA
signaling specifically to either dorsal or ventral striatum sup-
ports acquisition and reversal of a turn-based escape strategy
in a water maze (Darvas and Palmiter, 2011). However, the
ability to switch from one escape strategy to another (strat-
egy set-shift) is impaired when DA signaling is limited to the
ventral striatum, suggesting DA neurotransmission in the dor-
sal striatum is required for strategy set-shifting, whereas DA in
either ventral or dorsal striatum is sufficient to support rever-
sal learning (Darvas and Palmiter, 2011). It should be noted,
however, that the translational value of the tasks used is not
established.

DA RECEPTORS AND INTRACELLULAR SIGNALING
D1

Mice lacking functional D1 receptors show attenuated operant
responding for reward (El-Ghundi et al., 2003). They show a
general deficit in reinforcement learning, impaired motivation
to work for a reward, are slow to discriminate between a rein-
forced and non-reinforced lever and are impaired in reversal
learning, during which they maintain responding to both levers.
Heterozygote mice are also impaired on reversals, although not
as severely (El-Ghundi et al., 2003). The observed general deficits
in motivation and reinforcement learning in D1-knockout mice,
however, prevent the drawing of conclusions about the contribu-
tion of D1 receptors to cognitive flexibility.

Activation of D1 receptors modulates striatal function through
phosphorylation of DARPP (Walaas and Greengard, 1984). Next
to a minor reduction in performance during discrimination
learning, DARPP-32 knockout mice show a pronounced deficit in
reversal learning. Although knockout mice eventually were able
to switch responding to the newly rewarded side, it took them
significantly more sessions to do so (Heyser et al., 2000). This is
indirect evidence that D1 receptor activation is needed for reversal
learning.

D2

Genetic manipulations of D2 receptors also affect performance
on cognitive flexibility tasks. Female mice with a complete
knock-out of functional D2 receptors make more errors during
odor discrimination and reversal learning whereas male D2-
knockouts are impaired during reversal learning only; both sexes
show perseveration to the previously rewarded side (Kruzich
and Grandy, 2004; Kruzich et al., 2006). This was confirmed
by De Steno and Schmauss (2009), who also showed a simi-
lar impairment with chronic treatment with the D2 antagonist
haloperidol. Glickstein et al. (2005) observed a deficit of male D2-
knockouts during compound discrimination, but not reversal,
whereas D3 receptor knockouts showed increased performance
during the reversal. The differences in behavioral performance
were paralleled by opposite prefrontal activation patterns fol-
lowing the task sequence: activity dependent gene expression
in the MPFC is increased for D3 mutants and decreased for
D2 mutants (Glickstein et al., 2005; De Steno and Schmauss,
2009). Interestingly, knockout of neither D2 nor D3 receptors
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affects performance on intra- or extradimensional set-shifts (De
Steno and Schmauss, 2009), suggesting differential contribution
of D2/D3receptors to the regulation of reversal learning or set-
shifting.

Selective overexpression of D2 receptors in the striatum does
not affect learning of a discrimination, a reversal or an intra- or
extradimensional set-shift. Response latencies were longer during
reversal trials only, suggesting the animals had some difficul-
ties adapting established responses (Kellendonk et al., 2006).
Interestingly, these mice also show physiological changes in the
medial PFC where DA turnover was decreased and activation of
D1 receptors increased (Kellendonk et al., 2006).

METABOLIZING ENZYMES
Overexpression of the human COMT-Val polymorphism in mice
increases COMT enzyme activity (suggesting lower prefrontal
extracellular DA) and induces specific deficits in cognitive flex-
ibility. Although discrimination and reversal learning are not
affected, these mice make more errors and need more time to
complete an extra-dimensional set-shift (Papaleo et al., 2008).
In contrast to behavioral impairments observed after increased
COMT enzyme activity, pharmacological inhibition of COMT
can improve performance (Tunbridge et al., 2004).

SUMMARY AND CONCLUSION
The studies using selective DA-reinstatement in DA-deficient
mice show that higher order flexibility [strategy shifting (Wise
et al., 1996)] is associated with dorsal striatal DA, whereas lower
order flexibility (reversal learning) may be supported by DA in
all striatal areas. Similarly, human studies suggest influence of
DA genotype on activity in ventral striatal regions or increased

connectivity between PFC and ventral striatum during reversal
learning and in dorsal striatal regions during task switching.

The D1 receptor is involved in cognitive flexibility, although
this is overshadowed by a general impairment in goal-directed
behavior in full knock-outs. DARPP-32 expression (reflecting D1

activity) is associated with cognitive performance in both humans
and animals.

The findings described above, and the observation that per-
formance of reversal learning in mice covaries with D2 receptor
levels in the ventral midbrain (Laughlin et al., 2011), indicate the
importance of D2 receptors for flexible behavior, specifically in a
situation where response-reward contingencies are reversed (see
Table 4). This compares to the influence of polymorphisms in the
D2 receptor gene on the ability to learn from negative feedback in
human subjects.

Expressing the human COMT-Val polymorphism (increas-
ing COMT-activity and presumably decreasing extracellular pre-
frontal DA) in mice impairs extra dimensional set-shift. This
concurs with the improved set-shifting performance after COMT-
inhibition in rats. However, presence of the Val-polymorphism in
humans has been associated with a behavioral advantage during
reversal learning and task-switching suggesting that confirmation
of these studies is needed before we can draw conclusions.

Caution should be exerted when interpreting results from
animals in which a receptor is completely knocked out as com-
pensatory mechanisms (such as increased neurotransmitter lev-
els) during development may contribute to the observed deficits.
Also, in the case of complete knock-outs it is not possible to
locate the neurobiological substrate of the impairment as the
knock-out is present throughout the brain. Finally, mice with
intermediate expression of specific receptors (heterozygotes) are

Table 4 | Effects of genetic manipulations to dopamine related genes on cognitive flexibility in animals.

Paradigm Gene Performance References

DISCRIMINATION

D1 KO ↓ more errors El-Ghundi et al., 2003
D2 KO Female ↓ more errors Kruzich and Grandy, 2004
D2 KO Male = Kruzich et al., 2006
COMT-Val
overexpression

= Papaleo et al., 2008

REVERSAL

D1 KO ↓ more errors El-Ghundi et al., 2003
D2 KO Male + female ↓ more errors ↓

increased RT reversal
phase set-shift =
reversal phase
set-shift

Kruzich and Grandy, 2004
Kruzich et al., 2006

DARPP-32 KO ↓ more errors Heyser et al., 2000
ATTENTIONAL SET-SHIFT

D2 KO = De Steno and Schmauss,
2009 Glickstein et al., 2005

D2

overexpression
Striatum only = Kellendonk et al., 2006

COMT-Val
overexpression

↓ impaired EDS Papaleo et al., 2008

= no effect, ↑ increased performance, ↓ decreased performance. KO, knock out; RT, reaction time; EDS, extradimensional set-shift.
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useful for studying gene-dosage effects on behavior, which could
be particularly relevant when compared to differences in receptor
expression levels observed in humans.

OCD
OCD is a psychiatric disorder that is characterized by recur-
rent intrusive, unwanted thoughts (obsessions) that are often
accompanied by repetitive ritualistic behaviors (compulsions).
Although the precise neurobiological substrates underlying OCD
symptoms are not known, structural and functional imaging
studies show alterations in frontal and orbitofrontal cortices and
basal ganglia in OCD patients (Pujol et al., 2004; Menzies et al.,
2008a,b; van den Heuvel et al., 2009; Rotge et al., 2010). Symptom
severity correlates with increased functional connectivity between
OFC and striatal regions (Harrison et al., 2009), which normalizes
after treatment (Figee et al., 2013).

The repeated performance of ritual-like action sequences
has led to the hypothesis that decreased cognitive flexibility or
increased habitual behavior (Gillan et al., 2011) is a major under-
lying factor of OCD and could be a potential endophenotype for
the disorder (Robbins et al., 2012). This might be an attractive
suggestion considering that associated circuits and neurotrans-
mitters related to these processes are (partly) known. Indications
for abnormal flexibility have been described in OCD patients
(Chamberlain et al., 2006; Gu et al., 2008) and there is evidence
for altered DA signaling (Denys et al., 2004a,b; Moresco et al.,
2007; Perani et al., 2008). Therefore, an important question is
how DA contributes to this disorder. In the next sections, we
will describe studies reporting alterations in the DA system in
OCD patients as well as studies investigating cognitive flexibility
in OCD.

DA ALTERATIONS IN OCD
Although there is strong evidence that serotonin plays a role in
the treatment of OCD (van Dijk et al., 2010), it is clear that OCD
pathophysiology also involves alterations in fronto-striatal cir-
cuitry and its neuromodulation by DA. Indirect evidence comes
from clinical observations that administration of DA antagonists
can improve symptoms in OCD-patients that do not respond to
SSRI’s alone [(McDougle et al., 2000; Dougherty et al., 2004);
see Denys et al. (2004b) for review]. In animals, administration
of drugs acting on DAergic receptors and genetic manipulations
of DA receptors induces compulsive, stereotypic behaviors simi-
lar to the repetitive behaviors of OCD patients (Szechtman et al.,
1998; Campbell et al., 1999; Joel and Doljansky, 2003; Denys et al.,
2004b; Sesia et al., 2013).

Importantly, direct evidence indicating altered DA signaling in
OCD patients is also available. Kim et al. (2003) observed a higher
density of the DA transporter (DAT) in the right basal ganglia
that normalized after SSRI treatment (Kim et al., 2007). However,
these findings were not consistently replicated (Nikolaus et al.,
2010): van der Wee et al. (2004) also showed higher binding
ratios using OCD patients without co-morbid disorders, but
Hesse et al. (2005) observed reduced striatal DAT binding and
Pogarell et al. (2003) did not observe differences in DAT availabil-
ity between OCD patients and healthy controls. The latter authors
also reported increased instead of decreased DAT binding after
SSRI’s.

OCD-patients show reduced binding to D1 receptors in cau-
date nucleus and putamen (Olver et al., 2009) and in anterior
cingulate cortex (Olver et al., 2010), although reduced binding
does not correlate with symptom severity.

Studies investigating binding to striatal D2 receptors in OCD
patients present a more consistent picture. The original finding
by Denys et al. (2004a) of reduced binding to D2 receptors in
the caudate nucleus of OCD patients was replicated by others
(Perani et al., 2008; Schneier et al., 2008; Denys et al., 2013). In
medication-naïve OCD patients, repeated administration of an
SSRI increased binding to striatal D2 receptors, illustrating that
regulation of DA release can be modulated by 5-HT (Moresco
et al., 2007).

Taken together, the studies mentioned here described reduced
binding to DA receptors in OCD patients, mainly in, but not lim-
ited to striatal regions. The most replicated finding is reduced
availability of D2 receptors in striatal regions. It has been hypoth-
esized that reduced availability of DA receptors in OCD patients
could be the result of increased DA release in the striatum (Denys
et al., 2004a). However, the observed changes in the DA system do
not correlate with symptom severity or duration of illness and it is
possible that the DAergic alterations are secondary to diminished
serotonergic tone.

COGNITIVE FLEXIBILITY IN OCD
Although the repetitive execution of behavioral patterns that is
often observed in OCD patients could be defined as inflexible or
perseverative behavior, the question is whether this translates to
impaired performance on measurements of cognitive flexibility
that are currently used in tests of executive functioning.

Findings using the WCST have been contradictory, with some
studies observing impaired performance in OCD patients (Lucey
et al., 1997; Lacerda et al., 2003; Bohne et al., 2005; Lawrence
et al., 2006; Bucci et al., 2007; de Geus et al., 2007; Cavedini et al.,
2010), whilst others do not (Gambini et al., 1993; Abbruzzese
et al., 1995, 1997; Cavedini et al., 1998; Moritz et al., 2002;
Fenger et al., 2005; Henry, 2006). The former studies often
describe an increase in the number of perseverative errors. The
observation that deficits in flexibility may persist after remis-
sion or use of medication and that unaffected family members
also show reduced flexibility, suggests that these deficits are
trait-like and independent of OCD-symptomatology (Bannon
et al., 2006; Cavedini et al., 2010), supporting the hypothesis
that inflexible, rigid and habit-like behavior is an endophenotype
in OCD.

Reversal learning
Alterations in recruitment of fronto-striatal circuitry in the
absence of behavioral impairments have been observed in both
OCD patients and their unaffected first-degree relatives dur-
ing reversal learning (Chamberlain et al., 2008). Remijnse et al.
(2006) observed attenuated responsiveness of OFC and striatal
regions during reward and affective switching in OCD patients
with and without comorbidities. In these studies, as well as in oth-
ers (Valerius et al., 2008; Ersche et al., 2011) no clear evidence for
behavioral impairments during task performance was obtained,
although OCD patients do show a somewhat slowed response
pattern, suggesting they may require more processing time when
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faced with altered response-reward contingencies. Altered recruit-
ment of fronto-striatal circuitry during these tests suggests that
even though overt behavioral performance (i.e., reaction times,
number of errors, number of trials required to reach criterion)
may not be impaired, the processing of cognitive information is
altered in OCD patients during reversal learning.

Attentional set-shifting
Performance on tasks that require shifting between different stim-
ulus dimensions does appear to be affected in OCD patients.
Behavioral impairments have been observed in OCD patients
and unaffected first-degree relatives in an attentional set-shifting
task (Veale et al., 1996; Fenger et al., 2005; Watkins et al.,
2005; Chamberlain et al., 2006, 2007) but see (Purcell et al.,
1998a,b), with some reporting reduced performance on extra-
dimensional set-shifts (Veale et al., 1996; Watkins et al., 2005;
Chamberlain et al., 2006, 2007) and others on intra-dimensional
set-shifts (Veale et al., 1996; Fenger et al., 2005). Response to
SSRI-treatment was found to be related to set-shifting ability
(Fontenelle et al., 2001).

Task switching
Increased switch costs (decreased accuracy or increased response
times) have been observed in OCD patients during performance
of task switching paradigms (Moritz et al., 2004; Gu et al., 2008;
Page et al., 2009). Gu et al. (2008) found an increase in the
number of errors made during task-switching trials in OCD
patients, but others report slowed responding (Moritz et al., 2004;
Remijnse et al., 2013) or no effect (Page et al., 2009). However,
when task switching is combined with functional imaging, activ-
ity in the dorsal fronto-striatal circuit is consistently found to
differ between OCD patients and healthy controls. Whereas acti-
vation of the dorsal fronto-striatal circuit is observed in healthy
controls during task-switching trials, this is not the case in OCD
patients (Gu et al., 2008; Page et al., 2009; Remijnse et al., 2013).

SUMMARY AND CONCLUSION
Several problems arise when interpreting the deficits of OCD
patients on cognitive flexibility and the mixed outcomes of the
studies investigating these deficits. Next to the influence of medi-
cation and the need for careful matching of patient and control
groups, the high comorbidity with other psychiatric disorders,
in particular depression is an important confounding factor.
Although the use of subject groups with OCD as the only clinical
diagnosis could be thought of as misrepresentative for the popu-
lation of OCD patients because comorbidity is so common (Olley
et al., 2007), the use of well-defined clinical populations in stud-
ies combining neuropsychological testing with measurements of
brain activity in particular, could contribute to the knowledge
about distorted recruitment of frontostriatal circuitry in cognitive
flexibility.

As far as we know, studies directly linking measurements of
cognitive flexibility to alterations in DA signaling have not been
performed in OCD patients. The most consistent alteration in
the DA system is changed DA receptor binding, mostly in striatal
regions. Replication of these findings, especially of both D1 and
D2 receptor binding, in different OCD samples would enhance

our understanding of the contribution of DA to OCD. For perfor-
mance on cognitive flexibility tasks, behavioral performance on
lower order cognitive flexibility (reversal learning) is not altered,
whilst OCD patients may be impaired on higher order flexibility
tasks (attentional set-shift and task switching). Irrespective of the
presence of behavioral impairments, activity and connectivity in
neural circuits regulating flexible behavior (OFC-ventral striatum
for reversal learning, PFC-dorsal striatum for task-switching) are
altered in OCD patients during task execution. Considering the
modulatory effect of DA in these neural circuits, it is possible that
altered striatal DA contributes to different activity in these circuits
during task performance.

OCD ANIMAL MODELS: DOPAMINE AND COGNITIVE
FLEXIBILITY
Animal models of psychiatric disorders cannot reflect all aspects
of the disease (Nestler and Hyman, 2010). In line with this, OCD
models that show a combination of the critical face, predictive
and construct validities (Korff and Harvey, 2006; Wang et al.,
2009; Fineberg et al., 2011; Albelda and Joel, 2012b) predomi-
nantly mirror the compulsive acts of OCD patients. This applies
for models based on spontaneous behavior [ethological models,
e.g., compulsive dogs, (Vermeire et al., 2012)], behavioral models
[e.g., compulsive lever-pressing during signal attenuation in rats
(Joel, 2006)], pharmacological models [e.g., quinpirole-induced
checking in rats (Szechtman et al., 1998)], and transgenic mod-
els [e.g., compulsive grooming in Sapap3-mutant mice, (Welch
et al., 2007)]. Compulsive acts are behaviorally and conceptually
not always clearly differentiated from simple repetitive behav-
iors. Repetitive, stereotyped, perseverative, rigid and habitual
behavior have been grouped together into (overlapping) clus-
ters of compulsive-like behavior [(Langen et al., 2011; Ting and
Feng, 2011; Robbins et al., 2012); for a critical discussion of
the distinction between stereotypies and compulsions, see (Lewis
et al., 2007)]. These clusters are relevant not only for OCD,
but also for other psychiatric disorders and may share a relative
DAergic hyperactivity in the basal ganglia (Pitman, 1989). Two
recent studies highlight the direct involvement of specific pro-
jections from OFC to ventromedial striatum in the regulation
of compulsive-like, repetitive behavior in normal mice (Ahmari
et al., 2013) and compulsively grooming Sapap-3 mice (Burguiere
et al., 2013).

Stereotyped repetitive behavior, in particular, is strongly linked
to DA mechanisms (Randrup and Munkvad, 1975; Ridley, 1994).
Next to the quinpirole-model (repeated administration of a
D2/3-selective agonist), the DAT-knockdown mouse that shows
stronger and more rigid grooming behavior, has been proposed
as an OCD-model based on DA hyperactivation (Berridge et al.,
2005). Another model of increased DA-related neuronal activ-
ity is the D1CT transgenic mouse, showing repetition of all
normal behaviors (Campbell et al., 1999).Most other validated
OCD-models also show involvement of DA mechanisms in their
compulsive behavior (Joel and Doljansky, 2003; Presti et al., 2003;
Albelda and Joel, 2012a; Moreno and Flores, 2012; Vermeire et al.,
2012; Sesia et al., 2013), although DA mechanisms were not tested
in compulsively grooming transgenic mouse models (Welch et al.,
2007; Shmelkov et al., 2010).
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The relationship between repetitive behavior and cognitive
flexibility as probed in tasks using translationally valid constructs
of reversal learning, attentional set-shifting or task switching has
received only limited attention. In deer mice, stereotyped jumping
was correlated with the number of incorrect responses in a rever-
sal of escape-learning in a water-filled T-maze (Tanimura et al.,
2008). BTBR T+ tf.J mice, showing compulsive grooming and
increased marble burying, show impaired probabilistic reversal
learning (Amodeo et al., 2012). A task probing recurrent perse-
veration (two-choice task where continuous switching provides
the optimal strategy) showed a correlation between stereotyped
behavior and recurrent perseveration in farmed minks, but not
in ICR CD-1 mice (Gross et al., 2011). Finally, rats compulsively
drinking in the schedule-induced polydipsia model displayed
increased perseveration during extinction of the 5-choice serial
reaction time task and perseveration during extinction of other
operant procedures was reported in bank voles (Garner and
Mason, 2002) and caged bears (Vickery and Mason, 2005).

However, if we focus on reversal learning, attentional set-
shifting or task switching there are no studies available that show
task impairments in OCD animal models, let alone impairments
related to DA mechanisms. The only possible exception is stereo-
typed behavior in deer mice, which correlated to the number of
incorrect responses during reversal learning and decreased after
striatal administration of a D1-selective antagonist (Presti et al.,
2003; Tanimura et al., 2008), though the relation between reversal
learning and DA was not directly investigated.

In conclusion, a possible relation between compulsive behav-
ior and cognitive flexibility, including the possibility that DA
mechanisms might play a role in this, did not receive much atten-
tion up to now. One can understand that the introduction of
translational valid paradigms for cognitive flexibility in exotic
species such as bank voles, mink or bears is not an easy task.
But using behavioral testing in reversal learning, attentional set-
shifting or task switching in rodent OCD-models should be a
priority for researchers who want to study the neurobiological
underpinnings of OCD.

CONCLUSION
Evidence for a role of DA in the control of cognitive flexibility
comes from a range of human and animal studies that have been
reviewed above. This overview indicates that DA is involved in
different facets of cognitive flexibility, including reversal learning,
set-shifting and task-switching. Moreover, DA in both cortical
and subcortical parts of the corticostriatal circuits seem to be
involved in the regulation of these different aspects of cogni-
tive flexibility. The idea that DA facilitates flexibility or switching
behavior can be traced back to older studies that used different
behavioral paradigms than the studies reviewed here. For exam-
ple, a role for DA in switching strategies in a swim test was
suggested by Cools (1980) and van den Bos and Cools (1989),
while the importance of DA in switching (increasing the proba-
bility that another behavioral output is chosen) was advocated by
Oades (1985).

However, the general picture arises that although DA may
facilitate cognitive flexibility, it is not required. Following a vari-
ety of manipulations to the DA system the ability to successfully

shift behavior following changes in reinforcer contingencies is
impaired but not completely absent (in rodents, non-human pri-
mates and humans). How does the supportive role of DA in
cognitive flexibility (i.e., behavioral adaptation to a change in con-
ditions) compare to its role in initial learning about rewards? The
question whether DA is necessary for learning has been addressed
by studying acquisition of learning in DA deficient mice—the
conclusion was that loss of DA may impair, but does not inhibit
reward learning (Berridge, 2005; Robinson et al., 2005; Palmiter,
2008; Darvas and Palmiter, 2010). Animals may become less
motivated, but were still able to learn cue-reward associations.
Disruption of phasic DA activity by deletion of NMDA-receptors
from DA neurons again showed that learning may be retarded, but
not inhibited (Zweifel et al., 2009). A recent study using an opto-
genetics approach showed that phasic DA stimulation may drive
associative learning or impair extinction learning, suggesting a
causal role for DA (Steinberg et al., 2013). However, DA stim-
ulation could not maintain the original behavior, so that other
processes are probably involved as well. During performance of
cognitive flexibility tasks, a number of cognitive processes act
simultaneously and DA may be especially important to switch
behavior rapidly. The contribution of DA to new learning there-
fore appears to be facilitatory rather than a prerequisite and
the supportive role of DA appears to be present both in initial
learning and adaptation of learning.

Both pharmacological and genetic studies in human subjects
and animals point to a role for D2 receptors in the regulation
of cognitive flexibility. However, the regulation is not limited
to D2 receptor activity: D1 and D2 receptors both contribute
and appear to be cooperatively involved in discrimination learn-
ing and the flexible adaptation of behavior. One could argue
that successful behavioral switching requires three processes that
may partly occur in parallel: extinction of the response that is
no longer rewarded, behavioral switch to the newly rewarded
side and response maintenance. A complication in delineating
the contribution of DA to either process is that these processes
occur simultaneously during behavioral adaptation. DA signaling
through D1 receptors may not be essential for switching behavior
per se, but animal studies suggest that activation of D1 receptors
contributes to the acquisition and maintenance of a new response,
also when acquisition follows a reversal. In contrast, inactiva-
tion of D2 receptors may allow switching of behavior patterns.
The contributions of D1 versus D2 receptors in the regulation
of reward learning and behavior switching has been related to
involvement of the direct and indirect pathway of the basal gan-
glia in these processes, and several models have been put forward
to describe the possible components involved in regulating this
behavior (Frank and Claus, 2006; Hong and Hikosaka, 2011).
In general these models assume the presence of D1 receptors in
the direct pathway (direct projections from striatal medium spiny
neurons (MSN) to the substantia nigra) and expression of D2

receptors on MSN’s of the indirect pathway (projections from
MSN to substantia nigra via the globus pallidus) (Deng et al.,
2006). Because binding affinity differs for D1 and D2 receptors
(Richfield et al., 1989), fluctuations in DA levels during different
stages of discrimination and reversal learning may result in dif-
ferent activation of D1 (direct pathway) or D2 (indirect pathway)
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expressing neurons. When a reward is presented unexpectedly,
or when a stimulus that predicts reward is presented, a tran-
sient increase in DA release occupies low affinity D1 receptors
and activates the direct pathway, allowing facilitation of response
execution and prompting reward-related learning. Switching of
behavioral patterns on the other hand might require reduced
occupancy of high affinity D2 receptors. Omission of an expected
reward following altered reinforcer contingencies results in tran-
sient reductions in striatal DA levels and diminished inhibition
of the indirect pathway by D2 receptors, resulting in inhibition of
the previously successful response. Both facilitation of behavioral
adaptation by deactivation of striatal D2 receptors and facilitation
of the acquisition of the “new” behavioral response by striatal D1

activation suggests the importance of phasic fluctuations in stri-
atal DA levels during execution of cognitive flexibility. This may
be illustrated for the D2-mediated response: both continuously
higher and lower tonic D2 activation could impair detection of
the transient reduction of DA. As tonic DA may be related to gen-
eral synaptic factors such as synthesis capacity, uptake activity
and metabolic efficiency, all these factors may influence flex-
ible responding through D2 receptor dependent transmission.
However, it is difficult to separate tonic from phasic DA signal-
ing with most manipulations used. Tonic prefrontal DA (Seamans
and Yang, 2004) probably contributes as well. In addition, activa-
tion of D1/D2 receptors in prefrontal regions may differ from the
activation in striatal regions. It has been suggested, for example,
that D2 stimulation in prefrontal regions may facilitate flexi-
ble behavior (Durstewitz and Seamans, 2008) whereas in striatal
regions, deactivation of D2 receptors is suggested to facilitate cog-
nitive flexibility (Yawata et al., 2012). The combined study of
genetic effects on behavioral performance and patterns of neural
activation also suggests that although DA genotype may primarily
affect expression of DA related genes in either striatal or pre-
frontal areas, functional effects of DA genotype are not limited
to either region but are observed throughout the frontostriatal
circuit. Genetic and imaging studies suggest that DA in ventral
regions of the striatum (or connections between PFC and ventral
striatum) contributes to reversal learning (lower order complex-
ity), whereas DA in dorsal regions may be more important for
attentional set-shifting and task switching (higher order complex-
ity). However, animal studies have also described effects of DA
in the NAC on attentional set-shifts and animals that only have
DA signaling in dorsal striatal regions are able to learn a rever-
sal. In addition, in human imaging studies it is not always clear if
activation is limited to either ventral or dorsal striatum because
analysis was limited to that particular striatal region or because
the other striatal region was not activated. Therefore, it appears
to be more likely that the relative activation of D1/D2 in pre-
frontal and striatal regions as well as the interaction with other
neuromodulators (5-HT, NA) determines the control of cogni-
tive flexibility. Considering the complexity of DA modulation in
frontostriatal circuitry (Seamans and Yang, 2004), it may not be
surprising DA modulation in neither frontal nor striatal regions
that exclusively determines behavioral performance on tasks of
cognitive flexibility.

So how do these findings relate to altered cognitive flexibil-
ity in OCD patients? If cognitive flexibility can indeed be used as

an endophenotype for OCD, do the alterations in DA signaling
that have been observed in OCD patients comply with the pro-
posed role for DA in cognitive flexibility? The most replicated
alteration in the DA system of OCD patients is reduced bind-
ing to D2 receptors in the striatum. A questions remains, how
reduced D2 receptor binding relates to DAergic activity in vivo.
A reduction in binding potential to D2 receptors may result from
increased striatal DA levels or altered availability of D2 receptors.
In both cases, reduced flexibility could be expected. However,
behavioral performance (i.e., accuracy) on reversal learning tasks
is not impaired in OCD patients. On reversal learning tasks, if any
behavioral effect is found, it is a slowing of response times rather
than an effect on the amount of errors that are made. Differences
in accuracy have been observed in attentional set-shifting and task
switching paradigms. It is possible that reversal learning may be a
paradigm that is too simple for gross behavioral abnormalities to
be observed in OCD patients. Increased reactions times on flex-
ibility tasks, however, do suggest altered cognitive processing in
OCD patients during cognitive flexibility and the measurement
of reaction times should therefore be included in studies investi-
gating differences in cognitive flexibility between healthy controls
and OCD patients. The altered recruitment of frontostriatal cir-
cuitry during the execution of reversal learning as well as task
switching is another indication for altered cognitive processing
in OCD patients. Altered DA signaling is a potential contributor
to changes in frontostriatal activity when performing cognitive
tasks. Altered activity in the frontostriatal circuit (OFC-ventral
striatum) during reversal learning, as observed in OCD patients
is also found in subjects with polymorphisms in the D2 gene
that result in reduced binding to D2 receptors. Most likely, how-
ever, abnormalities in prefrontal regions and 5-HT modulation in
OCD patients also contribute.

An important step in investigating the possibility of altered
cognitive processing in cognitive flexibility tasks as an endophe-
notype for OCD would be the replication of studies using cog-
nitive flexibility tasks in OCD patients with the use of strictly
defined patient and control groups. Considering that altered
neural correlates of OCD could be symptom dimension-specific
(van den Heuvel et al., 2009), separate study of the different
symptom dimensions contributes to the identification of possi-
ble endophenotypes. Preferably, these studies combine behavioral
testing with measurements of brain activity and/or DA activity to
further investigate the neurobiological basis of altered cognitive
processing during cognitive flexibility tests in OCD patients.
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In this study we investigated age-related and individual differences in habitual (model-free)
and goal-directed (model-based) decision-making. Specifically, we were interested in three
questions. First, does age affect the balance between model-based and model-free
decision mechanisms? Second, are these age-related changes due to age differences
in working memory (WM) capacity? Third, can model-based behavior be affected by
manipulating the distinctiveness of the reward value of choice options? To answer
these questions we used a two-stage Markov decision task in in combination with
computational modeling to dissociate model-based and model-free decision mechanisms.
To affect model-based behavior in this task we manipulated the distinctiveness of reward
probabilities of choice options. The results show age-related deficits in model-based
decision-making, which are particularly pronounced if unexpected reward indicates the
need for a shift in decision strategy. In this situation younger adults explore the task
structure, whereas older adults show perseverative behavior. Consistent with previous
findings, these results indicate that older adults have deficits in the representation and
updating of expected reward value. We also observed substantial individual differences
in model-based behavior. In younger adults high WM capacity is associated with greater
model-based behavior and this effect is further elevated when reward probabilities are
more distinct. However, in older adults we found no effect of WM capacity. Moreover,
age differences in model-based behavior remained statistically significant, even after
controlling for WM capacity. Thus, factors other than decline in WM, such as deficits in
the in the integration of expected reward value into strategic decisions may contribute to
the observed impairments in model-based behavior in older adults.

Keywords: aging, decision-making and learning, dopamine, goal-directed, habitual

INTRODUCTION
Many simple everyday decision-making tasks, such as which
cereals to take for breakfast or which subway to take to work
in the morning, can be solved via habitual decision mecha-
nisms. However, in more complex decision scenarios, such as
how to spend annual bonus or how to plan retirement sav-
ings, it may be adaptive to anticipate the consequences of future
decisions and to choose the options that are likely to yield
higher long-term benefits. In the current study we examined
age and individual differences in the interplay between habit-
ual and goal-directed decision-making. We had three specific
research questions in mind: first, does aging affect the bal-
ance between habitual and goal-directed decision mechanisms?
Second, are age differences in the interplay of these decision
mechanisms related to age differences in working memory (WM)
capacity? Third, can model-based choice behavior be affected by
manipulating the distinctiveness of the reward value of different
choice options? To address these questions we adapted a two-state
Markov decision task (Daw et al., 2011; Wunderlich et al., 2012)
in combination with computational reinforcement learning (RL)
modeling.

MODEL-FREE AND MODEL-BASED DECISION-MAKING
The dissociation between habitual and goal-directed mecha-
nisms is at the core of many current theories of learning and
decision-making (Daw et al., 2005; Balleine and O’Doherty, 2010;
Kahneman, 2011). Habitual or model-free learning refers to the
acquisition of behavior based on associations between actions
and effects: actions that are followed by reward are more likely
to reoccur (Thorndike, 1911). Model-free learning is a robust
and computationally efficient mechanism. However, it can come
at the cost of being inflexible, especially in dynamically chang-
ing environments, which constrain the adaptive value of habitual
responses (Doll et al., 2012). Computational accounts suggest
that habitual learning is driven by the discrepancy between the
current reward and the expected plus the (discounted) sum of
all future rewards (i.e., the prediction error signal) (Sutton and
Barto, 1998; Niv and Schoenbaum, 2008). Results from elec-
trophysiological studies in animals and neuroimaging work in
humans show that these reward predictions errors seem to be
coded in phasic changes of dopaminergic activity in the midbrain
and ventral striatum (Schultz et al., 1997; Montague et al., 2004;
D’Ardenne et al., 2008; Niv et al., 2012).
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In comparison, goal-directed or model-based decision-
making reflects choices that are guided by internal goal represen-
tations or “cognitive maps” (Tolman, 1948; Miller and Cohen,
2001). These representations involve knowledge of the struc-
ture of the environment that can be used to make adaptive and
foresighted decisions (Doll et al., 2012). One way of thinking
about these representations is in terms of a decision space that
represents the consequences of actions with respect to sequen-
tial transitions in the environment and possible future rewards.
The advantage of model-based decision mechanisms is that they
allow individuals to flexibly adjust behavior to changes in the
environment. One downside of model-based decision-making
is that it is computationally more expansive and effortful than
the relatively more automatic habitual mechanisms. Recent neu-
roimaging work has started to investigate the neural mechanisms
underlying model-based decision-making (Gläscher et al., 2010;
Daw et al., 2011). Whereas results from Daw et al. (2011) sug-
gest that model-based and model-free decisions may implicate
overlapping neural systems, involving the ventral striatum and
ventromedial prefrontal cortex (vmPFC), findings from Gläscher
et al. (2010) show that the learning of new task structures may
involve cortical areas such the lateral PFC and parietal cortex.

RELATIONS BETWEEN WORKING MEMORY CAPACITY AND
MODEL-BASED DECISION-MAKING
Support for the idea that model-based decision-making relies
on higher-order cognitive control mechanisms comes from a
recent study that combined a two-state Markov decisions task
with a concurrent WM paradigm (Otto et al., 2013). This study
showed that high WM load resulted in a reduced degree of
model-based behavior, suggesting that goal-directed decisions
rely on WM functions and the associated neural systems. Similar
results were obtained by Worthy and Maddox (2012). Using a
dynamic decision-making task these authors showed that WM
load seems to shift behavior from a heuristics-based win-stay
lose-shift (WSLS) strategy toward a model-free (reinforcement-
based) strategy (Worthy and Maddox, 2012). Taken together,
evidence from these studies suggests that model-based decision-
making may partially rely on WM function and that increasing
WM demands may lead to a shift from model-based to model-
free decision-making. Another implication from these findings
is that model-based decision-making abilities can be understood
as a limited cognitive resource. However, what remains unclear
from these studies is the degree to which age and individual dif-
ferences in WM capacity may be associated with differences in
model-based behavior (Otto et al., 2013).

AGE DIFFERENCES IN LEARNING AND DECISION-MAKING
Results from recent studies on age differences in learning and
decision-making suggest that older adults are impaired in learn-
ing from uncertain and ambiguous reward. This does not seem
to be the case in situations in which reward information is fully
predictable (deterministic). Electrophysiological results indicate
that learning impairments are associated with deficits in error
detection as well as less differentiated reward representations
(Eppinger et al., 2008; Eppinger and Kray, 2011; Pietschmann
et al., 2011; Hämmerer and Eppinger, 2012). Moreover, results

from recent fMRI studies show that age-related impairments in
RL are associated with a reduced correlation between reward pre-
diction errors and ventral striatal activity in older than younger
adults (Chowdury et al., 2013; Eppinger et al., 2013). In line
with the idea of age-related changes in striatal prediction error
signaling, Samanez-Larkin et al. (2010) found that subopti-
mal financial decision-making in older adults is associated with
increased temporal variability of the ventral striatal BOLD signal.
Taken together, these results are consistent with several the-
oretical proposals, suggesting that age-related impairments in
reward-based learning might result from reduced dopaminergic
projections from the midbrain to the ventral striatum and vmPFC
(Nieuwenhuis et al., 2002; Frank and Kong, 2008; Hämmerer and
Eppinger, 2012). However, it should be noted that there is also
evidence indicating that age-related deficits in learning are, at
least partially, mediated by decreased white matter integrity in
fronto-striatal pathways (Samanez-Larkin et al., 2012).

Only a few studies so far have focused on age-related dif-
ferences in more complex learning and decision-making (Mata
et al., 2010; Worthy et al., 2011; Worthy and Maddox, 2012).
In a recent study Worthy and Maddox (2012) used a dynamic
decision-making task in which reward depended on the choice
history. Results showed that older adults performed better on
this task than younger adults. Using computational approaches
the authors showed that this effect was due to the fact that older
adults relied more on decision heuristics such as a win-stay lose-
shift, whereas younger adults relied on RL. Findings by Mata et al.
(2010) show that older adults perform poorer in a probabilistic
inference task than younger adults if the decision environment
favors the use of a cognitively demanding strategy. This is con-
sistent with the idea that strategic, planning-related cognitive
processes are a constrained resource, especially in older adults.
Taken together, these results point to the view that age-related
impairments in decision-making may depend on the complexity
of the decision environment (Mata et al., 2010). Older adults may
do well or even better than younger adults in tasks that favor the
use of decision strategies with shorter temporal horizons, such as
WSLS, whereas older adults may be impaired in decision-making
if they have to use strategic, model-based processes.

Although the results of the previous studies may point to an
age-related shift in the balance between model-based and model-
free decision processes, the tasks applied in these studies do not
allow to formally dissociate between these decision mechanisms.
To address this question and to examined age and individual dif-
ferences in model-free and model-based decision processes, we
adapted a two-stage Markov decision task (cf. Daw et al., 2011)
that allowed us to separate the contributions of these decisions
mechanisms to choice behavior (see Figure 1A).

Specifically, we were interested in three major research ques-
tions (a) Does aging affect the balance between model-based and
model-free decision-making mechanisms? (b) Are age-related
changes in decision mechanisms related to age differences in WM
capacity?; and (c) Can model-based behavior in older adults be
supported by enhancing the distinctiveness of the reward value of
the different choice options?

The two-stage Markov decision task consists of two deci-
sion stages in each trial (see Figure 1A). The first decision stage
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FIGURE 1 | (A) Schematic Figure of the 2-stage Markov decision task. In this
task participants have to constantly update reward predictions on the second
stage (model-free decision-making) and use these reward predictions to make
goal-directed decisions on the first stage of the task. To support model-free
learning in the two age groups we manipulated the random walks that
determine the probability of getting a reward at the second stage. We applied
two different probability ranges, one with a narrow range of reward probabilities
(25–75% reward probability) and one with a wide range of reward probabilities

(0–100% reward probability). (B) Model predictions. Left panel: Simulations
show that model-free decision-making is reflected in a main effect of reward.
That is, stay behavior on the first choice depends on whether behavior on the
previous trial was rewarded or not. Model-free behavior is independent of the
transition probability structure. Right panel: Model-based behavior is reflected
in an interaction between transition on the previous trial and reward on the
previous trial. That is, model-based behavior takes the model-free information
as well as knowledge of the transition structure into account.

involves two choice options that are associated with different tran-
sition probabilities to the second-stage choice options that are
then either rewarded or not rewarded. In this task, participants
have to constantly update reward predictions at the second stage
(model-free decision-making) and use this information prospec-
tively to make goal-directed (model-based) decisions at the first
decision stage on the next trial (see Figure 1A). To manipulate
the demands on the representation and updating of reward value
we varied the distinctiveness of the reward probabilities at the sec-
ond stage (see Figure 1A). This was done by increasing the range
of the reward probabilities of the choice options at the second
stage on each trial. The larger the range of the reward proba-
bilities of the four potential choice options, the easier it should
be to differentiate and represent the reward histories associated
with these options (cf. Eppinger et al., 2011). More differentiable
reward probabilities on the second stage should support the abil-
ity to make deliberate, goal-directed decisions on the first stage
and may hence be less demanding in terms of the representation
of the stage transition structure of the task.

Given previous findings that point to age-related behavioral
deficits in complex decision tasks (Mata et al., 2010) we expected
older adults to be impaired in model-based decision-making
compared to younger adults. Furthermore, given evidence for
age-related impairments in learning from probabilistic outcomes
(Eppinger et al., 2008; Hämmerer et al., 2011; Pietschmann et al.,
2011), we predicted that older adults should benefit from more
distinctive reward probabilities at the second stage of the task.
That is, we should find enhanced model-based decision-making
in the wide compared to the narrow probability range condition.
To investigate the association between individual differences in
WM and individual differences in model-based decision-making
we also acquired a WM capacity using the operation span task

(Turner and Engle, 1989; Unsworth et al., 2005). Given results
suggesting that WM capacity is critical for model-based behavior
we expected that higher WM capacity should be associated with
model-based choice patterns (Otto et al., 2013). To the degree
that this is the case, age-related deficits in model-based decision-
making may be mediated by age-related decline in WM capacity
(Salthouse et al., 1989; Salthouse, 1994).

MATERIAL AND METHODS
PARTICIPANTS
Sixty younger and sixty two older adults took part in the study.
Two older adults had to be excluded because they were unable
to perform the experimental tasks. Two younger adults were
excluded because they did not return for the second testing ses-
sion. Two further younger adults needed to be excluded, one due
to technical problems during data acquisition and the other due
to chance level performance in the WM task. Thus, the effec-
tive sample consisted of 56 younger adults (mean age: 24, age
range 20–30 years, 27 females) and 60 older adults (mean age:
69, age range: 56–78 years, 27 females). Participants gave written
informed consent. The Institutional Review Board of the Max-
Planck Institute for Human Development approved the study.
Participants completed a biographical and a personality question-
naire (Carver and White, 1994) as well as several psychometric
tests: (1) Identical pictures test (Ekstrom et al., 1976); (2) Raven’s
Progressive matrices (Raven et al., 1998); (3) Spot-the-Word test
(Baddeley et al., 1992). As shown in Table 1 older adults had
lower scores on the Identical Pictures test and Raven’s matrices
than younger adults (p’s < 0.001, η2 > 0.46). In contrast, older
adults obtained higher scores than younger adults on the Spot-
the-Word test (p < 0.001, η2 = 0.24). Consistent with previous
findings from larger population-based samples (e.g., Li et al.,
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Table 1 | Psychometric variables displayed separately for the two age groups and the two working memory performance groups.

Age group Younger adults Performance effect Older adults Performance effect Age effect

WM performance

groups

Low

(mean, SE )

High

(mean, SE )

p-value, effect size Low

(mean, SE )

High

(mean, SE )

p-value, effect size p-value, effect size

Age 25.2 (0.6) 23.8 (0.6) p = 0.08, η2 = 0.06 69.1 (1.0) 68.4 (0.9) p = 0.60, η2 = 0.00 p < 0.001, η2 = 0.97

Raven 11.3 (0.5) 12.9 (0.5) p = 0.03, η2 = 0.08 5.7 (0.5) 7.4 (0.7) p = 0.05, η2 = 0.07 p < 0.001, η2 = 0.46

Ospan partial score 20.7 (1.5) 49.1 (1.9) p < 0.001, η2 = 0.72 9.2 (1.1) 34.6 (2.1) p < 0.001, η2 = 0.67 p < 0.001, η2 = 0.14

Ospan total score 45.4 (2.0) 63.6 (0.9) p < 0.001, η2 = 0.56 26.3 (2.2) 53.3 (1.4) p < 0.001, η2 = 0.66 p < 0.001, η2 = 0.20

Processing speed 29.0 (1.0) 33.8 (0.7) p < 0.001, η2 = 0.25 22.03 (0.6) 21.5 (0.7) p = 0.55, η2 = 0.00 p < 0.001, η2 = 0.57

Spot-a-word 19.5 (1.1) 20.4 (1.3) p = 0.58, η2 = 0.00 25.4 (1.0) 26.7 (0.9) p = 0.33, η2 = 0.02 p < 0.001, η2 = 0.24

BIS 19.5 (0.7) 18.82 (0.8) p = 0.50, η2 = 0.00 19.86 (0.6) 17.93 (0.6) p = 0.03, η2 = 0.08 p = 0.69, η2 = 0.00

BAS 13.5 (0.3) 13.6 (0.3) p = 0.82, η2 = 0.00 13.5 (0.4) 13.0 (0.3) p = 0.29, η2 = 0.02 p = 0.48, η2 = 0.00

2004), these results suggest age-related reductions in fluid intel-
ligence and age-related improvements in crystallized intelligence.
We did not find significant age differences behavioral inhibition
or approach (BIS/BAS) scores (p’s > 0.48) (Carver and White,
1994).

MEDIAN SPLIT OF GROUPS BASED ON WORKING MEMORY CAPACITY
To examine the associations between individual differences in
WM capacity on model-based and model-free decision-making
we performed a median split for the operation span total score
separately for the two age groups (Unsworth et al., 2005). High
and low capacity groups did not differ significantly with respect
to mean age (younger adults: p = 0.08, older adults: p = 0.60,
see Table 1). However, as expected, given the well-documented
positive association between WM capacity and fluid intelligence
(Duncan et al., 2012), we found significantly higher Raven scores
for high than low WM capacity groups in both age groups (p’s <

0.05; η2’s > 0.07). Significant differences between high and low
capacity in processing speed were observed for younger (p <

0.001; η2 > 0.25), but not for older adults (p = 55). High and
low WM capacity groups did not differ with respect to semantic
knowledge in either age group (p’s > 0.33) (see Table 1).

STIMULI
Stimuli on the first stage were two airplanes that either pointed
to the top or the bottom of the screen, indicating the two differ-
ent choice options. Stimuli on the second stage were 8 colored
figures (“GoGos”) that we generated using a freeware on the
gogos-crazybones.com website and processed for presentation
purposes in Photoshop (see Figure 1A). Background colors of the
second stage stimuli were either blue or brown. Feedback stim-
uli either indicated a monetary gain of 10 Euro Cents, displayed
in green or a neutral outcome of 00 Euro Cents, displayed in
red (see Figure 1A). Stimuli were presented on a 19-inch com-
puter screen using the program EPrime 2.0 software (PST Inc.,
Pittsburgh, PA).

TASK
The task involves two decision stages. At the first stage partici-
pants had to make a decision between two choice options (the
two airplanes), which occurred randomly either on the left or

right side of the screen. This decision determined the transition
to the next (second) stage (see Figure 1A). We refer to more
likely (70%) transitions as common transitions and less likely
(30%) transitions as rare transitions. Participant had to indi-
cate their choice within 2 s of stimulus presentation using the
“f” or “j” key on a standard computer keyboard. If no response
occurred within 2 s the trial was aborted and a new trial started.
At the second stage participants had to make another decision
between two choice options (the GoGos), which were displayed
randomly either on the left or the right side of the screen (see
Figure 1A). This decision had to be made within 2 s of stimu-
lus presentation using the same keys as in the first decision (“f”
and “j”). If no response occurred within 2 s, three white question
marks appeared on the screen for 1 s and the trial was aborted.
Choices were either rewarded (+10 Cents) or not rewarded (∗00
Cents). The probabilities of getting a reward were determined
by Gaussian random walks (see Figure 1A). The feedback stim-
uli were displayed for 1 s. Before and after the feedback stimulus a
fixation cross was displayed for 500 ms. Reward probabilities were
determined by a slowly drifting random walk. At each trial we
added Gaussian noise with a mean of 0 and standard deviation of
0.025 to the reward probabilities. To manipulate the demands on
the updating of reward value representation we applied two types
of random walks with different reflecting boundaries: in the nar-
row probability range condition the random walks had reflecting
boundaries of 0.25 and 0.75 (Daw et al., 2011). In the wide proba-
bility range condition we increased the reflecting boundaries from
0.00 to 1.00 (for examples see Figure 1A). The broader reflecting
boundaries in the wide probability range condition result in more
differentiable random walks for the four second-stage options.
Participants performed 201 trials with the narrow random walk
and 201 trials with the wide random walk in two separate sessions.

To improve subject’s understanding of the task structure we
designed a cover story for the task. The cover story is about a busi-
nessman who has to decide between two airplanes each of which
will bring him to one of two islands (see Figure 1A). The air-
line is called “Surprise” and is somewhat unreliable with respect
to its destinations (the transition probabilities are made explicit
and are practiced by the participants). At each of the islands the
businessman can trade with one of two populations of inhabi-
tants (represented by the GoGo Figures). The productivity of the
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populations changes across time. The task of the businessman
is to make as much money as possible by integrating informa-
tion about the reward probability on the second stage and the
transition structure on the first stage.

PROCEDURE
Participants performed two sessions, which were separated by a
minimum of 1 week and a maximum of 3 weeks. In the first
session participants performed a demographic questionnaire, the
BIS/BAS personality questionnaire (Carver and White, 1994),
Raven’s progressive matrices (Raven et al., 1998) and one ver-
sion of the two-stage Markov decision task (either with narrow
or wide probability range condition). In the second session sub-
jects performed an automated version of the Operation Span Task
(Unsworth et al., 2005), Spot-a-Word and the Identical pictures
test (Li et al., 2004), a version of the two-stage Markov decision
task and an additional experimental task, data of which will be
presented elsewhere. Half of the participants in each group per-
formed the narrow probability range condition first and vice versa
for the second half of the samples. Participants were informed
about the nature of the transition probability structure. We also
explained (and showed) to the subjects that the likelihood of get-
ting a reward at the second stage varies over time and differs
between sessions.

Prior to the task in the first session, participants com-
pleted a computerized training session, which was supervised
by instructed student research assistants. In the first part of the
training participants were introduced to the reward probability
structure of the second (model-free) stage of the task. To familiar-
ize participants with probabilistic reward they had to first perform
10 choices between options with a fixed reward probability of
60%. To support the understanding of probabilistic information
we always referred to reward probabilities in terms absolute num-
bers (i.e., getting reward in 6 of 10 cases). Thereafter, participants
were given 20 additional trials, in which they had to find the
option with the highest reward probability (out of four choice
options). After making sure that everyone found the best option
we explained that the reward probabilities would change slowly
across the experiment. For illustration purposes two examples of
the random walks (see Figure 1) were shown in a graph.

In the next training phase participants were introduced to
the transition probability structure on the first stage. That is, we
informed them about the fact that there are common (character-
istic) and rare (uncharacteristic) transitions and showed them a
graphical picture of the transition structure (similar to Figure 1).
Then participants performed 20 trials in which they practiced
the transitioning from the first stage options to the second stage
options (without receiving a reward). Finally, subjects played 30
trials of the experimental task (involving all stages as well as
probabilistic rewards) using a different stimulus set [for similar
procedures see Daw et al. (2011)]. Before the task in the second
session participants performed a short practice session of 20 min.
Reward was accumulated across sessions and participants were
compensated according to their earnings in the task.

DATA ANALYSIS
Stay-switch behavior at the first stage was analyzed using Matlab
(MATLAB, Mathworks Inc, Natick, MA) and SAS (SAS Institute

Inc, Cary, NC). We defined stay-switch behavior as the probability
to repeat a choice on the first stage as a function of the tran-
sition (common or rare) and the outcome (reward, no reward)
on the previous trials. Mean stay probabilities were analyzed
using a repeated measures ANOVA with the between subjects
factors Age Group (younger, older) and WM capacity (high,
low), as well as the within subjects factors probability range
(narrow, wide), previous transition type (common, rare) and pre-
vious outcome (reward, no-reward). For follow-up analyses we
calculated differences measures for model-free behavior [(com-
mon reward + rare reward) − (common no reward + rare no
reward)] and model-based behavior [(common rewarded + rare
unrewarded) − (rare rewarded + common unrewarded)] (see
Figure 1B). The model-based and model-free difference values
were analyzed using an ANOVA with the factors age group and
range of reward probability.

COMPUTATIONAL MODEL
Choice behavior was fit using a hybrid RL algorithm (Daw et al.,
2011; Wunderlich et al., 2012). This algorithm assumes that
choices on the first stage of the task are driven by a weighted
combination of model-based RL, which accounts for the tran-
sition structure, and model-free SARSA (λ) TD learning. The
weighting of model-based vs. model-free decision mechanism
is determined by the free parameter omega, ω, which is held
constant across trials and is constrained from 0 to 1. If ω

approaches 0 behavior is model-free, which is reflected in a main
effect of reward (see Figure 1B). In contrast, an omega close
to 1 indicates model-based choice behavior, which is reflected
in an interaction between transition structure and reward on
the previous trial (see Figure 1B). Participants are assumed to
select actions stochastically according to a softmax function. The
choice probabilities were determined by the state-action val-
ues. For the model-fit we estimated the free parameters of the
hybrid model for each probability range and subject individ-
ually via maximum likelihood. We first iterated all parameters
individually by using a grid search to get a rough estimate.
Subsequently, we extracted the twelve best fitting parameter com-
binations of both probability ranges and entered them as starting
points for a precise parameter estimation, using Matlab routine
fMincon.

The task consists of two stages and three states (first stage:
SA; Second stage: SB, SC) (see Figure 1A). Each state is associated
with two actions (aA, aB). At both stages (i) a state-action value
function QSi(a) is learned that maps each state action pair to its
expected value. We refer to the model-based value function at the
first stage as QS1MB and to the model-free value function as QSiMF .

MODEL-FREE STATE ACTION VALUES
Model-free state action values at the second stage were updated
using SARSA(λ) temporal difference learning (Rummery and
Niranjan, 1994). The state-action pairs were updated in each trial
t according to:

QS2MF (a, t + 1) = QS2MF (a, t) + α2(r(t) − QS2MF (a, t))

where αi is the learning-rate at a given stage (here stage 2) and r(t)
is the received reward in that trial.
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The state-action value and the reward at the second stage are
then used to update the model-free values for the next choice at
the first stage of the next trial. This updating mechanism followed
the same temporal difference learning rule, with an additional
parameter, λ allowing eligibility traces:

QS1MF (a, t + 1) = QS1MF (a, t) + α1
(
QS2MF (achosen, t)

− QS1MF (a, t)
) + α1λ

(
(r(t) − QS2MF (a, t)

)

Note that eligibility traces are not assumed to carry over from
trial to trial. The reason for this is the task structure that involved
changing reward probabilities (the random walks) for each option
across trials.

MODEL-BASED STATE-ACTION VALUES
Model-based state-action values are computed using Bellman’s
equation by taking the model-free state-action values from the
second stage and the transition probabilities into account.

QS1MB (a1) = HighTran ∗ max
[
QMF

S2 − B (a)
]

+LowTran ∗ max
[
QMF

S2 − C (a)
]

QS1MB (a2) = LowTran ∗ max
[
QMF

S2 − B (a)
]

+HighTran ∗ max
[
QMF

S2 − C (a)
]

In this equation “HighTran” is defined as the highest transi-
tion probability of the current condition (0.7) and ”LowTran”
is defined as the lowest transition probability of that condition
(0.3). Before each block participants were explicitly instructed
about the nature of the transition probabilities and practiced the
transitioning between states.

In the full hybrid model the Qnet state-action value was cal-
culated as the weighted sum of model-based and model-free
values:

QS1net = ω ∗ QS1MB (a) + (1 − ω) ∗ QS1MF (a)

where ω is the weighting parameter. At the second stage the Qnet

state-action value is equal to the model-free state-action value
(QS2net = QS2MF ).

SOFTMAX RULE
Choice probabilities at the first stage were calculated according to
a softmax rule:

PSi

(
a1,t

) =

exp
(
βi ∗

[
QSnet

1

(
a1,t

) + π ∗ rep(a1)
])

(
exp

(
βi ∗

[
QSnet

1

(
a1,t

) + π ∗ rep(a1)
])

+ exp
(
βi ∗

[
QSnet1

(
a2,t

) + π ∗ rep(a2)
]))

where βi is the inverse softmax temperature paramter control-
ling the distinctiveness of the choices. We allowed both learning
parameters (α1, α2) and the softmax temperature parameters (β1,
β2) to differ between the two stages. The indicator function rep(a)
is defined as 1 if a is a top-stage action and is the same as was
chosen on the previous trial, zero otherwise. Taken together, the

function rep(a) and the parameter π capture the degree of per-
severation at the first-stage (π > 0) or the switching (π < 0) at
first-stage options (Lau and Glimcher, 2005).

Choice probabilities at the second stage were calculated as
follows:

PSi

(
a1,t

) =
exp

(
βi ∗ QSnet

2

(
a1,t

))
(

exp
(
βi ∗ QSnet

2

(
a1,t

)))
+

(
exp

(
βi ∗ QSnet

2

(
a2,t

)))

The model contained 7 free parameters (α1, α2, β1, β2, π, λ, ω).
The median parameter values are shown separately for the two
age groups, the two performance groups and the two probability
ranges in Table 2.

MODEL FITS
An ANOVA with the factors age group, performance group and
probability range on the negative log-likelihoods (-LL) showed
no significant age differences in the model-fits (p = 0.79) and no
significant difference between WM capacity groups (p = 0.16)
(see Table 2). However, we obtained a significant main effect of
probability range, indicating better model fits for the wide com-
pared to narrow probability range (p = 0.004, η2 = 0.07). Taken
together, these results show comparable model fits for younger
and older adults as well as for high compared to low WM capac-
ity groups. Furthermore, as shown in Table 2 the model fits as well
as the parameter estimates are comparable with those of previous
studies (Daw et al., 2011; Wunderlich et al., 2012).

RESULTS
OVERALL TASK PERFORMANCE
To examine age differences in overall task performance we calcu-
lated the mean payoffs (earnings), separately for each individual
and probability range condition. Mean payoffs were analyzed
using an ANOVA with the between subject factors Age group,
WM capacity and probability range condition. As shown in
Figure 2C the analysis showed higher mean payoffs for younger
compared to older adults (p = 0.03, η2 = 0.04). Furthermore,
participants earned more money in the wide probability range
condition compared to the narrow probability condition (p <

0.001, η2 = 0.26, see Figure 2C). No significant interaction
effects were obtained (p’s > 19).

EFFECTS OF AGE GROUP ON MODEL-BASED BEHAVIOR
The overall ANOVA revealed a significant interaction between
age group, transition type, and outcome F(1,112) = 29.66, p <

0.001, η2 = 0.14. To test whether there are significant age differ-
ences in decision strategies (model-based vs. model-free) we ran
an ANOVA with the factors age group, WM capacity, probabil-
ity range condition and decision strategy (model-based, mb vs.
model-free, mf). This analysis revealed a significant interaction
between age group and decision strategy F(1, 112) = 17.41, p <

0.001, η2 = 0.12. Separate analyses for the two decision strategies
revealed significant age differences for model-based decision-
making (t < 4.04, p < 0.001, η2 = 0.20), but not for model-free
decision-making (t = −1.31, p = 0.19).
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Table 2 | Computational model parameters (Median, 25th and 75th percentile) as a function of Age group (Younger older adults) and WM

Performance group (low performers, high performers) and Transition probability range (narrow, wide).

Age/performance Probability range Parameter β1 β2 α1 α2 λ π ω −LL

Younger adults
Low performance
group

Narrow 25th percentile 2.33 2.64 0.24 0.30 0.05 0.10 0.09 180.04

Median 3.91 4.71 0.63 0.49 0.23 0.21 0.57 208.55

75th percentile 8.90 5.81 0.85 0.69 0.52 0.42 0.69 231.83

Wide 25th percentile 2.63 2.83 0.26 0.37 0.03 0.06 0.15 170.27

Median 5.12 4.02 0.52 0.56 0.17 0.16 0.57 200.94

75th percentile 10.37 5.21 0.86 0.73 0.62 0.33 0.79 220.00

Younger adults
High performance
group

Narrow 25th percentile 3.96 3.67 0.04 0.52 0.00 0.05 0.21 226.90

Median 7.63 4.82 0.39 0.64 0.09 0.11 0.61 191.52

75th percentile 10.73 6.04 0.67 0.86 0.89 0.167 0.74 171.43

Wide 25th percentile 3.46 6.57 0.07 0.39 0.03 0.09 0.34 159.39

Median 9.99 4.59 0.40 0.65 0.15 0.12 0.64 183.55

75th percentile 12.39 3.78 0.58 0.85 0.36 0.24 0.78 214.80

Older adults
Low performance
group

Narrow 25th percentile 2.41 1.83 0.18 0.05 0.09 0.09 0.08 249.69

Median 5.83 2.92 0.65 0.33 0.33 0.18 0.24 218.33

75th percentile 9.44 5.24 0.95 0.87 0.90 0.27 0.67 188.11

Wide 25th percentile 2.64 1.43 0.04 0.08 0.02 0.05 0.15 161.15

Median 6.12 3.36 0.33 0.44 0.33 0.14 0.35 208.76

75th percentile 13.54 4.91 0.82 0.88 0.83 0.29 0.49 234.82

Older adults
High performance
group

Narrow 25th percentile 2.19 1.98 0.04 0.11 0.11 0.04 0.01 170.26

Median 3.62 2.69 0.40 0.56 0.38 0.18 0.15 202.09

75th percentile 6.42 6.20 0.84 0.90 0.82 0.35 0.48 246.27

Wide 25th percentile 2.52 2.10 0.09 0.06 0.08 0.04 0.01 148.89

Median 6.32 3.75 0.62 0.32 0.49 0.18 0.11 187.34

75th percentile 8.98 5.89 0.91 0.69 0.80 0.35 0.48 232.80

To further examine age differences in model-based behav-
ior we performed separate analyses for the factors transi-
tion type and reward. These analyses showed a significant
effect of age group only on rare rewarded trials (t = 2.80,
p = 0.006, η2 = 0.07). To confirm that the age effect is spe-
cific to rare rewarded trials rather than rare unrewarded tri-
als we performed a post-hoc contrast between the two con-
ditions and tested for age differences. We obtained a signif-
icant interaction between age group and reward. F(1, 112) =
17.41, p < 0.001, η2 = 0.12, indicating that older adults show
enhanced stay behavior after rare transition that lead reward than
younger adults, whereas age groups don’t differ in their behav-
ior after rare transitions that are followed by no reward (see
Figure 2B).

Thus, age-related deficits in decision-making seem to be par-
ticularly pronounced if participants receive an unexpected reward
after an uncharacteristic transition. In such a situation younger
adults tend to switch to the other first stage choice option because
this option is more reliably associated with the stimulus that was
rewarded on the previous trial. In contrast, older adults tend
to perseverate on options that were rewarded, independently of
whether the reward was preceded by a common or rare transition
(see Figure 2A).

EFFECTS OF WM CAPACITY AND AGE DIFFERENCES IN MODEL-BASED
BEHAVIOR
The overall analysis also revealed a significant interaction between
age group, WM capacity, transition type and outcome, F(1,112) =
10.14, p = 0.002, η2 = 0.04. Separate analyses for the two age
groups showed a significant interaction between WM capac-
ity, transition type and outcome for younger adults (p = 0.007,
η2 = 0.09), but not for older adults (p = 0.20). Analyses of the
difference values showed enhanced model-based choice behav-
ior in high WM capacity younger adults compared to low WM
capacity younger adults (t = 2.83, p = 0.007, η2 = 0.14) but no
effects of WM capacity in older adults (t = −1.30, p = 0.20) (see
Figure 3A). Follow-up analyses for the factors WM capacity, tran-
sition type and reward revealed greater switching behavior after
rare transitions that were followed by reward for high perform-
ing younger compared to high performing older adults (t = 2.59,
p = 0.01, η2 = 0.11). As shown in Figure 3B, younger adults
with high WM capacity show enhanced switching behavior after
rare transitions that were followed by reward.

EFFECTS OF PROBABILITY RANGE ON MODEL-BASED BEHAVIOR
Furthermore, the overall ANOVA revealed a significant inter-
action between probability range, transition type and outcome
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FIGURE 2 | (A) Probability of repeating the same first stage choice as a
function of the transition on the previous trials (common, rare transition) and
the outcome received on the previous trial (reward, no reward). Stay
probabilities are displayed separately for younger adults (left panel) and older
adults (right panel), error bars reflect the standard error of the mean (s.e.m.).

(B) Age differences in stay behavior after rare transitions as a function of age
group and reward on the previous trial. (C) Mean pay-offs in Euro per session,
displayed separately for the factors Age group and Probability range
condition. (D) Correlations between mean pay-offs in Euro and degree of
model-based choice behavior (ω-parameter).

FIGURE 3 | (A) Probability of repeating the same first stage choice as a
function of the transition on the previous trials (common, rare transition) and
the outcome received on the previous trial (reward, no reward). Stay
probabilities are displayed separately for younger adults (left panel) and older

adults (right panel) and low and high WM capacity groups. Error bars reflect
the standard error of the mean (s.e.m.). (B) Age differences in stay behavior
after rare transitions and reward on the previous trial as a function of age
group and WM capacity.

F(1,112) = 5.16, p = 0.02, η2 = 0.05, as well as between WM
capacity, probability range, transition type and outcome
F(1, 112) = 4.24, p = 0.04, η2 = 0.04. Separate analyses for the
factor WM capacity showed a significant interaction between
probability range, transition type and reward for high WM
capacity groups (p < 0.006, η2 = 0.12) but not for low capac-
ity groups (p = 0.60). Analyses of the difference values showed
enhanced model-based choice behavior in the wide probabil-
ity range compared to the narrow probability range for high

capacity groups (t = 2.76, p = 0.008, η2 = 0.13) but not for
low WM capacity groups (t = 0.18, p = 0.86) (see Figure 4).
Separate analyses for the factors transition type and reward
showed a significant main effect of probability range only
for common rewarded trials (t = 2.97, p < 0.004, η2 = 0.08).
These results suggest that the effects of probability range
on model-based behavior are primarily driven by enhanced
stay behavior after common transitions that were followed by
reward.
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FIGURE 4 | (A) Difference values (proportion stay trials) for model-based
behavior [(common rewarded + rare unrewarded) − (rare rewarded +
common unrewarded)]. Model-based differences values are shown
separately for the factors Age group (younger, older adults), WM
capacity (high, low capacity) and probability range (narrow, wide

probability range). Error bars reflect the standard error of the mean
(s.e.m.). (B) Model-based (MB) and model-free (MF) differences values,
displayed separately for the factors Age group, WM capacity and
Probability range condition. Error bars reflect the standard error of the
mean (s.e.m.).

GENERALIZED LINEAR MIXED MODEL ANALYSIS
Given that the first stage choice proportions are binomial data
(and may hence not be normally distributed) we also used a
mixed logit model (mixed effects logistic regression) as imple-
mented in the lme4 package (Bates et al., 2013) in the statistical
software R (R Development Core and Team, 2010) to fit choice
behavior [see also Daw et al., 2011]. The design involved the
same factor structure as for the repeated measures ANOVA.
The analysis revealed qualitatively similar results as the overall
results from ANOVA described above. We obtained a signifi-
cant interaction between age group, transition type and out-
come (p < 0.001), reflecting greater model-based choice behavior
in younger than older adults (see Figure 2 and Table 3). We
also found a significant interaction between age group, WM
capacity, transition type and outcome (p < 0.001). Separate
analyses for the two age groups showed enhanced model-
based behavior in high compared to low WM capacity groups
in younger adults (p < 0.001) but not in older adults (p =
0.69), (see Figure 3A). Furthermore, we obtained a significant
interaction between the factors probability range, transition
type and outcome (p < 0.01). As shown in Figure 4, model-
based behavior seems to be more pronounced in the wide
compared to the narrow probability range condition. Taken
together, the results of the mixed effects logistic regression are

qualitatively consistent the results of the repeated measures
ANOVA.

WM CAPACITY COVARIANCE ANALYSIS
To further analyze the effects of WM capacity on age differences
in model-based and model-free decision-making we performed
analyses of covariance (ANCOVA) with the between-subjects fac-
tor age group, within-subjects factor probability range and the
(continuous) covariate WM capacity. For model-based differ-
ences values the analysis showed a significant main effect of age
group F(1, 112) = 41.96, p < 0.001, η2 = 0.15. Importantly, this
effect remained significant after controlling for WM capacity
F(1,112) = 4.39, p = 0.03, η2 = 0.02, indicating that additional
factors contributes to age differences in model-based behavior
beyond the effects of WM capacity. Furthermore, we obtained
a significant interaction between age group and WM capac-
ity F(1, 112) = 12.19, p < 0.001, η2 = 0.04. Separate analyses for
the two age groups showed a significant effect of WM capac-
ity for younger adults (t = 3.06, p = 0.002, η2 = 0.08), but not
for older adults (t = 0.69, p = 0.87). No significant effects of
age group, WM capacity or probability range were obtained for
model-free differences values (p’s > 0.14). Taken together, these
results line up with the findings of the median split analysis and
show that in younger adults enhanced WM is associated with
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Table 3 | Results of the logistic regression analysis with the between

subjects factors Age group and Working memory capacity and the

within subjects factors Probability range condition (walk), transition

type and reward.

Predictor Estimate p-value

(Intercept) 1.35 0.08

Walk −0.18 0.18

Transition 0.21 0.10

Reward 0.26 0.05

Age 0.08 0.87

WM −0.17 0.73

Walk × transition 0.06 0.67

Walk × reward −0.06 0.67

Transition × reward 1.62 <0.001

Age × walk 0.12 0.15

Age × transition 0.00 0.96

Age × reward 0.08 0.31

WM × walk 0.11 0.20

WM × transition −0.07 0.43

WM × reward −0.02 0.84

Age × WM 0.09 0.77

Walk × transition × reward −0.33 0.01

Age × walk × transition −0.02 0.85

Age × walk × reward 0.05 0.52

Age × transition × reward −0.78 <0.001

WM × walk × transition −0.05 0.51

WM × walk × reward 0.06 0.47

WM × transition × reward −0.64 <0.001
Age × WM × walk −0.10 0.06

Age × WM × transition −0.02 0.61

Age × WM × reward 0.00 0.99

Age × walk × transition × reward 0.12 0.16

WM × walk × transition × reward 0.12 0.15

Age × WM × walk × transition 0.02 0.67

Age × WM × walk × reward −0.06 0.20

Age × WM × transition × reward 0.33 <0.001

Age × WM × walk × transition × reward −0.03 0.55

greater model-based behavior, which is not the case in older
adults. Importantly, the results also show that age differences in
model-based behavior remain, even after controlling for WM
capacity.

MODELING RESULTS
To examine the effects of age group and WM capacity on the
model parameters we applied an ANOVA with the between sub-
jects factors age group and performance group and the within
subjects factor probability range. For the ω-parameter, we found
a significant main effect of age group F(1,112) = 20.42, p < 0.001,
η2 = 0.15, As shown in Figure 5 younger adults showed a higher
degree of model-based decision-making (as reflected in the ω-
parameter) than older adults. Furthermore, we obtained a signifi-
cantly greater λ-parameter for older compared to younger adults,
F(1, 112) = 7.72, p = 0.006, η2 = 0.06 (see Figure 5). This finding
indicates that in older adults the reward received on the second

FIGURE 5 | Left panel: Mean parameter estimates for the omega (ω-)
parameter, displayed separately for the two age groups and the two WM
capacity groups. The (ω-) parameter reflects the relative contribution
model-based and model-free mechanisms to first stage choice behavior.
Right panel: Mean parameter estimates for the lambda (λ-) parameter,
displayed separately for the two age groups. The (λ-) parameter reflects the
direct influence of reward on the previous trial on first stage choice
behavior. Error bars reflect the standard error of the mean (s.e.m.).

stage has a greater impact on choice behavior on the first stage
than this is the case in younger adults. For the inverse temper-
ature parameter on the first stage (β1) we found a significant
interaction between age group and WM capacity, F(1, 112) = 5.13,
p = 0.03, η2 = 0.04. Separate analyses for the two age groups
showed a more differentiated choice pattern in high WM capac-
ity compared to low WM capacity younger adults (t = 2.02,
p = 0.05, η2 = 0.07) but no effect of WM capacity in older adults
(t = −1.19, p = 0.24), (see Table 2). Finally, we obtained a sig-
nificant main effect of age group on the learning rate α1 on the
second stage F(1, 112) = 4.2, p = 0.04, η2 = 0.04. As shown in
Table 2, younger adults had a lower learning rate on the sec-
ond stage than older adults, indicating that they update value
representation less rapidly than older adults.

DISCUSSION
In this study we examined age-related and individual differ-
ences in habitual (model-free) and goal-directed (model-based)
decision-making. Specifically, we were interested in three major
questions: (a) Does aging affect the balance between model-
based and model-free decision mechanisms? (b) Are age-related
changes in decision mechanisms related to age differences in WM
capacity, and (c) Can model-based behavior be supported by
manipulating the distinctiveness of the reward value of the dif-
ferent choice options? To examine these questions, we used a
two-stage Markov decision task that allows us to separate the con-
tributions of model-free and model-based decision processes to
choice behavior (Daw et al., 2011; Wunderlich et al., 2012). To
support model-based behavior in this task we manipulated the
range of the reward probabilities associated with the different
options on the second stage (see Figure 1A). More differentiable
reward probabilities on the second stage should support the abil-
ity to make deliberate, goal-directed decisions on the first stage
and may hence be protective against age-related deficits in model-
based decision-making. Furthermore, we acquired a WM capacity
measure to investigate the impact of WM capacity on individual
differences in model-based decision-making automated opera-
tion span, (Unsworth et al., 2005). Based on these WM capacity
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scores we separated younger and older samples into high and low
WM groups.

AGE-RELATED IMPAIRMENTS IN MODEL-BASED DECISION-MAKING
The analysis of the stay-switch behavior on the first stage revealed
significant impairments in model-based decision-making in older
adults (see Figure 1A). In contrast, no significant age differences
in model-free decision-making were obtained (see Figures 1A,
4B). An analysis of age differences in the model-parameters sup-
ports these findings by showing a significant age-related reduc-
tion of the ω- parameter, which reflects the relative contribution
of model-based compared to model-free decision processes to
choice behavior on the first stage of the task (see Figure 5). An
analysis of overall task performance showed higher mean pay-offs
in younger than older adults, indicating that the more model-
based strategy in younger adults is beneficial in terms of over-
all performance (Figure 2C). Furthermore, correlation analyses
showed that in younger adults greater model-based behavior is
associated with higher mean pay-offs. This is not the case in older
adults (see Figure 2D). Thus, older adults who engage in a more
model-based strategy do not seem to benefit from it in terms of
overall performance. One interpretation of this effect might be
that even though those older adults make strategic decisions on
the first stage, they do not consistently choose the option with
the highest expected value on the second stage. That is, overall
deficits in task performance in older adults may reflect problems
in the integration of model-free and model-based information.

Interestingly, age-related deficits in model-based decision-
making seem to be particularly pronounced if participants receive
an unexpected reward after an uncharacteristic transition and
have to revise their decision strategy (see Figure 2B). In such a
situation younger adults tend to switch to the other first stage
option because this option is more reliably associated with the
stimulus that was rewarded on the previous trial. This switching
behavior can be understood in terms of a model-based explo-
ration in which the younger adults switch to a state that may offer
a greater probability of reward than the one they currently exploit.
In contrast, older adults tend to perseverate on options that were
rewarded, independently of whether the reward was preceded by a
common or rare transition. Therefore, the current results suggest
that older adults have deficits in applying their knowledge of the
task structure if the reward on the previous trial reinforces stay
behavior, whereas the fact that it was an uncharacteristic transi-
tion indicates the need for a shift in the response strategy on the
first stage.

This interpretation is supported by two results of the model-
ing analysis: first, older adults show a higher λ- parameter than
younger adults (see Figure 5). The λ- parameter reflects the direct
influence of reward on the previous trial on stay-switch behav-
ior on the first stage. That is, a high λ- parameter in older adults
indicates that their choice behavior on the first stage is primar-
ily influenced by the outcome on the previous trial rather than
their representation of the expected value of the choice options
on the previous trial. Second, we found a higher learning rate
for older than younger adults on the second stage of the task.
This result indicates that older adults are less consistent in their
choice behavior on the second stage of the task, which may lead to

deficits in building up differentiated reward value representations.
Thus, our results are in line with previous findings that point
to age-related impairments in the representation and updating
of the expected value of choice options during RL (Eppinger
et al., 2008; Eppinger and Kray, 2011; Hämmerer et al., 2011;
Pietschmann et al., 2011). Furthermore, our findings line up with
data from neuroimaging studies, which indicate that impairments
RL in older adults are associated with age-related deficits in stri-
atal reward prediction error signaling (Chowdury et al., 2013;
Eppinger et al., 2013). However, it seems also plausible that age-
related deficits in model-based decision-making are due to more
complicated neuromodulatory effects in higher-order cortical
areas, particularly the ventromedial and lateral prefrontal cortex.
Consistent with such view, recent findings from Samanez-Larkin
et al. (2012) suggest that age-related deficits in reward-based
learning are, at least partially, mediated by decreased white mat-
ter integrity in fronto-striatal pathways (Samanez-Larkin et al.,
2012).

Taken together, the current results suggest that age-related
impairments in the updating of reward value representations may
lead to deficits in goal-directed decision-making in older adults.
These deficits are particularly pronounced if reward on the pre-
vious trial reinforces stay behavior, whereas the fact that it was
an uncharacteristic transition indicates the need for a shift in the
response strategy on the first stage. In these situations younger
adults use their knowledge of the task structure to engage in
strategic exploratory behavior, whereas older adults perseverate
on the option they are currently exploiting.

EFFECTS OF WM CAPACITY AND AGE GROUP ON MODEL-BASED
BEHAVIOR
To examine the effects of individual differences in WM capac-
ity on model-based behavior in the two age groups, we acquired
a WM measure automated operation span, (Unsworth et al.,
2005) and subdivided the younger and older adult samples into
high and low WM capacity groups. We found enhanced model-
based behavior for high capacity compared to low capacity
younger adults, but no effect of WM capacity in older adults (see
Figure 3A). Moreover, similar to the age-effects on model-based
behavior, WM capacity-related differences in younger adults were
most pronounced in switching behavior after rare transitions that
were followed by reward (see Figure 3B). These results suggest
that WM capacity is an important determinant of whether indi-
viduals engage in a model-based or model-free decision strategy.
Furthermore, high WM capacity in younger adults seems to be
associated with greater ability for strategic exploratory behavior.
The results in younger adults are consistent with recent findings
from a study that used the two stage Markov decision task in
combination with a concurrent WM manipulation (Otto et al.,
2013). Results of this study showed that taxing WM disrupts
model-based behavior in younger adults.

What remained unclear from this study is at which decision
stage the effects of WM occur. This is an interesting question,
because on the one hand, WM may play a role for the represen-
tation and maintenance of the state actions values of the different
options on the second stage. On the other hand, WM might also
play role while trying to integrate model-free information with
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information about the transition structure on the first stage of the
task (Gershman et al., 2013; Otto et al., 2013). The current find-
ings show that in younger adults the effects of WM capacity are
enhanced if the reward probabilities of the different options are
more differentiable from each other (in the high probability range
condition, see Figure 4). Hence, our findings seem more consis-
tent with the first view, suggesting that enhanced WM capacity
is associated with a greater ability to maintain model-free value
representations and use them for model-based decision-making.

ABSENCE OF WM EFFECTS ON MODEL-BASED BEHAVIOR IN OLDER
ADULTS
As shown in Figure 6 in older adults we found no significant
correlation between WM capacity and model-based behavior. In
contrast, in younger adults enhanced WM capacity is associated
with a higher degree of model-based behavior, particularly in
the high probability range condition. At first sight, one way to
interpret these effects would be in terms of a floor effect in WM
capacity in older adults. However, as also shown in Figure 6,
even those older adults with high WM capacity (comparable to
young high performing individuals), did not show evidence for
enhanced model-based behavior. These findings suggest that fac-
tors other than WM might explain the age-related decline in
model-based behavior. This interpretation is backed-up by the
results of a covariance analysis which show that age differences
in model-based behavior remain significant even after controlling
for the effects of WM capacity. The question is what those fac-
tors might be. Consistent with the interpretation offered above, it
could be argued that deficits in the updating of expected reward
value might lead to these impairments. However, it could also
be argued that that these impairments are due to more com-
plex interactions between areas that represent the expected value
of options and areas that are involved in implementing strate-
gic operations, such as the lateral PFC. Results from a recent
fMRI study using a three state Markov learning task suggest that
age-related impairments in learning of higher order transition
structures (models) are associated with a reduced recruitment of
the lateral prefrontal cortex (Eppinger et al., 2012). Furthermore,

FIGURE 6 | Scatter plots for the correlations between model-based

difference values (see Methods) and WM capacity (OSPAN total

scores), displayed separately for the low and the high reward

probability range conditions. Younger adults are shown in red, older
adults are shown in blue.

results of that study indicate that model-based learning correlates
positively with reasoning abilities but not with WM. Thus, these
results point to the view that there is a specific deficit in older
adults that relates to the learning and application of higher order
associations such as sequential contingencies between events or
probabilistic transition structures (such as in the current task).

Another interpretation of the absence WM effects in older
adults could be that they are less willing (or able) to use an effort-
ful decision strategy that relies on WM and rather fall back on
a simpler decision strategy such as win-stay and lose-shift (Mata
et al., 2010). This is somewhat supported by the modeling results,
which suggest that older adults focus more on the most recent
outcome than younger adults. However, given the overall per-
formance deficits in older adults (see Figure 2C) such a strategy
seems to reflect an adaptation to a behavioral impairment rather
than a general difference in their approach to the task.

EFFECTS OF PROBABILITY RANGE ON MODEL-BASED BEHAVIOR
The analyses of the stay-switch behavior also revealed that model-
based behavior is enhanced when reward probabilities on the
second stage are more differentiable from each other (in the
wide compared to the narrow range probability condition).
Furthermore, this effect is more pronounced in high WM capacity
groups compared to low WM capacity groups (see Figures 5, 6).
The effects of probability range on model-based behavior are
interesting for several reasons. First of all, these findings show that
a manipulation that seems to primarily affect the second stage
of the task can lead to a greater degree of model-based decision-
making on the first stage of the task. That is, more differentiated
value representations on the second stage seem to support model-
based behavior on the first stage. Second, the interaction with
WM capacity suggests that enhanced model-based behavior in
individuals with high WM capacity may be due to a better abil-
ity to maintain and update those value representations in WM.
Interestingly, a follow-up analysis of these results showed that
greater model-based behavior in the wide probability range was
primarily driven by enhanced stay behavior after common tran-
sitions that were followed by reward. This finding is in line with
the idea that more differentiated reward probabilities on the sec-
ond stage result in more consistent stay behavior on the first stage
options, presumably by reducing uncertainty about the currently
best option. The idea here would be that a greater distinctive-
ness of the value of choice options on the second stage supports
the updating of those values in WM, particularly in individuals
with high WM capacity. A better representation of the values of
the different options on the second stage may then lead to more
consistent choice behavior after common transitions that were
followed by reward (i.e., in situations in which the available evi-
dence indicates that the best thing to do is to stick to the option
that has been chosen on the previous trial). Although such an
interpretation seems speculative, it is consistent with theoretical
ideas, suggesting that WM updating may be regulated by phasic
dopaminergic prediction error signals (Braver and Cohen, 2000;
Frank et al., 2001; D’Ardenne et al., 2012). According to the gating
theory, it could be argued that the probability range manipulation
results in more distinctive prediction error signaling and hence
more reliable value representation for the different second-stage
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choice options. A more reliable and differentiated representation
of state-action values in WM may then support the application of
model-based decision strategies on the first stage of the task.

CONCLUSIONS
Taken together, the current results show impairments in model-
based decision-making in older compared to younger adults.
These deficits are particularly pronounced in situations in which
reward on the previous trial reinforces stay behavior, whereas
the fact that it was an uncharacteristic transition indicates the
need for a shift in decision strategy. In these situations younger
adults engage in a strategic exploration of the task structure,
whereas older adults perseverate on the option they are cur-
rently exploiting. Analyses of the model parameters showed that
decision-making deficits in older adults are associated with less
consistent choice patterns on the second stage and a greater direct
influence of reward on the previous trial on first stage choice
behavior. Thus, the current findings are consistent with the idea
that age-related deficits in model-based decision-making reflect
impairments in the representation and updating of expected
reward value (Eppinger et al., 2011; Chowdury et al., 2013;
Eppinger et al., 2013). As a consequence of those deficits, older
adults rely more on the most recent outcome rather than their
(impoverished) representation of the expected value of choice
options on the second stage.

In addition to age-related changes in goal-directed decision-
making our findings also point to substantial individual dif-
ferences in model-based behavior. In younger adults high WM
capacity is associated with enhanced model-based behavior.
Moreover, this effect is further elevated when reward probabili-
ties on the second stage are more differentiable from each other.
The implications of these effects are two-fold: first, these findings
suggest that model-based behavior is particularly prevalent in
younger individuals with high WM capacity. Second, these results
indicate that high WM capacity supports the ability to maintain
and update (model-free) value representations and use them for
strategic exploration. It could be argued that the absence of a WM
effect on model-based behavior in older adults reflects a floor
effect in WM capacity. However, the fact that age-related deficits
in model-based behavior remain significant even after controlling
for the effects of WM capacity indicates that additional factors
might play a role. Based on recent fMRI findings (Eppinger et al.,
2012) we argue that an under-recruitment of the lateral PFC dur-
ing the integration of expected reward value into model-based
decisions might be one possible explanation for these effects.
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Studies on prefrontal cortex (PFC) dopamine (DA) function have revealed its essential
role in mediating a variety of cognitive and executive functions. A general principle
that has emerged (primarily from studies on working memory) is that PFC DA,
acting on D1 receptors, regulates cognition in accordance to an “inverted-U” shaped
function, so that too little or too much activity has detrimental effects on performance.
However, contemporary studies have indicated that the receptor mechanisms through
which mesocortical DA regulates different aspects of behavioral flexibility can vary
considerably across different DA receptors and cognitive operations. This article will review
psychopharmacological and neurochemical data comparing and contrasting the cognitive
effects of antagonism and stimulation of different DA receptors in the medial PFC. Thus,
set-shifting is dependent on a co-operative interaction between PFC D1 and D2 receptors,
yet, supranormal stimulation of these receptors does not appear to have detrimental
effects on this function. On the other hand, modification of cost/benefit decision biases in
situations involving reward uncertainty is regulated in complex and sometimes opposing
ways by PFC D1 vs. D2 receptors. When viewed collectively, these findings suggest
that the “inverted-U” shaped dose-response curve underlying D1 receptor modulation
of working memory is not a one-size-fits-all function. Rather, it appears that mesocortical
DA exerts its effects via a family of functions, wherein reduced or excessive DA activity
can have a variety of effects across different cognitive domains.

Keywords: prefrontal, dopamine, D1, D2, set-shifting, decision making, microdialysis, rats

Brozoski et al. (1979) originally reported that depletion of
dopamine (DA) in the prefrontal cortex (PFC) of monkeys
impaired delayed responding in a manner comparable to com-
plete removal of the frontal lobes. These seminal findings have
since sparked a substantial amount of psychopharmacological,
neurophysiological, and computational research on how meso-
cortical DA regulates complex forms of cognition. Much of the
work stemming from these initial findings has focused on pro-
cesses related to working memory, revealing that these functions
are dependent primarily on PFC D1 receptor activity. A particu-
larly influential discovery from this line of research is that PFC
D1 receptor modulation of working memory takes the form of
an “inverted-U” shaped curve (Arnsten, 1997; Zahrt et al., 1997;
Williams and Castner, 2006), where suboptimal or excessive D1

activity can have detrimental effects on cognition.
The notion that normal PFC functioning is dependent on

an optimum range of DA activity, whereas “too little” or “too
much” D1 receptor stimulation has detrimental effects on work-
ing memory has become a cornerstone of our understanding of
how mesocortical DA regulates cognition. However, the frontal
lobes regulate a variety of other functions distinct from work-
ing memory, such as cognitive flexibility, cost/benefit decision
making, and emotional processes. More contemporary studies
have begun to elucidate how PFC DA may regulate these func-
tions, and an emerging impression is that PFC DA regulation of

these other functions differs considerably from mechanisms that
facilitate working memory.

DA exerts its effects on PFC neural activity via multiple recep-
tor subtypes. Both D1-like and D2-like (D2, D4) receptors are
expressed within the PFC, although the subcellular localization
of these receptors differs. Expression of D1 receptors on princi-
ple pyramidal neurons appears to be substantially greater than
D2 receptors (Gaspar et al., 1995), whereas both types of recep-
tors have been localized on GABAergic interneurons and may
also reside on presynaptic excitatory glutamate terminals (Sesack
et al., 1995; Mrzijak et al., 1996; Muly et al., 1998; Wedzony et al.,
2001). Numerous studies have shown that activation of D1, D2,
or D4 receptors exerts complex and dissociable electrophysiologi-
cal actions on the activity of different classes of PFC neurons that
may either increase or decrease the excitability of these cells and
differentially modulate PFC neural network activity, depending
of a variety of factors (see Seamans and Yang, 2004 for a review).
Moreover, recent studies have indicated that there may be separate
population of PFC pyramidal neurons that preferentially express
only D1 or D2 receptors (Gee et al., 2012; Seong and Carter, 2012).
These anatomical and neurophysiological findings suggest that
DA may exert differential effects on the activity of PFC neural net-
works which in turn may subserve a variety of distinct cognitive
operations. Yet, despite these findings, the majority of studies on
the role of PFC DA in functions such as working memory have
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focused on the role of D1 receptors, whereas until recently, the
functional role of D2 and D4 receptors has been less clear. This
review will highlight some recent advances in our understanding
of how PFC DA regulates a variety of executive functions, focus-
ing primarily on psychopharmacological and neurochemical data
obtained from rodents, with an emphasis on the differences in the
principles of operation through which medial PFC DA regulates
different cognitive domains.

DA, THE “INVERTED-U” AND WORKING MEMORY:
IMPORTANT CAVEATS
One of the earliest and direct demonstrations that supranormal
stimulation of PFC D1 receptors can perturb working memory
came from the seminal study by Zahrt et al. (1997). They showed
that infusions of the full D1 agonist SKF 81297 (0.01–0.1 µg) in
the prelimbic region of the medial PFC of rats dose-dependently
impaired delayed alternation on a T-maze task. An influential
aspect of this paper was a summary figure, showing that treat-
ment with a D1 agonist or antagonist (SCH 23390) markedly
reduced the proportion of correct responses when compared to
control conditions or combined agonist/antagonist treatment.
What was particularly striking about this synthesis was how
actual empirical data were plotted to clearly demonstrate an
“inverted-U” shaped function underlying dopaminergic modu-
lation of working memory. However, an important point that
is often overlooked is that impairments in delayed alternation
induced by D1 antagonism (the “too little” end of the curve)
have been observed after systemic D1 receptor blockade. In con-
trast, a subsequent study using a near-identical task found that
blockade of either D1 or D2 receptors in the medial PFC did
not impair delayed alternation (Romanides et al., 1999). This
discrepancy between the effects of systemic vs. local manipula-
tions of DA activity indicates that caution is warranted when
attributing the specific neural loci where systemic drug treat-
ments may be acting to affect behavior and cognition. Note that
in the aforementioned study, blockade of glutamate receptors did
impair performance, indicating that working memory assessed
in this manner is dependent on the integrity of excitatory trans-
mission in the PFC. Yet, the fact that blockade of DA receptors
in the rat medial PFC did not impair delayed alternation sug-
gests that this form of delayed responding is not a particularly
sensitive paradigm for assessing PFC DA regulation of working
memory functions in rodents. Moreover, it suggests that cer-
tain aspects of working memory dependent on the PFC may
nevertheless be relatively insensitive to reductions in mesocor-
tical DA. This is in keeping with studies in primates showing
that performance of a self-ordered sequencing task or a spatial
delayed response task were both impaired by excitotoxic lesions of
the PFC, yet PFC DA depletion only impaired delayed respond-
ing and left self-ordered working memory intact (Collins et al.,
1998).

Another important principle underlying PFC DA modulation
of working memory is the relative baseline levels of performance.
Work by our group has used a delayed response variant of the
radial-arm maze task (Figure 1A) utilizing a comparatively long
delay (30 min) that, unlike delayed alternation, is sensitive to
blockade of PFC D1 (but not D2) receptors (Seamans et al.,

1998; Figure 1B, left; Figure 5A). We exploited this procedure to
manipulate baseline performance by testing separate group of rats
after either a typical, 30 min delay (when performance was good)
or after an extended, 12-h delay (which degrades performance
in control animals) (Floresco and Phillips, 2001). In keeping
with previous findings, intra-PFC (prelimbic) infusion of the
D1 agonist SKF 81297 (0.05–0.2 µg) dose-dependently impaired
working memory after the 30 min delay, compared to control
rats that showed near-optimal performance (Figure 1B, right;
Figure 5A). In contrast, control rats subjected to an extended
12 h delay made considerably more errors, presumably because
the memory for the expected location of reward had degraded
during this period. What was striking was that, under these con-
ditions where performance was degraded, treatment with the
same doses of the D1 agonist had the diametrically opposite
effect to that observed when performance was good, in that these
treatments improved performance relative to controls. Similar
results have been obtained with the same agonist using a within-
subjects design in combination with a delayed-response task
incorporating shorter delays (Chudasama and Robbins, 2004).
Thus, pharmacological stimulation of PFC D1 receptors does not
always impair working memory, and can actually improve per-
formance following degradation of the memory that the subject
must “work” with (e.g., after longer delays). Note that degrada-
tions in performance induced by longer delays have been asso-
ciated with reduced levels of mesocortical DA efflux compared
to conditions where performance is good (Phillips et al., 2004;
Figure 1C). Thus, differential effects of PFC D1 stimulation on
working memory may be mediated in part by the relative levels of
mesocortical DA transmission, with good vs. poor performance
linked to higher vs. lower levels of DA efflux. Under these condi-
tions, exogenous stimulation of PFC D1 receptors would either
be expected to overstimulate these receptors (and impair good
performance) or normalize levels of D1 activity and improve per-
formance, in keeping with the idea of the inverted-U shaped
function.

Unlike PFC D1 receptors, blockade of D2 receptors has repeat-
edly been shown to not disrupt working memory in primates or
rats (Sawaguchi and Goldman-Rakic, 1994; Seamans et al., 1998;
Romanides et al., 1999), even though local application of D2 ago-
nists or antagonists augments or attenuates “response”-related
firing of PFC neurons in monkeys performing an occulomotor
delayed response task (Wang et al., 2004). Although the effects of
PFC D2 receptor stimulation on working memory performance
have yet to be explored fully, one notable study revealed that pre-
limbic PFC infusions of a D2 agonist disrupts delayed responding
on a U-maze, whereas PFC D2 antagonism reduced proactive
interference (Druzin et al., 2000). Thus, under some conditions,
PFC D2 receptor modulation of working memory may take the
form of a monotonic function (i.e., lower/higher levels of D2 acti-
vation associated with better/poorer performance), in a manner
that is distinct and antagonistic to the inverted-U shaped func-
tion underlying D1 receptor modulation. However, as discussed
below, the principles of operation through which different DA
receptors interact to regulate other executive processes mediated
by the frontal lobes can differ considerably from those underlying
working memory.
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FIGURE 1 | PFC D1 receptor modulation of working memory. (A)

A delayed response variant of the radial-arm maze task used to collect data
presented in subsequent panels. The task consists of a training (acquisition)
and a test (retrieval) phase. During the training phase, the rat must retrieve

food from four randomly selected arms, with the other arms blocked. During
a test phase occurring after a delay, arms that were blocked previously are
now open and baited. DA drugs were administered prior to the test phase.

(Continued)
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FIGURE 1 | Continued

(B) Infusions of a D1 antagonist dose-dependently impaired working memory
performance on this delayed-response task. Similarly, treatment with the D1
agonist SKF 81297 also impaired performance when infusions were made after
a relatively short delay (30 min). These data have be re-plotted from those
originally reported by Seamans et al. (1998) and Floresco and Phillips (2001) to
highlight the effects of reduced vs. excessive D1 activation on performance. For
this and all subsequent figures, dashed lines emphasize the dose-response
function associated with reduced or excessive DA receptor stimulation. In the
case of working memory, the effects present as a classic the U-shaped

function, where reduced or excessive PFC D1 activity caused poorer
performance relative to control conditions, numbers underneath each bar
represents drug dose (in µg), and stars represent p < 0.05 vs. relative control
treatments or groups. (C) Behavioral performance and peak increase in PFC DA
efflux observed during the test phase of this task following a typical 30 min, or
extended 1 or 6 h delays. Left panel shows that extending the delay period
degrades performance and results in more working memory errors. Right panel
shows that in these same animals, poorer performance was associated with
reduced PFC DA efflux. Under these conditions, infusions of a D1 agonist can
rescue performance. Adapted from Phillips et al. (2004).

PREFRONTAL DA AND BEHAVIORAL FLEXIBILITY
Another key function of the mammalian PFC is to facilitate
alterations in behavior in response to changing environmental
demands (Dias et al., 1996; Brown and Bowman, 2002; Floresco
et al., 2009). Behavioral flexibility is not a unitary phenomenon,
but rather, may be viewed as a hierarchical process, ranging
from simpler to more complex processes that are subserved by
anatomically-distinct prefrontal and subcocortical regions. For
example, extinction entails the suppression of a conditioned
response elicited by a stimulus that no longer predicts reinforce-
ment. Although the contribution of mesocortical DA to this form
of flexibility remains to be characterized thoroughly, there have
been reports that D2 and D4 receptors in the infralimbic medial
PFC, may facilitate consolidation of fear extinction memories
(Pfeiffer and Fendt, 2006; Mueller et al., 2010).

Reversal learning is a more complex form of flexibility engaged
when an organism must discriminate between two or more
stimuli, only one of which is associated with reinforcement.
Reversal shifts require a switch between stimulus-reinforcement
associations within a particular stimulus dimension (i.e., use
the same basic strategy, but approach a different stimulus),
a form of flexibility critically-dependent on the orbitofrontal
PFC in both primates and rats (Dias et al., 1996, 1997;
McAlonan and Brown, 2003). Unlike other forms of flexibil-
ity, reversal learning is generally unimpaired by global deple-
tion of PFC DA (Roberts et al., 1994; Crofts et al., 2001).
Rather, serotonin inputs to the orbital PFC appears to be
the monoamine neurotransmitter that is of primary impor-
tance in modulating reversal learning (Clarke et al., 2004,
2005), although DA input to striatal regions also facilitates this
form of flexibility (O’Neill and Brown, 2007; Clarke et al.,
2011).

On the other hand, shifts between strategies, rules or atten-
tional sets taps into higher-order cognitive functions, requiring
attention be focused to multiple aspects of complex environmen-
tal stimuli. In humans, an inability to shift strategies is epitomized
by impairments on the Wisconsin Card Sorting task. Patients with
frontal lobe damage are initially able to sort cards by one dimen-
sion (e.g., color), but have great difficulty in altering their strategy
when required to organize cards by another dimension, (num-
ber or shape), perseverating to the now incorrect strategy. Studies
with laboratory animals have revealed that lesions/inactivation of
the lateral PFC in primates or the medial PFC in rats do not affect
initial discrimination learning, but profoundly impair the abil-
ity to inhibit an old strategy and utilize a new one (Dias et al.,
1996, 1997; Ragozzino et al., 1999; Brown and Bowman, 2002;

Floresco et al., 2008a), even though these manipulations do not
affect reversal learning.

Much of the research on how mesocortical DA modulates
behavioral flexibility has focused on attentional or strategy
set-shifting. An initial report by Roberts et al. (1994) used
an intradimensional/extradimensional (ID/ED) shifting task,
wherein marmosets conducted a series of two-choice discrimi-
nations using complex stimuli (e.g., sets of lines overlaid onto
different shapes). During the initial phases, subjects discrimi-
nated stimuli based on one stimulus dimension (e.g., lines), but
during the critical ED phase, they had to shift their attention
to the other stimulus dimension. Depletion of PFC DA actually
improved ED set shifting, even though these manipulations dis-
rupted working memory assessed with a spatial delayed-response
task. The improvement in set shifting was later attributed to a
disruption in attentional set formation, as a subsequent study
showed that PFC DA depletion impaired repeated ID shifts within
the same stimulus dimension (Crofts et al., 2001). However, this
effect was only observed for one type of ED shift when ani-
mals were required to shift responding from a more difficult
“lines” dimension to a “shapes” dimension. Nevertheless, these
data indicate that mesocortical DA serves to stabilize representa-
tions, facilitating the ability to attend to relevant stimuli (Robbins,
2005; Robbins and Arnsten, 2009).

One way to assesses set-shifting ability in rodents that is
amenable to psychopharmacological investigation is with a
strategy-shifting task conducted either on a cross-maze or in
an operant chamber. Rats initially learn to use either an ego-
centric response (e.g., always turn left) or visual-cue discrim-
ination strategy (e.g., always approach the arm with a visual
cue, located in the left, or right arm with equal frequency)
to obtain reinforcement (see Figure 2A). During the shift, rats
must cease using the previously-acquired strategy and learn the
alternative discrimination. As has been observed with studies
using ID/ED shifting tasks designed for rodents, strategy set-
shifting is disrupted by inactivation of the medial, but not
orbital PFC (Ragozzino et al., 1999; Birrell and Brown, 2000;
McAlonan and Brown, 2003; Floresco et al., 2008a; Ghods-Sharifi
et al., 2008). Another advantage of the strategy shifting task
is that it permits a detailed analysis of the different types of
errors committed during the shift, providing insight into whether
impairments are due to enhanced perseverative responding or
a deficit in acquiring or maintaining new strategies. Reversible
inactivation of the medial PFC causes robust perseverative-
type deficits when rats must shift from one strategy to another
(Ragozzino et al., 1999; Floresco et al., 2008a).
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FIGURE 2 | Multiple PFC DA receptors regulate set shifting. (A) The
set shifting task conducted on a cross-maze requires rats to initially learn
one discrimination rule (e.g., always turn right) to receive food
reinforcement (top). A visual-cue insert is randomly placed in one of the
arms but does not reliably predict reward. During the set-shift (bottom),
the rat is now required to use a visual-cue discrimination strategy,
necessitating a shift from the old strategy and approach toward the
previously-irrelevant cue. (B–D) The effects of blockade and stimulation of

D1, D2, and D4 receptors on set shifting. These data have be re-plotted
from those originally reported by Ragozzino (2002) and Floresco et al.
(2006) to highlight the effects of reduced vs. excessive DA receptor
activation on perseverative errors made during the shift. Blockade of PFC
D1 (B) or D2 (C) receptors significantly impairs strategy set-shifting,
whereas pharmacological stimulation of these receptors did not affect
performance. (D) Blockade of D4 receptors improves performance,
whereas D4 stimulation impaired set shifting. Stars represent p < 0.05.

Psychopharmacological studies have revealed some
similarities, but also important differences in the receptor
mechanisms through which PFC DA regulates set-shifting viz à
viz working memory. Thus, akin to its important for working
memory, medial prelimbic PFC D1 receptor activity also facili-
tates strategy set-shifting, as blockade of these receptors with SCH
23390 induces severe perseverative deficits (Ragozzino, 2002,
Figure 2B, left). However, a subsequent series of experiments
by our group (Floresco et al., 2006) revealed blockade of PFC

D2 receptors also enhanced perseveration during set-shifting,
indicating that, unlike working memory, this form of behavioral
flexibility is critically-dependent on a cooperative interaction of
both D1 and D2 receptors in the PFC (Figure 2C, left).

Further, dissociations in the DA receptor pharmacology
underlying working memory and set-shifting were observed fol-
lowing administration of DA agonists into the prelimbic medial
PFC. Infusions of the D1 agonist, SKF 81297 (at doses known
to affect working memory performance) neither impaired nor

www.frontiersin.org April 2013 | Volume 7 | Article 62 | 69

http://www.frontiersin.org
http://www.frontiersin.org/Decision_Neuroscience/archive


Floresco Prefrontal dopamine and flexibility

improved set-shifting (Figure 2B, right). Note that the lack of
effect of PFC D1 stimulation is in keeping with findings from
another study, where infusion of the agonist SKF 38393 did not
alter set-shifting on an ID/ED task, although these manipulations
did ameliorate impairments induced by repeated amphetamine
(Fletcher et al., 2005). Similar to the lack of effect with a D1 ago-
nist, intra-PFC application of the D2 agonist quinpirole also did
not affect set-shifting (Figure 2C, right, and also see Figure 5B).
Another interesting observation was that, unlike D1 and D2 recep-
tors, PFC D4 receptor modulation of set-shifting took the form of
a negative sigmoidal function, as stimulation of these receptors
impaired performance, and their blockade improved shifting rel-
ative to controls (Figure 2D). Collectively, these findings indicate
that the construct of an “inverted-U” shaped function underly-
ing D1 (or D2/D4) receptor modulation of working memory does
not appear to hold true for set-shifting functions mediated by the
PFC. In this regard, it is plausible that combined stimulation of
both of these receptors may have beneficial effects on set-shifting,
as systemic treatment with the COMT inhibitor tolcapone has
been reported to selectively increase PFC DA efflux and improve
ED shifting (Tunbridge et al., 2004).

Additional insight into the contributions of PFC DA to set
shifting comes from in vivo microdialysis studies conducted in
freely-behaving rats performing a strategy set-shifting task sim-
ilar to the one described above (Stefani and Moghaddam, 2006).
These experiments also included two key control groups, the first
being a yoked-reward group, where rats obtained reward on an
intermittent schedule matched to rats performing the task but
were not required to discriminate between arms or switch strate-
gies. Thus, in this group, any choice led to either reward or no
reward in accordance with a pattern of reinforcement experienced
by a rat that actually performed the set-shifting task. However,
in this instance, the specific response-reward contingencies were
unpredictable from the perspective of the animals in this group. A
second, reward-retrieval condition had rats obtain food on every
trial, regardless of their choice.

The investigators observed that for rats trained on the set-
shifting task, extracellular levels of PFC DA increased during
learning of the initial rule, even though intact PFC DA does
not appear to be necessary for learning simple discriminations
(Ragozzino, 2002). When rats had to shift to a different rule in
conflict with the first (a process that is dependent on PFC DA
activity), PFC DA levels increased again, with a magnitude com-
parable to that observed during performance of a working mem-
ory task on a radial maze (∼80–100% above baseline; Phillips
et al., 2004). Importantly, for rats trained on the set-shifting task,
the relationship between PFC DA levels and performance dur-
ing the shift did not reflect an “inverted-U” type function (i.e.,
moderate increases in DA associated with better performance
compared to higher or lower levels). Instead, the relationship
between the magnitude of DA efflux and behavioral performance
was curvilinear, in that higher levels PFC DA efflux was associ-
ated with better performance during the shift (i.e., fewer trials
required to achieve criterion performance). This finding is in
keeping with the observation that pharmacological increases in
PFC DA activity do not impair set-shifting, and may actually facil-
itate these functions in some situations. Interestingly, rats in the

yoked-reward group (but not reward-retrieval group) displayed
a profile of DA release similar to that observed in rats actually
performing the set shift, despite the fact that the scheduling of
reinforcement in this condition did not permit them to learn
any reliable response-reward contingencies. This latter finding
suggests that PFC DA transmission is particularly sensitive to sit-
uations where reward availability is unpredictable or uncertain.
This increase in PFC DA transmission triggered by unexpected
reward deliveries or omissions may serve as a signal that reward
contingencies are changing and promote adaptations in behav-
ior. Indeed, as will be discussed below, recent findings have
shown decision making involving reward uncertainty is modu-
lated in a particularly complex way by different DA receptors in
the PFC.

PREFRONTAL DA AND COST/BENEFIT DECISION MAKING
Since, the pioneering work of Damasio and colleagues showing
that patients with damage to the ventromedial PFC were impaired
on tasks designed to simulate real-life decisions in terms of uncer-
tainty, reward and punishment (Bechara et al., 1994, 1999), there
has been a growing interest in the neural circuitry underlying dif-
ferent forms of cost/benefit decision making. These types of situ-
ations require coordination of various cognitive and motivational
processes to ensure that a decision maker adjusts choice biases in
a flexible manner when cost/benefit contingencies change. A key
component of decision making that can be assessed in rodents is
the evaluation of costs associated with different actions relative to
the rewards that may be obtained by those actions. In these stud-
ies, animals typically choose between smaller, readily-available
rewards, or a larger/more palatable reward associated with some
form of cost which can diminish the subjective value of objectively
larger or more-preferred rewards. All things being equal, animals
typically choose more (or “better”) vs. less food, yet, imposition
of certain costs lead to a “discounting” of preferred rewards. Costs
that are effective in biasing choice behavior include (1) delays
to reward delivery, (2) requiring animals to exert greater phys-
ical effort to obtain the reward, or (3) making reward delivery
probabilistic (i.e., uncertain/risky).

Over the last 10 years, studies in rats have shown that dif-
ferent forms of cost/benefit decision making are regulated by
anatomically-distinct regions of the frontal lobes, with the lat-
eral orbital PFC playing a greater role in delay-related judgments,
the dorsal anterior cingulate region of the medial PFC contribut-
ing to effort based decision making, and the prelimbic region of
the medial PFC facilitating risk/reward judgments when reward
probabilities are volatile (Walton et al., 2003; Winstanley et al.,
2004; Rudebeck et al., 2006; St. Onge and Floresco, 2010; Zeeb
et al., 2010). Although, each of these forms of decision making are
sensitive systemic manipulations of DA transmission (Floresco
et al., 2008b), there has been relatively little work on how meso-
cortical DA transmission regulates these decisions. Blockade of
D1 (but not D2) receptors in the anterior cingulate reduces pref-
erence for larger rewards associated with a greater effort cost
(Schweimer and Hauber, 2006). On the other hand, blockade of
D1 or D2 receptors in the orbital PFC, or administration of D1

receptor agonists or antagonists into the medial PFC increases
delay discounting (Loos et al., 2010; Zeeb et al., 2010).
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Work by our group has investigated the contribution of the rat
prelimbic PFC to certain components risk-based decision mak-
ing using a probabilistic discounting task, wherein rats choose
between two options; a smaller, certain reward (1-pellet) or a
larger uncertain (risky) option that may or may not yield 4-
pellets (Figure 3A). The probability of obtaining the larger reward
changes in a systematic manner over blocks of discrete, free-
choice trials, ranging from 100 to 12.5%. Note that no explicit
cues that signal changes in the odds of obtaining the larger
reward are provided. Thus, in order to adjust their decision
biases in an effective manner, rats must use internally-generated
information to keep track of actions and outcomes (rewarded
vs. non-rewarded choices) over multiple trials. This aspect of
reward monitoring is dependent on the medial PFC, as inac-
tivation of this region severely disrupts the ability to modify
choice biases when reward probabilities change (St. Onge and
Floresco, 2010). When the odds of obtaining the larger reward
are initially good (100%) and gradually diminish over a ses-
sion, PFC inactivation impairs shifting of decision biases toward
the smaller/certain option in well-trained rats, which in this
case results in an apparent increase in risky choice. Conversely,
when the odds are initially poor (12.5%) and then increase, PFC
inactivation retards shifts in bias toward the large/risky option,
resulting in an overall decrease in risky choice. Thus, the medial
PFC appears to play a critical role in detecting and tracking
changes in action/outcome contingencies and reward availability,
which in turn facilitates modifications in choice behavior when
reward probabilities change.

We investigated the contribution of different DA receptors in
the prelimbic medial PFC to this form of decision making, using
doses of agonists and antagonists known to differentially affect
working memory and set-shifting (St. Onge et al., 2011). Blockade
of D2 receptors with eticlopride induced an effect similar to PFC
inactivation, impairing shifts in choice biases as reward proba-
bilities decreased over time, which in this experiment manifested
as an increase in risky choice (Figure 3B). Thus, D2 receptor
modulation of PFC neural activity facilitates modifications of
decision biases in response to changes in risk/reward contingen-
cies. In stark contrast, antagonism of PFC D1 receptors with
SCH 23390 induced the opposite effect of D2 blockade (and
PFC inactivation), causing a decrease in risky choice (Figure 3C).
Thus, it appears that in some circumstances, D1 and D2 recep-
tors regulate distinct and seemingly opposing functions related to
risk-based decision making. Although, the mechanisms through
which blockade of D1 vs. D2 receptors may induce opposing
changes in behavior remains to be clarified, these effects may be
related in part to actions of these receptors on separate popu-
lations of PFC pyramidal neurons (Gee et al., 2012; Seong and
Carter, 2012), or their differential effects on the network activity
of PFC neuronal populations (Durstewitz et al., 2000; Seamans
and Yang, 2004).

Intra-PFC infusions of a D1 agonist altered decision making
in a manner symmetrical to D1 blockade, inducing a moder-
ate increase in risky choice that was not statistically-significant.
Interestingly, these effects were numerically greater after treat-
ment with the lower dose of SKF 81297 (0.1 µg) compared to the
higher dose (0.4 µg; Figure 3E). A more pronounced disruption

in decision making was induced by D2 receptor stimulation with
quinpirole. These treatments markedly flattened the discounting
curve, as rats displayed no discernible discounting upon changes
in reward probabilities (Figure 3D). Thus, excessive D2 recep-
tor activation severely interfered with the ability to adjust choice,
causing rats to employ a simpler alternation strategy while main-
taining a bias toward the large/risky option. This finding, in
combination with the effects of eticlopride, suggests that the rel-
ative levels of both D1 and D2 receptor tone in the medial PFC
has a critical impact on this aspect of decision making and either
increasing or decreasing activity at either receptor interferes with
performance.

Further difference in PFC D1/D2 modulation of different
aspects of risk/reward decision making were unveiled upon exam-
ination of changes in reward and negative-feedback sensitivity
induced by these treatments. Reward sensitivity was assessed by
measuring the proportion of trials where subjects followed a
risky “win” with another risky choice (a.ka., win-stay ratios),
whereas, sensitivity to reward omissions was indexed by pro-
portion of trials where rats shifted to the small/certain option
after a non-rewarded risky choice (i.e., lose-shift ratios). Under
control conditions, rats followed a risky win with another risky
choice on 80–90% of these types of trials. Conversely, when rats
played risky and were not rewarded, they chose the small/certain
option on 25–30% of subsequent trials. Both of these processes
were altered by PFC D1 receptor manipulations in a particu-
larly complex manner. Thus, reward sensitivity was not affected
by reductions in D1 tone but was increased by the lower dose
of the D1 agonist (Figures 3F, 5C, left). Conversely, D1 recep-
tor blockade increased negative feedback sensitivity relative to
control conditions, indicating that the decrease in risky choice
induced by these treatments was primarily attributable to an
increased sensitivity to reward omissions. This effect is similar
to that observed after blockade of D1 receptors in the nucleus
accumbens (Stopper et al., 2013). On the flip side of the curve,
D1 stimulation had an opposite effect to D1 antagonism, reducing
lose-shift tendencies (Figures 3G, 5C, right). With respect to D2

receptors, blockade or stimulation increased or decreased reward
sensitivity, respectively (Figures 3H, 5C, left), whereas, either of
these manipulations caused non-significant reductions in nega-
tive feedback sensitivity (Figures 3I, 5C, right). Taken together,
these data show how distinct aspects of risk/reward decision mak-
ing can be affected by decreases or increases in mesocortical DA
activity in manners that vary considerably across DA receptors.
More generally, they further highlight that the specific functions
describing how variations in PFC DA activity affect behavior are
not uniform across cognitive domains.

One question that arose from the above-mentioned findings
was how do fluctuations in mesocortical DA release relate to mod-
ifications in decision basis? To address this, we measured changes
in PFC DA efflux with microdialysis in well-trained rats perform-
ing the same probabilistic discounting task (St. Onge et al., 2012).
PFC DA levels corresponded to changes large/risky reward prob-
abilities irrespective of whether the odds of obtaining the larger
reward decreased or increased over a session (Figure 4A, yellow).
Thus, when the odds were initially 100% and then decreased
across blocks, there was a robust initial increase in PFC DA efflux
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FIGURE 3 | Opposing effects of PFC D1 and D2 receptor manipulations

on risk-based decision making. (A) The probabilistic discounting task
required rats to choose between a small/certain reward option or a large/risky

option. The probability of obtaining the larger reward changes in a systematic
manner over blocks of free-choice trials. (B–E) Effects of PFC DA receptor

(Continued)
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FIGURE 3 | Continued

manipulations on probabilistic discounting. Data are plotted in terms of
percentage choice of the Large/Risky lever during free choice trials by
probability block. (B) Blockade of D2 receptors retarded discounting and
increased risky choice. (C) In contrast, blockade of PFC D1 receptors
accelerated probabilistic discounting, reducing risky choice. (D) The D1

agonist SKF 81297 induced a slight, non-significant increase in risky
choice. (E) Infusions of the D2 agonist quinpirole abolished discounting,

decreasing risky choice during the initial block and increasing choice
during the final block. (F–I) Effects on reward and negative-feedback
sensitivity, indexed by win-stay and lose-shift ratios. For clarity and
comparative purposes, the data are presented as difference scores
between the ratios obtained on drug vs. control treatments (positive
values indicate an increased ratio, negative values a decrease after drug
treatment relative to control treatments). Adapted from St. Onge et al.
(2011). Stars represent p < 0.05.

FIGURE 4 | Fluctuations in PFC DA efflux during decision making track

changes in reward rates over time. (A) Percent change in basal PFC DA
extracellular levels obtained from rats trained on the descending (yellow
circles) and ascending (blue circles) variants of the probabilistic discounting
task, plotted as a function of 7-min sample number. Rats tested on the
descending version displayed an initial increase in DA that diminished as
large/risky reward probabilities decreased, whereas those trained on the
ascending version showed the opposite profile. (B) Change in PFC DA efflux

for all rats trained on the both variants of the probabilistic discounting task
(circles), plotted as a function of probability block. Combined data from rats in
the yoked-reward experiment (squares) are also plotted. Triangles represent
the number of reward pellets obtained by rats across task blocks. Changes in
PFC DA efflux closely tracked changes in the relative amount of food obtain
over the course of the session, irrespective of whether rats had to make
decisions (task) or it the same amount of reward was delivered passively
(yoked). Adapted from St. Onge et al. (2012).

(∼80–90% above baseline) that steadily declined over the session,
whereas the opposite profile was observed when the odds were
initially poor (12.5%) and subsequently increased (Figure 4A,
blue). In this experiment, we included a key, yoked-reward con-
trol group consisting of rats that were not required to press any
levers or make any decisions, but instead were accustomed to
receiving food delivered passively on a schedule similar to rats
performing the decision making task. Yoked rats displayed a pro-
file of PFC DA efflux that was nearly identical to that observed
during decision making, confirming that the fluctuations in PFC
DA transmission during either condition corresponded primar-
ily to changes in the relative rate of reward received (Figure 4B).
These findings suggest that dopaminergic afferents to the frontal
lobes convey information about changes in the relative amount of
reward availability over time, irrespective of whether an organism

actually has to do anything to retrieve that reward. However, these
data suggest that in situations that require monitoring of changes
in rates of reward delivery, dynamic fluctuations in tonic meso-
cortical DA levels may serve as a reward “running-rate meter,”
informing the PFC about changes in reward rates that can aid in
adjusting choice accordingly (Niv et al., 2007).

The finding that PFC DA transmission is finely tuned to vari-
ations in reward availability provides additional insight into how
pharmacological manipulations of DA activity might alter deci-
sion making. Thus, interfering with these dynamic signals via
D1 receptor blockade or stimulation would be expected to cause
a discrepancy between the perceived vs. actual rates of reward
obtained, leading to corresponding increases and decreases in
risky choices. The fact that D2 blockade altered decision making
in a manner opposite to D1 antagonism would suggest that D2
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FIGURE 5 | A family of functions describing how reduced or excessive

PFC DA activity can affect different cognitive functions, including (A)

working memory, (B) set shifting, or (C) different processes related to

risk/reward decision making. Curves have been extrapolated from
empirical data (gray dashed curves) presented in Figures 1–3. The D2

working memory curve was extrapolated from Druzin et al. (2000).

modulation of these functions may be less dependent on varia-
tions in extracellular PFC DA levels. However, the finding that D2

receptor stimulation impaired probabilistic discounting implies
that flooding D2 receptors may disrupt the ability of a subgroup
of PFC neurons to detect changes in PFC DA transmission over
time, which may lead to more static patterns of choice.

PFC DA AND COGNITION: A FAMILY OF FUNCTIONS
The findings reviewed here make it apparent that dopaminer-
gic input to the frontal lobes is an essential component of the
neural circuitry mediating a variety of cognitive and executive
functions, including working memory, behavioral flexibility, and
neuroeconomic processes related to cost/benefit decision mak-
ing. Each of these requires distinct types of cognitive operations
and functional neural circuits. Therefore, it is not surprising that
the mechanisms by which DA exerts its effects are not unitary
across these functions, but rather, each process relies on differ-
ent patterns of activation of DA receptors. Thus, PFC D1 receptor
activity is of primary importance in mediating working memory,

whereas, D1 and D2 receptors act either cooperatively or antag-
onistically to mediate functions related to behavioral flexibility
and reward-related decision making. Moreover, although there is
clear evidence that D1 receptor modulation of working memory
takes the form of an “inverted-U” shaped function, this profile
is not necessarily shared by other receptors or across other PFC
functions. A survey of the data reviewed here clearly demon-
strates that, with respect to PFC DA, the “inverted-U” is not a
one-size-fits-all function. Rather, it appears that mesocortical DA
exerts its effects via a family of functions, wherein reduced vs.
excessive DA activity may produce effects that are monotonic,
sigmoidal, biphasic, exponential or polynomial across different
cognitive domains (summarized in Figure 5).

The question remains: what are the potential mechanisms
underlying these differential effects across cognitive domains? An
answer may stem from contemporary theory on how these recep-
tors differentially affect PFC neural network activity (Durstewitz
et al., 2000; Seamans and Yang, 2004). D1 receptors have been
proposed to reduce the influence of weak inputs, stabilizing
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network activity so that a subset of representation dominates PFC
output. Conversely, D2 activity attenuates inhibitory influences,
allowing PFC neural ensembles to process multiple stimuli and/or
representations, placing these networks in a more labile state
that may permit changes in representations. With this concep-
tual framework in mind, it is likely that the cognitive operations
underlying different functions would be mediated by distinct pat-
terns of activity within PFC neural networks. Processes related to
working memory require stable and persistent patterns of activ-
ity encoding information to be used across contexts or time
(Goldman-Rakic, 1995; Lapish et al., 2008). The biophysical
actions of D1 receptors would be best suited for facilitating these
patterns of activity. In comparison, shifting between different
strategies has been linked to rapid reorganization of PFC neural
ensemble activity that encodes different rules and action/outcome
contingencies (Durstewitz et al., 2010). It is plausible that upon
detection of rule changes, D2 receptor activation destabilizes PFC
network states, permitting the system to ascertain what the new
course of action should be, and once a novel effective strategy has
been recognized, stabilization of this new representation would be
facilitated by D1 receptor activity. Along similar lines, risk/reward
decision making requires coordination between various cognitive
processes, including those that facilitate flexible responding and
action/outcome monitoring over time, which may be mediated
by distinct populations of PFC neurons. By striking a fine balance

between D1 and D2 receptor activity, mesocortical DA may help
refine cost/benefit decisions between options of varying magni-
tude and uncertainty, with D1 receptors promoting exploitation
of current favorable circumstances and D2 receptors facilitat-
ing exploration of more profitable ones when conditions change.
Given these considerations, it is clear that a more comprehen-
sive picture of how DA regulates frontal lobe functioning may be
obtained not by painting every cognitive function with the same
DA brush, but instead, taking into account the complex myriad
of the neurophysiological actions of DA in combination with the
neural network activity patterns underlying cognitive operations
that subserve different PFC functions. Moreover, the advent of
new technologies permitting manipulations of DA transmission
in a more temporally and spatially specific manner will undoubt-
edly yield additional insight into how mesocortical DA regulates
different forms of executive functioning. The picture that emerges
from future studies of this kind will likely serve to both clarify
and at the same time, further complicate our understanding of
the functional contribution of PFC DA to cognition.
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Dopamine in the striatum is known to be important for reversal learning. However,
the striatum does not act in isolation and reversal learning is also well-accepted to
depend on the orbitofrontal cortex (OFC) and the amygdala. Here we assessed whether
dopaminergic drug effects on human striatal BOLD signaling during reversal learning
is associated with anatomical connectivity in an orbitofrontal-limbic-striatal network, as
measured with diffusion tensor imaging (DTI). By using a fiber-based approach, we
demonstrate that dopaminergic drug effects on striatal BOLD signal varied as a function
of fractional anisotropy (FA) in a pathway connecting the OFC with the amygdala.
Moreover, our experimental design allowed us to establish that these white-matter
dependent drug effects were mediated via D2 receptors. Thus, white matter dependent
effects of the D2 receptor agonist bromocriptine on striatal BOLD signal were abolished
by co-administration with the D2 receptor antagonist sulpiride. These data provide
fundamental insight into the mechanism of action of dopaminergic drug effects during
reversal learning. In addition, they may have important clinical implications by suggesting
that white matter integrity can help predict dopaminergic drug effects on brain function,
ultimately contributing to individual tailoring of dopaminergic drug treatment strategies in
psychiatry.

Keywords: dopamine, striatum, amygdala, OFC, reversal learning, diffusion tensor imaging, bromocriptine,

sulpiride

INTRODUCTION
Adequate dopamine neurotransmission is well-known to be
important for reward and reversal learning and accumulating
evidence indicates that the effects of dopamine on such learn-
ing implicate the striatum. Consistent with current theoretical
modeling work (Badre and Frank, 2012), pharmacological func-
tional magnetic resonance imaging (fMRI) studies have revealed
dopaminergic drug effects on striatal BOLD signals during rever-
sal learning (Cools et al., 2001, 2007; Dodds et al., 2008; Van Der
Schaaf et al., 2012). In addition, positron emission tomography
(PET) studies have demonstrated that reversal learning depends
on striatal dopamine synthesis capacity (Cools et al., 2009) and
D2 receptor availability in the striatum (Groman et al., 2011).

However, the striatum does not act in isolation and rever-
sal learning is also well-accepted to depend on the interaction
between striatum, orbitofrontal cortex (OFC) and amygdala
(Iversen and Mishkin, 1970; Jones and Mishkin, 1972; Holland
and Gallagher, 2004; Schoenbaum et al., 2009; Murray and Wise,
2010). This interaction is thought to be modulated by dopamine.
Specifically, medium spiny neurons in the striatum and amygdala
that receive glutamatergic projections from limbic and cortical
regions also receive converging dopaminergic projections from

the midbrain (Pennartz et al., 1994; Rosenkranz and Grace,
2002a; Sesack et al., 2003; Haber and Knutson, 2010). Animal
studies have suggested that the effects of dopamine on these glu-
tamatergic inputs are receptor specific, such that orbitofrontal
inputs to the striatum are modulated by D2 receptor stimulation
(Del Arco et al., 2007; Grace et al., 2007; Del Arco and Mora, 2009;
Sesack and Grace, 2010) while orbitofrontal inputs to the amyg-
dala and amygdala inputs to the striatum are modulated by D1
receptor stimulation (Rosenkranz and Grace, 2002b; Ambroggi
et al., 2008; Sesack and Grace, 2010). These observations have
led to the suggestion that dopamine regulates the degree to which
the striatum, amygdala and OFC interact to integrate information
about reward value, motivation and expectation and to ultimately
facilitate adaptive and flexible behavior (Grace et al., 2007; Haber
and Knutson, 2010; Pennartz et al., 2011).

Here we aim to provide evidence for such network effects
of dopamine during human reversal learning by revisiting our
recent pharmacological fMRI study that showed dopaminergic
drug effects on striatal BOLD signal during reversal learning
(Van Der Schaaf et al., 2012). Specifically, we ask whether these
previously reported effects of dopamine on the striatum during
reversal learning are associated with anatomical connectivity in an
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orbitofrontal-limbic-striatal network, as measured with diffusion
tensor imaging (DTI). A demonstration that drug effects are asso-
ciated with individual differences in anatomical connectivity will
not only address the question about whether dopamine’s effects
are associated with an orbitofrontal-limbic-striatal network of
regions, but will also help elucidate individual trait factors that
contribute to the known large variability in dopaminergic drug
effects (Cools and D’esposito, 2011). Thus, individual differences
in anatomical connections between the OFC, amygdala and stria-
tum might predict the extent and direction of dopaminergic drug
effects on reversal learning.

DTI is a non-invasive method to measure structural connec-
tivity in humans. It measures the diffusion of water in tissue,
which depends on the tight packing of cellular axons and myelin
sheets that encapsulate the axon fibers. Two measures are gen-
erally obtained; fractional anisotropy (FA) and mean diffusivity
(MD). FA is a measure of the directionality of water diffusion
and has been associated with dense coherent bundling and myeli-
nation of axons. MD reflects the general presence of barriers to
free diffusion and has been associated with overall cell density.
Collectively, FA and MD provide information on the microstruc-
tural integrity and communicational efficacy of white matter fiber
bundles (Beaulieu, 2002; Thomason and Thompson, 2011).

The hypothesis that individual differences in functional effects
depend on anatomical connectivity as measured with DTI is
grounded in prior work linking anatomical connectivity with
individual differences in functional effects (Boorman et al., 2007;
Cohen et al., 2008; Harsay et al., 2011; Samanez-Larkin et al.,
2012). In addition, we have previously shown that dopamin-
ergic drug effects on striatal BOLD signals during attention-
shifting are associated with white matter integrity of dorsal
fronto-striatal-thalamic pathways (Van Schouwenburg et al.,
2013). These results concur with the known role of dorsal
fronto-striatal-thalamic pathways in cognitive functions such as
attention shifting (Dias et al., 1996). By contrast, reversal learn-
ing depends on a ventral orbitofronto-limbic-striatal network
(Dias et al., 1996). In the present study we used a fiber based
approach (Mandl et al., 2012) to substantiate the observation
that dopaminergic drug effects can be predicted from anatomi-
cal connectivity, while also showing the neuroanatomical speci-
ficity of such findings. Based on the literature reviewed above,
we predict that drug effects on striatal BOLD signal during
reversal learning will depend on a ventral orbitofronto-limbic-
striatal network and not on a dorsal fronto-thalamic-striatal
network.

A final aim of this study was to assess the receptor speci-
ficity of the effects (Feldman et al., 1997). As described above,
work with experimental animals has suggested that the dopamin-
ergic modulation of interactions between the OFC, amygdala
and striatum is dopamine receptor specific (Rosenkranz and
Grace, 2002b; Del Arco et al., 2007; Grace et al., 2007; Ambroggi
et al., 2008; Del Arco and Mora, 2009; Sesack and Grace, 2010).
In addition, it has been demonstrated that reversal learning
in monkeys specifically depends on D2 and not D1 recep-
tor functioning (Lee et al., 2007). To address this issue in
humans we employed a coadministration design. All subjects
were scanned on four occasions: after administration of placebo;

after administration of the dopamine D1/D2 receptor agonist
bromocriptine; after administration of the dopamine D2 recep-
tor antagonist sulpiride; and after combined administration of
both sulpiride and bromocriptine. If drug effects are mediated
by D2 receptors, then any significant effect of bromocriptine
relative to placebo should be abolished by coadministration of
sulpiride. If effects of bromocriptine are mediated by D1 recep-
tors, then they should not be abolished by coadministration of
sulpiride.

METHODS
SUBJECTS
The present study represents an extension of a previously pub-
lished pharmacological fMRI study (Van Der Schaaf et al., 2012)
with diffusion tensor images that were acquired from the same
subjects during an intake session prior to the drug sessions.
For this study, 28 healthy right handed volunteers with no rel-
evant medical/psychiatric history 3 years prior to testing were
tested after a medical screening [for screening procedure and
exclusion criteria see Van Der Schaaf et al. (2012)]. They gave
written informed consent approved by the local ethics commit-
tee (Commissie mensgebonden onderzoek, Arnhem-Nijmegen,
number 2008/078, date 09-09-2008) and were compensated for
participation. In total, 8 subjects were excluded from the fMRI
analysis due to personal issues (1), technical issues (4), excessive
head movement (2) and insufficient practice of the Dutch lan-
guage (1) [see Van Der Schaaf et al. (2012) for further details on
these exclusions]. Complete datasets including both DTI and all
four fMRI sessions were available for twenty subjects (10 males,
mean age: 22.7, range: 18.9–29.1).

PROCEDURES AND PHARMACOLOGICAL DESIGN
Subjects were tested on four occasions, separated by at least 1
week. They were tested after oral intake of placebo, bromocrip-
tine (Parlodel, Novartis®, 1.25 mg), sulpiride (Dogmatil, sanova-
aventis®, 400 mg), and a combination of bromocriptine and
sulpiride (sulpiride was administered 30 min prior to bromocrip-
tine). Administration was randomized according to a counterbal-
anced, placebo controlled, double blind, double dummy design.
The reversal learning task started 2¼ h after first drug intake with
a duration of 60 min. Blood pressure, heart rate and subjective
mood ratings [visual analog scales (Bond and Lader, 1974)] were
taken 30 min before, 2 h after and 6 h after first drug intake. Blood
samples were taken to determine the change in prolactin lev-
els (Fitzgerald and Dinan, 2008) and were taken 30 min before
and 2 h after first drug intake. Background neuropsychologi-
cal tests (block completion, number cancellation, verbal fluency
and digit span) were assessed 5 h after first drug intake. Drug
effects on physiological measures were as expected with prolactin
increases after intake of sulpiride and combined administra-
tion and prolactin and systolic blood pressure decreases after
intake of bromocriptine. Analyses of the questionnaires and back-
ground neuropsychology are described in our previous report and
revealed no significant drug effects on mood or general cognitive
functioning. For further details on the screening and session pro-
cedures, physiology, mood and background neuropsychology see
(Van Der Schaaf et al., 2012).
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REVERSAL LEARNING TASK
On each trial, subjects were presented with two simultaneously
presented vertically adjacent stimuli, a face and a scene (location
randomized). One of these stimuli was associated with reward
and the other with punishment. One of the stimuli was selected
by the computer (highlighted with a black border) and subjects
were asked to predict the outcome associated with this prese-
lected stimulus. After the prediction, indicated with a right index
or middle finger button press (counterbalanced across subjects),
the actual outcome was presented (100% deterministic). Note
that these outcomes did not depend on subjects’ responses but
were directly coupled to the highlighted stimulus. The stimulus-
outcome contingencies reversed after 4, 5, or 6 consecutive correct
predictions. Such reversals were signaled by either an unexpected
punishment (presented after a previously rewarded stimulus was
highlighted) or an unexpected reward (presented after a previ-
ously punished stimulus was highlighted). On the trials directly
following these unexpected outcomes (reversal trials), the same
stimulus was highlighted again such that requirements for motor
switching and prediction updating were matched between reward
and punishment conditions. Accuracy on these reversal trials
reflects how well-subjects updated stimulus-outcome associations
after either unexpected rewards or unexpected punishments. The
dependent variables used for the current report were striatal
BOLD signaling during unexpected outcomes and the proportion
of correct responses on reversal trials (see below).

IMAGE ACQUISITION AND PREPROCESSING
Structural images were collected before the start of the experi-
ment during screening using a 3-tesla Siemens MRI scanner with
an 8 channel head coil. For each subject, a high resolution T1-
weighted MP-RAGE anatomical scan (TE/TR = 3.03/2300 ms,
flip angle = 8◦, FOV = 256 mm × 256 mm × 192 mm, voxel size
= 1 mm isotropic, GRAPPA acceleration factor 2) was obtained.
Diffusion tensor images were acquired using a twice refocused
spin-echo-planar imaging sequence to reduce spatial distortions
caused by eddy currents (Reese et al., 2003). Sixteen subjects were
scanned with the following protocol: 64 slices interleaved acqui-
sition mode (TE/TR = 89/6700 ms, flip angle = 90◦, FOV =
220 mm, voxel size = 2.2 mm isotropic). Acquisition consisted
of 7 images without diffusion weighting (b = 0) and 61 images
with diffusion weighting (b = 1000 s/mm2) applied along the
non-colinear directions. Four subjects were scanned with slightly
modified protocol in which the TR was 8500 ms and images were
acquired with partial instead of full Fourier with a slightly lower
band width.

Raw diffusion weighted imaging (DWI) data were pre-
processed using in-house software (Zwiers, 2010). The DTI
images were realigned using rigid body transformations and
mutual information as a cost function (SPM8). Susceptibility
induced echo-planar imaging distortions were corrected by
warping the images along the phase-encoding direction to the
distortion-free T1 reference images (Studholme et al., 2000)
using an in-house developed implementation (Visser et al., 2010).
Diffusion tensors were then estimated using a robust artifact-
insensitive compute algorithm (Zwiers, 2010). FA and MD mea-
sures were computed from the diffusion tensor eigenvalues. FA

and MD maps were normalized to the T1 ICBM-template (MNI-
space) using the unified segmentation parameters of the co-
registered structural image. Images were then smoothed with a
Gaussian kernel of 8 mm full width half maximum and masked
with a full brain mask. Imaging parameters, pre-processing and
analysis of the functional images, obtained during the drug ses-
sions, are described elsewhere (Van Der Schaaf et al., 2012).

GENERAL ANALYSIS STRATEGY
In our prior work we reported dopaminergic drug effects on stri-
atal BOLD signal during reward and punishment reversal learning
(Van Der Schaaf et al., 2012). These BOLD effects were centered
on the ventral lateral putamen, a region that receives convergent
inputs from both OFC and the amygdala (Draganski et al., 2008;
Haber and Knutson, 2010). Here, we revisit our data and ask
whether the observed dopaminergic drug effects on striatal BOLD
signaling is associated with anatomical connections between the
striatum, OFC and amygdala. Thus, we investigated individual
differences in white matter integrity of anatomical pathways in
an orbitofronto-limbic-striatal network, as indexed by diffusion
tensor images that were acquired from the same subjects during
an intake session prior to the drug sessions.

We used a fiber-based approach (Mandl et al., 2012) and
focused on three anatomical white matter pathways of interest—
(1) a pathway connecting the OFC with the striatum (Ongür and
Price, 2000; Ogar and Gorno-Tempini, 2007; Haber and Knutson,
2010; Balleine et al., 2011), (2) a pathway connecting the amyg-
dala with the striatum (Robbins et al., 1989; Everitt et al., 1991;
Ambroggi et al., 2008), and (3) a pathway connecting the OFC
with the amygdala (Baxter et al., 2000; Stalnaker et al., 2007)—,
and one anatomical white matter pathway of no interest for con-
trol purposes [a pathway connecting the dorsal PFC (dPFC) with
the striatum (Haber and Knutson, 2010)]. As described in the
introduction, this additional pathway was included to demon-
strate specificity of the effects to orbitofronto-limbic-striatal
pathways, involved in reward processing and stimulus-outcome
valuation. Thus, we anticipated that any effects would not extend
to dorsal fronto-striatal pathways that have instead been associ-
ated with more cognitive processes and motor control (Alexander
et al., 1990; Haber and Knutson, 2010). These study-specific
anatomical volumes of interest were first created using probabilis-
tic tractography (see probabilistic tractography section below)
and average FA and MD values were extracted from each path-
way. These FA and MD values were then used as independent
predictor variables in multiple regression analyses with the drug-
related change in striatal BOLD signal during reversal learning as
the dependent variable (see statistical analysis section below).

DEPENDENT VARIABLE I: SELECTION OF STRIATAL BOLD SIGNAL
Striatal BOLD signal was extracted for each drug session from
the locus that exhibited the significant drug effect during rever-
sal learning, as reported previously (Van Der Schaaf et al., 2012).
This drug effect was centered on the left ventral putamen (x, y,
z = −22, 18, 4, pfwe = 0.03) (Figure 2A) and reflected opposite
modulation by the dopamine receptor antagonist sulpiride and
the dopamine receptor agonist bromocriptine of BOLD signal
change during unexpected relative to expected outcomes. Mean
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beta estimates from this peak voxel were extracted with MarsBar
software (Brett et al., 2002) for each drug session. The use of such
a functionally defined timeseries is justified because the aim of
our investigation was to account for variability in exactly this
signal. Drug-related change in the extracted beta-values (rep-
resenting signal during unexpected vs. expected outcomes) was
then used as a dependent variable in linear regression analysis
with the DTI-measurements as predictor variables (see below).

DEPENDENT VARIABLE II: SELECTION OF THE BEHAVIORAL VALUES
The behavioral measures of interest were the valence-dependent
and valence-independent reversal learning scores. These were cal-
culated by computing, respectively, the difference between, and
the average of the proportion of correct responses on reward
and punishment reversal trials. The accuracy scores were arc-
sine transformed [2 × arcsine(

√
x)] as is appropriate when the

variance is proportional to the mean (Howell, 1997).

PROBABILISTIC TRACTOGRAPHY: SELECTION OF
FRONTAL-STRIATAL-LIMBIC PATHWAYS
Orbitofronto-limbic-striatal pathways are not yet included in
white matter atlases. Accordingly, these study-specific anatom-
ical pathways were created using probabilistic tractography
as implemented in FMRIB’s diffusion toolbox [See also (De
Zeeuw et al., 2012; Mandl et al., 2012; Peper et al., 2013)
for similar procedures]. In total four pathways were created;
OFC—striatum, OFC—amygdala, amygdala—striatum and dor-
sal PFC—striatum. Masks used for tractography were defined
in standard space using the AAL-template (Tzourio-Mazoyer
et al., 2002) (Figure1A). Because the locus of the drug effects
was centered on the left striatum we focussed our analysis on
pathways in the left hemisphere. The left amygdala was defined
as AAL-region 41, the left OFC as the gyrus rectus and orbito
gyrus regions (Ogar and Gorno-Tempini, 2007) (AAL-regions
5, 9, 15, 25 and 2), the left dPFC as all left superior, middle
and inferior frontal gyrus regions (AAL-regions 3, 7, 13, 23)

and the left striatum as the left putamen and caudate nucleus
(AAL-regions 71 and 73). Ventral and dorsal striatal subregions
are not clearly separated by anatomical boundaries and best
defined by its afferent projections from cortical areas (Haber and
Knutson, 2010). Accordingly, we seeded our tractography from
the OFC, dPFC and amygdala and used the whole striatum as
waypoint mask.

For each pathway, waypoint (a.k.a. inclusion) and exclusion
masks were defined as followed: (1) OFC-Striatum: Seed = OFC,
waypoint = striatum, exclusion = dPFC, amygdala and planes
excluding x > 1 and y < −18. (2) Amygdala-Striatum: Seed =
amygdala, waypoint = striatum, exclusion = OFC, dPFC and
planes excluding x > 1 and y < −18. (3) OFC-Amygdala: Seed
= OFC, waypoint = amygdala, exclusion = dPFC, striatum,
and planes excluding x > 1, and y < −18. (4) dPFC-striatum:
Seed dPFC, waypoint: striatum, exclusion: OFC, amygdala and
planes excluding x > 1 and y < −18. These masks were brought
back into native space, using the inverse of the computed nor-
malization parameters to create individual probabilistic diffusion
pathways. Using FMRIB’s diffusion toolbox [FMRIB’s Software
Library (FSL), bedpostx], fiber orientation probabilistic density
functions were estimated at each voxel, allowing for multiple fiber
directions (Behrens et al., 2007). Five thousand streamline sam-
ples per seed voxel were drawn through the probability density
functions to form an estimate of the probability distribution of
connections from each seeded voxel (“probtrackx” with a cur-
vature threshold of 0.2). All pathways from the seed region that
passed through the exclusion mask and all pathways that did not
pass through the waypoint mask were discarded from the calcu-
lation of the connectivity distribution. The resulting connectivity
distribution files are images in which the values at each voxel rep-
resent the number of samples between the seed and waypoint
mask that passed through that voxel. These images were then
brought back to standard space, using individual normalization
parameters, thresholded to include voxels through which at least
1% of the samples passed, binarized and summed across subjects.

FIGURE 1 | Fronto-striatal-limbic pathways. (A) Seed and waypoint masks
that were used for probabilistic tractography, displayed on a MNI-template.
(B) The four study-specific anatomical ROIs used for FA and MD data

extraction. Colored masks represent the binarized group masks for pathways
that were present in at least 75% of all subjects. Abbreviations: dPFC, dorsal
prefrontal cortex; OFC, Orbitofrontal cortex.
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The 4 study-specific anatomical VOI’s were created at the group
level representing those pathways that were present in at least 75%
of all subjects (Figure 1B). These are commonly used thresholds
and are similar or more conservative compared with thresholds
used in other fibre-based DTI tractography studies (Leh et al.,
2007; Gutman et al., 2009; Mandl et al., 2012; Peper et al., 2013).
Finally, the individual mean FA and MD values were extracted
from each pathway.

STATISTICAL ANALYSIS
Because we used different scanning protocols, the extracted FA
and MD values of each pathway were first residualized with
respect to protocol. Multiple linear regression analysis (SPSS, ver-
sion 19.0.0) was done with the residualized FA values from the
four pathways as predictor variables and the drug-related differ-
ence in beta values (BOLD) as dependent variable. A stepwise
procedure was applied to include only those predictors that sig-
nificantly contributed the model. The probability to enter or
remove a predictor was set at 0.05 and 0.1, respectively (default).
Consistent with our previous report, assessments of the differ-
ent drug comparisons were done in a fixed a priori defined
order. First, we investigated which of the pathways contributed
to the effects of dopamine receptor stimulation (bromocriptine)
relative to dopamine receptor blockade (sulpiride) on striatal
BOLD. Next, for the pathways that were revealed in the first step,
we assessed whether their contribution was driven by effects of
bromocriptine relative to placebo or by effects of sulpiride relative
to placebo. Finally, to establish the D2 receptor dependency of the
observed effects, we assessed whether they were blocked by com-
bined administration. The same procedures were used to assess
associations between drug effects on behavior and FA values from
these pathways. To further support the nature of our FA findings
we also assessed the association between drug effect on BOLD and
MD values in the pathways that yielded a significant relationship
from the analysis described above. While FA values represent the
orientation-dependence of water diffusion, which is directional in
white matter fibers, MD values represent the overall magnitude
of water diffusion. MD depends on fiber and membrane density
and, in white matter, increases in MD have been associated with
the degeneration of fiber bundles (Beaulieu, 2002; Thomason and
Thompson, 2011). Accordingly, when, across subjects, higher FA
values in white matter are accompanied by lower MD values,
this likely reflects higher levels of fiber and membrane density
within non-crossing fiber bundles. Conversely, when across sub-
jects, higher FA values are accompanied by higher MD values,
this possibly reflects selectively lower levels of fiber and mem-
brane density within of one of the fiber bundles in a crossing fiber
region.

Finally, for completion, main effects of drugs on behavior were
assessed with repeated measures ANOVA with the within-subjects
factors drug and valence (reward and punishment). The order of
drug comparisons were assessed in the same a priori defined order
as described above.

SUPPLEMENTARY ANALYSIS
In addition to the volume of interest analyses, we conducted
supplementary voxel-wise regression analysis at the whole-brain

level, using random effects multiple regression procedures in
SPM8 (http://www.fil.ion.ucl.ac.uk/spm). This allowed us to
visualize the (physiological plausibility of) effects that were
revealed to be statistically significant using the volume of inter-
est analyses. To this end, individual FA-maps were submitted to
a second-level one sample T-test and the drug-related changes in
striatal BOLD signal were entered as a covariate of interest. Scan-
protocol was entered as a covariate of no-interest. Voxels revealed
by the covariate of interest represent white matter regions that
exhibit a linear relationship between individual FA-values and
drug effects on striatal BOLD. Effects are displayed for visual-
ization purposes only at a threshold of p < 0.001 uncorrected
for multiple comparisons (Figure 3). Next, probabilistic diffusion
tractography (FMRIB’s diffusion toolbox) was used to visualize
the pathways connecting with the FA region revealed by the voxel-
wise regression analysis as a seed. To this end, the FA seed region
was defined as a 4 mm sphere around the peak voxel of the FA
region (x, y, z = −34, 8, −6) revealed by the regression anal-
ysis. For each subject, this region was brought back into native
space, using the inverse of the computed normalization parame-
ters and used as a seed region for probabilistic tractography (same
settings as above). The resulting connectivity distribution images
were brought back to standard space, using individual normal-
ization parameters, and tractography maps were thresholded to
include only voxels through which at least 1% of all samples had
passed. These individual maps were then binarized and summed
across subjects to produce group probability maps.

RESULTS
Linear regression analysis revealed a significant positive relation-
ship between drug effects on striatal BOLD (bromocriptine—
sulpiride) and FA values from the OFC-amygdala pathway
[F(1, 19) = 8.33, R2 = 0.32, adjusted R2 = 0.28, β = 0.56, T =
2.89, p = 0.010]. No significant contribution of the OFC-
striatum (β = 0.06, T = 0.22, p = 0.82), dPFC-striatum (β =
0.01, T = −0.03, p = 0.98) or the amygdala-striatum path-
ways (β = −0.04, T = −0.18, p = 0.86) were revealed. FA val-
ues from the OFC-amygdala pathway were associated with the
effects of bromocriptine relative to placebo on striatal BOLD
[F(1, 19) = 5.63, R2 = 0.24, adjusted R2 = 0.19, β = 0.48, T =
2.37, p = 0.029], but not of sulpiride relative to placebo (beta
= −0.14, p = 0.55). Moreover, these white-matter dependent
effects of bromocriptine on striatal BOLD were abolished by
co-administration of both drugs; FA-values from the OFC—
amygdala pathway correlated significantly with the effects of
bromocriptine relative to combined administration on striatal
BOLD [F(1, 19) = 10.73, R2 = 0.37, adjusted R2 = 0.34, β =
0.61, T = 3.28, p = 0.004], but not with the effects of placebo rel-
ative to combined administration on striatal BOLD (β = −0.23,
p = 0.34) (Figure 2B).

Subsequent correlation analyses with MD-values from the
OFC–amygdala pathway revealed a negative relationship between
the effect of bromocriptine relative to sulpiride on striatal BOLD
and MD-values from the OFC-amygdala pathway (β = −0.61,
p = 0.004). Thus, the found associations with FA were accompa-
nied by associations with fiber density within the OFC-amygdala
pathway. Taken together, these data show that bromocriptine
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increased reversal-related striatal BOLD in subjects with high
FA-values in the OFC-amygdala pathway, while it decreased stri-
atal BOLD in subjects with low FA-values in this pathway. These
effects were likely mediated via D2 receptor stimulation, as effects
were abolished by co-administration with sulpiride.

There were no associations between FA-values and drug
effects (reported here are effects of bromocriptine relative
to placebo) on behavioral measures of valence-dependent
reversal learning (OFC-amygdala: β = −0.10, p = 0.68; OFC-
striatum: β = −0.23, p = 0.34; dPFC-striatum: β = −0.03, p =
0.89; Amygdala-striatum: β = −0.27, p = 0.25) or valence-
independent reversal learning (OFC-amygdala: β = −0.34, p =
0.14; OFC-striatum: β = −0.23, p = 0.33; dPFC-striatum: β =
−0.25, p = 0.30; amygdala-striatum: β = −0.06, p = 0.81).

For completeness, we also assessed drug effects on behavior
irrespective of FA values. This revealed a trend toward opposite
effects of bromocriptine and sulpiride on reward and punishment
reversal learning [drug × valence: F(1, 19) = 4.2, P = 0.054]. This
was due to better punishment relative to reward learning after
bromocriptine (raw accuracy scores ± standard error of the
mean: reward: 0.90 ± 0.02; punishment: 0.92 ± 0.01), but better
reward relative to punishment learning after sulpiride (reward:
0.93 ± 0.02; punishment: 0.90 ± 0.02). However, no drug by
valence effects were seen when comparing bromocriptine with
placebo (reward: 0.90 ± 0.02; punishment: 0.89 ± 0.03) [drug ×
valence: F(1, 19) = 1.8, P = 0.20].

SUPPLEMENTARY ANALYSES
Results from the brain-wide voxel wise regression analy-
ses and subsequent tractography concurred with the results
from the volumes of interest analyses reported above. Thus,
brain-wide analysis revealed that FA in a region within the
uncinate fasciculus, as identified with the JHU white mat-
ter tractography atlas, predicted drug effects on striatal BOLD
signal (bromocriptine—sulpiride: x, y, z = −34, 8, −6, T =
4.87, punc < 0.001; bromocriptine—placebo: x, y, z = −30,

10, −8, T = 3.84, punc < 0.001; bromocriptine-combined: x, y,
z = −26, 4, −12, T = 6.51, punc < 0.001) (Table 1, Figure 3A).
Probabilistic tractography from this region revealed an extended
network of pathways between the OFC, amygdala and striatum.
Other pathways revealed by tractography included connections
with the insular cortex and a pathway along the inferior longitudi-
nal fasciculus along the hippocampus and toward the visual cor-
tex. No pathways toward the thalamus or midbrain regions were
seen. These tractography findings further support that our find-
ings likely involve white matter integrity in the OFC-amygdala
pathway, rather than direct fronto-striatal pathways, as the latter

Table 1 | Whole brain results from the voxel-wise regression analysis

of FA regions that showed a linear correlation with drug effects on

striatal BOLD.

Side N voxels T -value MNI

x y z

BROMOCRIPTINE—SULPIRIDE (POSITIVE)

L 14 5.12 −34 0 42

L 35 4.87 −34 8 −6

R 16 4.77 26 40 14

L 13 4.43 −10 38 46

L 17 4.34 −30 −20 −46

BROMOCRIPTINE—PLACEBO (POSITIVE)

R 13 5.32 16 −28 44

L 73 3.84 −30 10 −8

BROMOCRIPTINE—COMBINED(POSITIVE)

L 196 6.51 −26 4 −12

L 14 4.48 −30 −14 −46

L 11 3.93 −18 −54 12

The regions that fell within our anatomically defined pathways are printed in bold.

Data is presented with p < 0.001 uncorrected and extended threshold of >10

voxels.

FIGURE 2 | Relationship between drug effects on BOLD and FA-values,

revealed by ROI analyses. (A) Shown are effects of bromocriptine relative to
sulpiride on striatal BOLD signal during unexpected outcomes in the reversal
learning task [(unexpected—expected rewards) + (unexpected—expected
punishments)] (x, y, z = −22, 18, 4, pfwe_striatum = 0.03). These effects were
reported previously in Van Der Schaaf et al. (2012) and depended on working

memory capacity. (B) Linear relationship between FA values in the
OFC-amygdala pathway and the effects of bromocriptine relative to sulpiride
(left), bromocriptine relative to placebo (middle) and bromocriptine relative to
combined administration of both drugs (right) on striatal BOLD. Only significant
effects are shown. ∗p < 0.05 Abbreviations: Pla, placebo; Bro, bromocriptine;
Sul, sulpiride; SB = combined administration of bromocriptine and sulpiride.
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FIGURE 3 | Relationship between drug effects on BOLD and FA-values,

revealed by whole brain analyses. (A) White matter regions showing a
linear relationship between FA-values and the effects of bromocriptine
relative to sulpiride (left), bromocriptine relative to placebo (middle) and
bromocriptine relative to combined administration of both drugs (right) on
striatal BOLD. (B) Summed tractography maps of the individual pathways
that originate from the FA-region displayed in Figure 3A (left). Probabilistic
tractography from this region revealed an extensive network of pathways
between the OFC, amygdala and striatum. Image is thresholded to present
those tracks that were present in at least 25% of the subjects.

typically also involve thalamic connections (Haber and Knutson,
2010) (Figure 3B).

DISCUSSION
Dopaminergic drug effects have been shown to vary greatly
between individuals (Cools and D’esposito, 2011). Here we pro-
vide evidence for an important link between dopaminergic drug
effects during reversal learning and neuroanatomical integrity
of connections between the OFC and amygdala. More specifi-
cally, we demonstrate that dopaminergic drug effects on striatal
BOLD signal during reversal learning vary as a function of FA
and MD in a pathway connecting the OFC with the amygdala.
FA and MD rely on several microstructural properties, includ-
ing the level of axon myelination, intact axonal membranes
and fiber density (Beaulieu, 2002). Accordingly, our results sup-
port the hypothesis that dopaminergic drug effects on human
striatal BOLD signal are associated with the neuronal commu-
nication efficiency of cortico-limbic projections. The implication
of these findings is 2-fold. First, the data provide fundamental
insight into the mechanism of action of dopaminergic drug effects
on reward-related processing and reversal learning. Specifically,
effects of D2 receptor stimulation during reversal learning involve
an orbitofronto-limbic-striatal network. Second, they may have
important clinical implications by suggesting that measures of

white matter integrity can help predict dopaminergic drug effects
on brain function, thus contributing ultimately to the indi-
vidual tailoring of dopaminergic drug treatment strategies in
psychiatry.

The drug effects on striatal BOLD signal were associated with
white matter integrity of the pathway connecting the OFC with
the amygdala (i.e., part of the uncinate fasciculus), and not
by that of direct orbitofronto-striatal or amygdala-striatal pro-
jections. These findings extend previous non-pharmacological
human DTI studies demonstrating that reward-related striatal
BOLD responses (Camara et al., 2010) and associated functional
connectivity (Cohen et al., 2008) are associated with white matter
integrity of orbitofrontal-limbic-striatal pathways. Furthermore,
we also showed that the drug effects during reversal learn-
ing were not associated with white matter integrity of dorsal
fronto-striatal connections, which are suggested to be involved
in more cognitive and motor processing (Alexander et al., 1990;
Haber and Knutson, 2010). Indeed, our findings complement
those from a recent study (Van Schouwenburg et al., 2013), in
which we demonstrated that white matter integrity of a dorsal
fronto-striatal-thalamic pathway was associated with drug effects
on striatal BOLD signals during a form of attention-shifting
that did not involve reward. Together, these data establish that
associations between dopaminergic drug effects and white mat-
ter integrity are neuroanatomically specific and depend on task
demands.

Our results are consistent with animal lesion work that has
repeatedly demonstrated the crucial role of OFC-amygdala inter-
actions in reversal learning (Baxter et al., 2000; Stalnaker et al.,
2007; Schoenbaum et al., 2009). The OFC has originally been sug-
gested to rapidly encode new associations and regulate reversal
learning by directly driving areas such as the striatum (Thorpe
et al., 1983). However, accumulating evidence indicates that the
OFC instead contributes indirectly to the updating of stimulus-
outcome associations by providing information about expected
outcomes to other down-stream areas such as the amygdala
(Stalnaker et al., 2007; Schoenbaum et al., 2009; Takahashi et al.,
2009). Amygdala projections to the ventral striatum might then,
in turn, mediate the effects of (updated) outcome-predictive
stimuli on action selection. Indeed, electrophysiological responses
in the ventral striatum (and associated behavioral responding)
to relevant sensory stimuli critically depend on concomitant
amygdala and dopamine inputs (Robbins et al., 1989; Everitt
et al., 1991; Ambroggi et al., 2008; Pennartz et al., 2011).
Accordingly, our results highlight the importance of indirect
OFC-amygdala pathways in reversal learning by showing that
dopaminergic modulation of striatal BOLD responses during
reversal learning are not associated with white matter integrity
of direct fronto-striatal pathways, but instead are associated with
white matter integrity of the OFC-amygdala pathway. Together,
these results provide fundamental insight into the mechanism
by which dopamine changes brain function during reversal
learning.

In addition, our experimental design allowed us to establish
that these white-matter dependent drug effects were mediated by
D2 receptors. Effects of the D2 receptor agonist bromocriptine
on striatal BOLD signal were abolished by co-administration with
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the D2 receptor antagonist sulpiride. This generally concurs with
animal work demonstrating that reversal learning in monkeys
is selectively mediated by D2 receptors but not D1 receptors
(Lee et al., 2007). In addition, animal work has demonstrated
that the effects of dopamine on the output of amygdala neurons
are at least partially mediated by D2 receptors (Rosenkranz and
Grace, 1999, 2002a; Grace and Rosenkranz, 2002; Bissière et al.,
2003). While D2 receptor stimulation was found to potentiate
sensory driven amygdala outputs to the striatum, D1 recep-
tor stimulation was found to attenuate PFC inhibitory influ-
ences on amygdala output neurons (Rosenkranz and Grace,
1999, 2002a). Based on such experimental animal work, we
speculate that bromocriptine potentiated sensory-driven amyg-
dala output excitability to a greater extent in subjects with
high communicational efficacy within the OFC-amygdala path-
way than in those with low OFC-amygdala connectivity. It
might be noted we cannot provide definitive evidence for
this latter hypothesis, because DTI is inconclusive with regard
to the direction in which information travels. Nevertheless,
our results do converge with prior animal work and high-
light the importance of D2 receptor stimulation for reversal
learning.

One caveat of our study is that we did not find evi-
dence for a direct relationship between white matter integrity
of the OFC-amygdala pathway and drug effects on behavioral
updating of stimulus-outcome associations. This is particularly
surprising given that experimental animal work has demon-
strated that the OFC and amygdala (Iversen and Mishkin,

1970; Jones and Mishkin, 1972) and their interaction (Baxter
et al., 2000; Stalnaker et al., 2007) are crucial for behav-
ioral performance on reversal learning tasks. Accordingly, we
believe that our failure to observe correlations with drug
effects on behavior might reflect a relative lack of sensitivity.
Future work should reveal whether the present finding that
white matter integrity of orbitofrontal-limbic-striatal pathways
is associated with drug effects on brain function extends to
behavior.
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Dopamine has long been tightly associated with aspects of reinforcement learning and
motivation in simple situations where there are a limited number of stimuli to guide
behavior and constrained range of outcomes. In naturalistic situations, however, there are
many potential cues and foraging strategies that could be adopted, and it is critical that
animals determine what might be behaviorally relevant in such complex environments.
This requires not only detecting discrepancies with what they have recently experienced,
but also identifying similarities with past experiences stored in memory. Here, we review
what role dopamine might play in determining how and when to learn about the world, and
how to develop choice policies appropriate to the situation faced. We discuss evidence
that dopamine is shaped by motivation and memory and in turn shapes reward-based
memory formation. In particular, we suggest that hippocampal-striatal-dopamine networks
may interact to determine how surprising the world is and to either inhibit or promote
actions at time of behavioral uncertainty.

Keywords: dopamine, nucleus accumbens, hippocampus, reward, reinforcement learning, long term memory

INTRODUCTION
It is often assumed, when faced to an unfamiliar environment,
that our main task is to learn about this new world via a pro-
cess of exploration, gathering information through trial and error.
As experimenters trying to study these processes, we present our
subjects with novel stimuli, different ways of responding and dif-
ferent types of reinforcer in order to determine how they learn
about these elements of their world. Sometimes then we might
change associations or add new cues to try to understand how
new information is represented or existing associations modified.
Indeed, when using animals as our subjects, often a lot of effort
is expended to ensure that the task environment shares few, if
any, features that the animals might have encountered at a pre-
vious point in their lives to ensure that new learning can proceed
uncontaminated by past experience. Several decades of work has
helped to map out how learning and adaptive behavior in these
types of environment might be represented in brain circuits, with
differing angles of focus within widespread frontal-temporal-
striatal networks and particularly their interactions with the
neurotransmitter dopamine.

However, while these processes are inarguably critical for sur-
vival, this concentration of research into such constrained task
set-ups has also indirectly diminished the amount of work on
another critical factor in everyday learning and decision making.
For what has sometimes been overlooked is the degree to which
behavior in novel or changing environments relies not only on
detecting discrepancies with what has recently been experienced,
but also with identifying similarities with past situations stored

in memory (Lisman and Grace, 2005; Gershman and Niv, 2010;
Shohamy and Adcock, 2010). While the former process can be
used to determine how the environment has changed, the latter
in addition can provide a structure, based on past experience,
to allow learning to proceed more rapidly. Ideally, these pro-
cesses will interact dynamically to enable the rapid acquisition
of beneficial behaviors in new situations by providing potential
response strategies or by biasing attention to what are expected
to be the relevant parts of the environment. However, the balance
between relying on past strategies or adopting a new response pat-
tern is delicate and in certain circumstances, particularly when
the environment has fundamentally changed, a reliance on stored
experience at the expense of new learning may also lead to
inflexible and maladaptive responses.

A key question, therefore, is what role dopamine transmission
might play in guiding how to learn and determining when to use
or ignore choice policies implemented in previous comparable
situations. While dopamine has tended to be tightly associated
with aspects of reinforcement learning and motivation, there is
increasing evidence that the pattern of dopamine activity can
be shaped by both an animal’s experience of the structure of
an environment and even the long-term nutritional effects of
a reinforcer. Moreover, as well as signaling reward predictions,
dopamine activity and release can be influenced by novel cues and
environments, and therefore might signal the potential impor-
tance of elements of the world in order to guide behavior toward
the most valuable options (Ljungberg et al., 1992; Kakade and
Dayan, 2002; Lisman and Grace, 2005). However, beyond its role
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in guiding ongoing learning, there is another literature implicat-
ing dopamine in aspects of memory consolidation and retrieval
at times distant from the original experience (Packard and White,
1989; Floel et al., 2008; Goto and Grace, 2008; Phillips et al., 2008;
Shohamy and Adcock, 2010).

In this article, we will attempt to pull together these dif-
ferent strands—learning, familiarity, and memory—to provide
a descriptive account of how dopamine transmission might
facilitate adaptive behavior in complex, changing environments.
Given the heterogeneity of dopamine responses in different ter-
minal regions, for the sake of simplicity, we will focus most
closely on phasic dopamine transmission in the ventral stria-
tum/nucleus accumbens (NAc)—in other words, a transient
change in dopamine levels lasting between a few hundred mil-
liseconds and several seconds—and how this can have an impact
on both short- and longer-term behavior. However, we acknowl-
edge that there are likely different functions of dopamine activity
measured across minutes, hours and even days, which might very
well correlate with different phases of behavior (see, for exam-
ple, Schultz, 2007). Moreover, dopamine release in other terminal
regions, such as prefrontal cortex, may subserve similar but dis-
tinct roles in behavioral flexibility owing to the differences in
receptor location and difference in clearance mechanisms and
timing (Floresco, 2013).

Here, we will first review the evidence for the modulation of
dopamine over different timescales and then will discuss what
the behavioral consequences of such modulation would be in
terms of patterns of dopamine release in terminal regions. Beyond
a straightforward role in reinforcement learning, we will argue
that phasic dopamine release here might act as a signal to moti-
vate animals to engage with options at times of uncertainty in
order to learn the best predictors of reward in an environment.
In a final section, we will outline ideas, building on the work of
several other groups (Lisman and Grace, 2005; Johnson et al.,
2007; Shohamy and Wagner, 2008; Pennartz et al., 2011), about
how hippocampal-striatal-midbrain networks might cooperate to
allow such adaptive behaviors to emerge. Specifically, we postulate
that this network is key to determine how surprising the world is
and therefore how to use memory to shape learning.

DOPAMINE ACROSS THE TIMESCALES
DOPAMINE, REINFORCEMENT, AND ONLINE REWARD LEARNING
Reinforcers drive the everyday life of all individuals.
Reinforcement can either involve punishment (e.g., pain)
and induce avoidance behavior or be positive (e.g., reward) and
motivate approach behavior. Unexpected delivery of a reward
causes a brief increase in firing rate in a large population of
putative midbrain dopamine containing cells as well as a phasic
dopamine release in part of the ventral striatum such as the
nucleus accumbens (Schultz, 1997; Day et al., 2007; Flagel et al.,
2011). A prominent theory suggests that these signals do not
directly encode the affective properties of the reward, but instead
reflect the deviation at a particular moment in time between
an animal’s expectation of reward and new information about
future rewards (Montague et al., 1996; Schultz, 1997; Aggarwal
et al., 2012). This discrepancy—termed a reward prediction error
(RPE)—can be used as a teaching signal by temporal difference

learning models to enable learning about the long-term cached
reward values associated with stimuli in the environment. In
support of this idea, dopamine cell activity reflects whether
stimuli provide new, useful information about the world (Waelti
et al., 2001) and optogenetic driving of the dopamine system
to artificially signal the presence of new information when
stimuli are presented can cause reward associations to be formed
(Steinberg et al., 2013). A similar quantitative and causal rela-
tionship has also been demonstrated for dopamine, RPE and
action updating in instrumental tasks (Bayer and Glimcher, 2005;
Adamantidis et al., 2011). Although fMRI can only provide an
indirect measure of dopamine transmission via changes in blood
oxygen level-dependent (BOLD) signals (Knutson and Gibbs,
2007), BOLD responses in human ventral tegmental area (VTA)
and ventral striatum/NAc have also been shown to represent
positive RPEs (D’Ardenne et al., 2008).

While most theoretical work has focused on this type of
reward-driven dopamine activity, it is increasingly clear that there
is a heterogeneity of response types that can be observed in
rodents and primates between different putative dopamine neu-
rons. For instance, while some dopamine containing neurons are
modulated by the expected value of predictive stimuli, show-
ing an increase in firing that scales both with anticipated future
reward and a decrease in firing that scales with anticipate future
punishment (e.g., Matsumoto and Hikosaka, 2009; Cohen et al.,
2012), other neurons appear mainly to reflect anticipated future
reward alone (Mirenowicz and Schultz, 1996; Joshua et al., 2008).
Yet another population scales with the likelihood of any future
relevant event, whether positive or negative (Matsumoto and
Hikosaka, 2009), which has been suggested to be a signal encoding
the motivational salience of a stimulus (Bromberg-Martin et al.,
2010a). This latter response may relate to the well-known obser-
vation that dopamine neurons can briefly respond to unexpected
novel stimuli, which have no direct association with any rein-
forcer (Ljungberg et al., 1992; Horvitz et al., 1997). Alternatively,
these responses to novel stimuli could reflect a signal to pro-
mote exploration to gain new information (Kakade and Dayan,
2002; Bromberg-Martin and Hikosaka, 2009). A similar range
of responses to rewards and punishment can also be seen at the
time of reinforcer delivery (Brischoux et al., 2009; Matsumoto and
Hikosaka, 2009; Fiorillo et al., 2013a).

Moreover, recent studies have shown that the unfolding activ-
ity patterns of an individual dopamine neuron may also encode
multiple signals across different timescales. Some dopamine neu-
rons have been shown to exhibit a short-latency, brief phasic
response that correlates with reward value, followed by a slower
change in activity that scales with reward uncertainty (Fiorillo
et al., 2003). In other studies, dopamine cell firing may initially
code for the initial surprise and/or intensity of a stimulus before
evolving to signal the motivational value of an upcoming outcome
(Nomoto et al., 2010; Fiorillo et al., 2013b). The same population
of dopamine neurons may also come to reflect different parame-
ters of the local reward environment at different points in a trial
(Bromberg-Martin et al., 2010c).

In spite of the fact that dopamine transmission has often
been viewed as a regionally−homogenous reinforcement signal
broadcast to all terminal regions (Schultz, 2002), a range of
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dopamine release patterns has been observed in different striatal
sub-regions. For instance, changes in extracellular dopamine lev-
els measured with microdialysis in response to cues predicting
either reward or punishment, or to the receipt of reward or pun-
ishment itself, can be different in the NAc core or shell regions
(Ito et al., 2000; Pezze et al., 2001; Bassareo et al., 2002). The
same is also true for brief phasic changes in dopamine measured
at sub-second time resolution with fast-scan cyclic voltammetry,
with variations observed across different parts of the NAc (core
vs. shell) and dorsal striatum (Brown et al., 2011; Badrinarayan
et al., 2012). Whether these differences relate to the anatomical
diversity that was described above (Brischoux et al., 2009; Lammel
et al., 2011), patterns of afferent input to the dopamine cells in
the midbrain (Besson et al., 2012; Tolu et al., 2013), local influ-
ences on dopamine release from afferent input in the terminal
region (Floresco et al., 1998; Threlfell et al., 2012), differences in
the temporal resolution of electrophysiology compared to elec-
trochemistry and microdialysis (Schultz, 2007), or combinations
of all is an area of active research.

Taken together, all the above evidence demonstrates that the
dopamine system is able to reactively signal events of potential
significance, to reflect the discrepancy between current predic-
tions and the discounted sum of prospective rewards, and to
update these predictions as new information is acquired, which
are prerequisites of trial-and-error, model-free, associative learn-
ing. Even though the precise degree of heterogeneity of dopamine
cell responses remains contentious (Fiorillo et al., 2013b; Schultz,
2013), there are clearly diverse dopamine release patterns across
striatum. As we will go on to discuss, there is also increasing evi-
dence that the dopamine systems may not simply encode such
short-term information, but may as well interact with other struc-
tures to allow stored information about task structure and moti-
vational parameters to influence dopamine release. This, we will
argue, may enable dopamine to provide a signal that influences
what to learn and how to behave in particular contexts.

DOPAMINE RESPONSES SCULPTED BY MEMORY AND MOTIVATION
While it is well known that, in agreement with RPE theories,
dopamine cell activity and dopamine release in the NAc adapts
during associative learning to reflect the earliest consistent pre-
dictor of future reward and experienced history of reinforcement
(Schultz, 1997; Nakahara et al., 2004; Flagel et al., 2011), it is also
apparent that dopamine in response to cues and outcomes can
be shaped by task structure and memory. For instance, dopamine
cell activity at the time of reward delivery scales to the potential
range of available outcomes signaled by a stimulus, with a similar
increase in activity across a 10-fold range of reward sizes (Tobler
et al., 2005). Moreover, after extensive training on tasks where the
consequences of one trial have direct impact on the likelihood of
reward in a subsequent trial (e.g., a deterministic reversal learn-
ing task where one option is always rewarded and the other not
or a sequential response task where one target is always rewarded
within a block of 4 trials), some dopamine neurons come to
represent values partially inferred from the overall reward struc-
ture rather than just from direct recent experience (Nakahara
et al., 2004; Bromberg-Martin et al., 2010b). In human fMRI
studies, ventral striatal/NAc BOLD signals have been shown to

incorporate information about task structure in the RPE signals
(Daw et al., 2011) and, intriguingly, it has recently been shown
that systemic L-DOPA enhances the use of such model-based
information (Wunderlich et al., 2012).

Studies of dopamine release in the striatum have also found
that training can selectively modulate transmission in different
regions. As discussed in an earlier section, unpredicted reward
given to naïve animals only caused increases in dopamine in
the NAc core region and not in the NAc shell, or the dorso-
medial or dorsolateral striatum. However, after training on a
simple cued instrumental task, now unpredicted reward did evoke
dopamine release in the dorsomedial striatum as well as the NAc
core (Brown et al., 2011). While this might just reflect an increase
in the number of dopamine neurons recruited following any
reinforced training, the fact that this occurred outside the task
structure suggests this change could instead relate to the fact that
reward has become a relevant event for guiding responding.

Decision parameters that drive dopamine transmission can
also be dissociably influenced by the amount of experience of the
task. In one recent study, rats were trained on a two-option deci-
sion making paradigm, where one option required a particular
amount of work to gain a particular size of reward and either
the work or reward of the alternative was systematically varied.
This meant that animals’ choices were either guided by a dif-
ference in the effort required to gain the reward (different cost,
same benefit) or by a difference in the eventual payoff for taking
a particular option (same cost, different benefit). In the “bene-
fit” conditions, dopamine release elicited when either of the two
options was presented consistently reflected the anticipated future
reward associated with that option. This cue-elicited effect was
unchanged over a range of testing sessions (Figure 1A). However,
a different pattern was observed in the “cost” conditions. Now,
differential dopamine release to the low as compared to the stan-
dard cost option was only recorded in early training, when the
change in effort was unexpected, but after several sessions of expe-
rience this difference disappeared (Gan et al., 2010) (Figure 1B).
This was not caused by any detectable differences in behavior
as the animals showed equal preference for the low effort and
the high reward options and continued to rapidly update their
responses when the cost-benefit contingencies changed across
sessions.

Exactly why and when dopamine adapts in response to the task
structure and what role dopamine plays in shaping learning of
task structure is currently a matter of some debate (Gershman
and Niv, 2010; McDannald et al., 2012; Nakahara and Hikosaka,
2012). In the cost-benefit study described above, one idea is that
NAc dopamine release is reflecting uncertainty over the temporal
statistics of reward delivery. In the cost conditions, even though
the cue-to-reward period varies according to the animals’ choice,
the overall average trial-to-trial reward rate is relatively static as
the inter-trial intervals (ITIs) were adjusted as a function of the
animals’ choices. Such a proposition is supported by recent evi-
dence from a Pavlovian task, which showed that NAc dopamine
adapts to the temporal variability of cue-reward pairings over
training. More specifically, cue-elicited dopamine decreased after
extensive presentation of the cue-reward associations, although
was then restored if the cue was unexpectedly presented at a
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FIGURE 1 | Cue-elicited dopamine release in NAc core during a

two-option decision making task. (A) Left panel: Average (mean +
s.e.m.) phasic dopamine release in NAc core elicited by cues signaling
availability of either a known low (2 pellets) or a high reward (4 pellets)
option for a fixed cost (16 lever presses) in rats who have either had little
(<9 sessions) or extended (≥9 sessions) experience with these
contingencies. Data taken from forced trials (where only one option was
available) after animals were choosing the high reward option on ≥75% of
choice trials. Contingencies changed every session so rats had to flexibly
update associations in each session. Right panel: Difference in cue-evoked
peak dopamine release between cues signaling high and low reward
options as a function of number of sessions in which they had experienced
these contingencies. There was no correlation between experience of
dopamine-based benefit encoding. (B) Left panel: Same as (A) except now
the benefit was fixed (2 pellets) and the cost varied across options (low
effort = 2 lever presses; high effort = 16 lever presses). Right panel: Same
as (A) for high and low effort costs. Now there was a significant reduction
in dopamine cost encoding as a function of experience. n.s. differences not
significant; ∗significant at p < 0.05. [adapted from Gan et al. (2010)].

shorter ITI (Clark et al., 2013). A second, related idea is that,
while dopamine may preferentially encode the anticipated ben-
efits of a course of action, there may also be an initial boost in
dopamine release to any unpredicted, uncertain event to motivate
exploration and investigation of that option (Kakade and Dayan,
2002; Phillips et al., 2007; Walton et al., 2011). Once a settled pat-
tern of responding has been established in a stable environment,
however, the NAc dopamine signal may not be required to sustain
performance.

All of the above studies have looked at how dopamine is
shaped by learned or inferred predictions of proximal rewards.
However, it is important to remember that dopamine trans-
mission is also strongly affected by motivational state. While
food reward consistently increases dopamine efflux in hungry

animals, the effect is much reduced in sated rats (Wilson et al.,
1995; Bassareo and Di Chiara, 1999). This effect appears specific
to sensory properties of a particular food as while there is no
increase in dopamine levels in the NAc measured with micro-
dialysis when presented a food type that had previously been
consumed, dopamine efflux in this situation still occurs when
given a novel foodstuff (Ahn and Phillips, 1999). Such effects
may reflect an important modulatory role of peptides such as
insulin, leptin, and ghrelin, which act on neurons in the VTA
and regions that target the VTA such as the lateral hypothalamus
and can therefore affect dopamine transmission (Abizaid, 2009;
Domingos et al., 2011; Mebel et al., 2012).

Dopamine transmission is also sensitive to distal post-ingestive
effects, such as the nutritional, calorific and metabolic conse-
quences of particular rewards (de Araujo et al., 2008). Therefore,
while unexpected receipt, or cues signaling the impending deliv-
ery, of sucrose pellets consistently evokes dopamine release, this
is attenuated when a sweet but calorie-free saccharine reward is
used instead (Beeler et al., 2012; McCutcheon et al., 2012). Again,
it is likely that these effects may be heterogeneous across the
striatum depending on task and on the nutritional content. In
recent studies looking at the effects of direct, intra-gastric infu-
sions of fat (i.e., bypassing the taste receptors entirely), dopamine
levels increased in dorsal striatum whereas NAc core dopamine
decreased as a function of fat density (Ferreira et al., 2012).
However, it remains to be determined whether dopamine levels
update to reflect an inference about how behavior should be pri-
oritized given an animal’s current motivational state or instead
are only altered after experiencing a particular food in a particular
motivational state.

These motivational influences on dopamine are intriguing as
they demonstrate that dopamine transmission can be modu-
lated by distal, as well as proximal, consequences of reinforcers,
which poses an extreme credit assignment problem given the time
that must elapse between the predictive cues, ingestion and the
metabolic effects of these rewards. More importantly, they also
act as a reminder that theories of dopamine-mediated reinforce-
ment learning and behavior should incorporate motivational
parameters. An interesting possibility is that such a mechanism
could underpin the seemingly paradoxical decisions that have
been observed in the foraging literature where animals’ choices
depend on memory for context-dependent utility (Pompilio and
Kacelnik, 2010).

DOPAMINE, SYNAPTIC PLASTICITY, AND LONG-TERM MEMORY
In the previous section, we detailed evidence that dopamine
transmission is influenced by memory of reward structure and
motivational context. However, it is also important to remem-
ber that dopamine has also been implicated directly in long-term
memory processes themselves. Long-term potentiation (LTP) and
long-term depression (LTD) are thought to be critical at the cellu-
lar level to underlie memory formation and long-lasting changes
in synaptic plasticity (Kandel, 2001). Dopamine has been identi-
fied as a strong modulator of these cellular adaptations (Wickens,
2009; Lovinger, 2010). For instance, D1 antagonists block the
induction of LTP in striatum (Kerr and Wickens, 2001) and both
D1 and D2 receptors appear necessary for striatal LTD (Calabresi
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et al., 1992). Dopamine is also required to enable spike-timing
dependent LTP or LTD in dorsal striatum (Pawlak and Kerr,
2008). Indeed, it is likely that the precise timing of dopamine
transmission at striatal synapses has a significant effect on the
direction of plasticity (Wickens, 2009).

At the molecular level, strengthening synapse communication
is critical in setting up a network supporting both the acquisi-
tion and the recall of a particular learning experience. This relies
on the co-release of glutamate and dopamine at target synapses.
D1-like and D2-like receptor activation leads to the activation
of two competing molecular pathways. While D1 receptors are
coupled with a Gαs protein which positively modulates adeny-
late cyclases, D2 receptors are coupled with a Gαi protein which
inhibits adenylate cyclases (Siegel et al., 1999; Hyman et al., 2006).
Adenylate cyclases are responsible for the activation of various
protein kinases and molecular cascades, which lead to activa-
tion of transcription factors (e.g., the phosphorylated form of the
cAMP response element binding protein, pCREB) which in turn
induce the transcription of immediate early genes (e.g., c-fos). The
resulting proteins underlie the systemic consolidation necessary
for long-term memory storage and recall (Huang and Kandel,
1995; Frankland and Bontempi, 2005).

Much of the work looking at the role of dopamine in mem-
ory formation, consolidation and recall at a behavioral level has
concentrated on the effects of direct hippocampal dopamine
interference (Bethus et al., 2010), which largely goes beyond
the scope of this review. However, there are some findings that
also imply a role for striatal dopamine itself in the encoding
and consolidation of memories. It has been known for a while
that dopamine-dependent potentiation of corticostriatal synap-
tic efficacy correlates with the speed of acquisition of intracranial
self-stimulation, which in essence provides a cellular correlate of
the standard, short-term reinforcement learning described in ear-
lier sections (Reynolds et al., 2001). However, there are also some
more unexpected reported effects of post-training dopamine
manipulations on reinforcement that occur long after reward
receipt. For instance, Dalley and colleagues reported that infu-
sion of either a D1 or NMDA antagonist into the NAc given
after a Pavlovian conditioning experiment blocked acquisition
of autoshaping responses (Dalley et al., 2005). Similarly, in an
inhibitory avoidance task, post-training injection of dopamine in
the NAc shell, but not the NAc core, enhanced the retention of the
conditioning (LaLumiere et al., 2005).

These studies indicate that dopamine’s reinforcing effect can
be temporally dissociated from the receipt of reward. Moreover,
dopamine may even play some role in consolidation of memo-
ries for unreinforced items, similar to the way in which dopamine
is activated in response to the presentation of novel stimuli.
Dopamine lesions to the NAc core, but not to the shell, impaired
a familiarity discrimination test with objects 24 h after the initial
presentation, and NAc shell (and core to some extent) dopamine
lesions affected location familiarity responses (Nelson et al.,
2010).

INTERIM SUMMARY: DOPAMINE ACROSS THE TIMESCALES
In the above sections, we have described how dopamine acts
at both short- and long-term timescales. Its most well defined

function is that it allows the detection of discrepancies between
predictions and outcomes at the time of an event. At a cellu-
lar level, dopamine also plays an important role in the storage
of past experiences into memory. However, it is also becoming
increasingly clear that all of these effects can be shaped by mem-
ory, motivation and internal state. Dopamine cannot be described
as providing a homogeneous reinforcement signal as dopamine’s
role in these processes are clearly both site- and task-specific, with
effects in a particular striatal region dependent on the state of the
environment and of the animal.

In the next sections, we will build on these points to outline a
possible framework that might help explain how phasic dopamine
can function at different timescales. In particular, we will focus on
two main aspects: (1) the behavioral consequences of dopamine
release in striatal regions, and (2) the function of the anatomical
networks in which these striatal regions are embedded and how
dopamine might facilitate selection of one system over another.

DOPAMINE TRANSMISSION, LEARNING, AND STRATEGY
SELECTION
DOPAMINE TRANSMISSION ACROSS THE STRIATUM
A critical issue when considering the role of dopamine concerns
the question of what behavioral effect heterogeneous dopamine
transmission has in different terminal regions. As has been dis-
cussed above, dopamine cell activity in many circumstances
correlates highly with RPE signals. However, dopamine release
in terminal regions in these situations suggests a role beyond a
passive process of learning.

Across a range of studies, dopamine in the NAc, particu-
larly in response to cues—and particularly in the core region—is
required to activate animals to engage in a behavioral response.
For instance, dopamine is only required to learn about cue-
reward relationships in situations where cues acquire Pavlovian
incentive values, which thus promote approach behavior, rather
than simply being predictors of reward (Di Ciano et al., 2001;
Dalley et al., 2002; Flagel et al., 2011). Similarly, dopamine trans-
mission in cued decision making tasks seems strongly tied to the
advantageous response elicited by a cue, whether to gain reward
or avoid punishment, rather than just the predictive cue itself, and
in some situations, can be elicited by an internal drive to respond
in the absence of any external stimulus (Roitman et al., 2004; Yun
et al., 2004; Oleson et al., 2012; Wassum et al., 2012). At least
for the NAc core, this may be in the form of a general motiva-
tional drive rather than a representation of the particular sensory
properties of the outcome. Lesioning the NAc core or blocking
D1 receptors in this region disrupts general motivational arousal
associated with cues during Pavlovian-instrumental transfer, but
the former manipulation has no effect on outcome-specific ver-
sions of this task (Lex and Hauber, 2008; Corbit and Balleine,
2011).

In both Pavlovian and cued instrumental situations, dopamine
may only be critical when there is some uncertainty or novelty
about the environment, whether in terms of the consequences
associated with a choice or the particular actions required to
obtain a reward (cf. Nicola, 2010). This is not to say that NAc
dopamine plays any direct role at the time of a choice in guid-
ing the selection of one alternative over another. Several different
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studies have shown now that phasic dopamine reflects the antic-
ipated future benefit of whatever option will be chosen, even in
cases where this is not the most valuable available option (Morris
et al., 2006; Walton et al., 2011, but see Roesch et al., 2007).

Instead, phasic release in NAc may play two complemen-
tary roles: first, to act to energize animals to engage with a
response based on its anticipated cached value, especially in sit-
uations when the environment changes and reward associations
need to be updated; and, second, to enable them to learn about
behaviorally-relevant consequences associated with cues in the
environment (Phillips et al., 2007; Nicola, 2010; Walton et al.,
2011). Although NAc dopamine is required to promote reward
seeking even in the most simple Pavlovian situations, little is
currently known about how this occurs in more complex, nat-
uralistic environments where there are multiple potential cues
and an unknown range of potential outcomes and it is neces-
sary to determine which parameters are useful to guide behavior.
Although we know of no studies to date that have directly inves-
tigated this issue with respect to NAc dopamine signaling, there
is some recent evidence from fMRI that the ventral striatum/NAc
might play an particular role in extracting information relevant
for learning about reward (Klein-Flugge et al., 2011). In this study,
participants underwent Pavlovian conditioning using stimuli that
varied trial-by-trial in both their associated reward magnitude
and the delay-to-reward. Interspersed were instrumental timing
estimation trials where they had to predict when (but not what
size) reward would appear in order to accumulate points that
determined how much money they would receive for participat-
ing. While both precise reward magnitude and timing prediction
errors were observable in the midbrain, as predicted by temporal
difference learning models, ventral striatum/NAc BOLD signals
only reflected the timing RPE signals required to guide subsequent
choices and not the task-irrelevant reward RPE signals. Future
studies will be needed to determine if these BOLD signal changes
are driven by dopamine transmission. However, it may be that
NAc core dopamine only signals a subset of relevant events, play-
ing a particular role in motivating animals to learn strategies to
improve their current state. As we will discuss in a later section,
phasic NAc dopamine does not seem to be required when sim-
ply switching behavior to maintain a previous state (i.e., in most
reversal tasks) (Haluk and Floresco, 2009).

Inspite of there being a number of examples showing that the
patterns of rapid dopamine release are frequently divergent in
the NAc core and shell, the function of dopamine in the latter
structure is not yet clear. There is some evidence for a poten-
tial role of NAc shell in spatial processing, with infusions of a
dopamine antagonist decreasing place conditioning but not cue
conditioning (Ito and Hayen, 2011) and with dopamine efflux
here being influenced by projections from ventral hippocampus
(Legault et al., 2000). However, this seems unlikely to define its
primary function given that there are many events distinct from
spatial context that elicit NAc shell dopamine transmission and,
in fact, the ventral hippocampus is arguably also more concerned
with emotional responses to uncertainty, conflict detection and
response inhibition than with spatial processing (Bannerman
et al., 2004; Abela et al., 2013). Instead, it seems possible that
NAc shell dopamine is important for signaling the occurrence

of novel and potentially salient events, particularly in the case
when there is ambiguity over the cause of that event. Tuning
down NAc shell dopamine when uncertainty is resolved might
facilitate an appropriate allocation of attention to the environ-
ment only to behaviorally relevant events. In partial support of
this idea, it is notable that, while the NAc core (and NAc core
dopamine), but not the NAc shell, has been implicated as being
critical for beneficial choice behavior where there is guaranteed
reward for any response (for example, effort- or delay-based
decision making), the shell region appears to play a more crit-
ical role than the core region in biasing decisions when there
is uncertainty about reward (Sokolowski and Salamone, 1998;
Ghods-Sharifi and Floresco, 2010; Stopper and Floresco, 2011).
Intriguingly, there is some evidence suggesting that NAc core and
shell dopamine might play complementary and possibly antag-
onistic functions in some circumstances (Ito and Hayen, 2011),
which may reflect the degree to which the overall statistics of the
environment are known and how responses are being allocated.

Compared to the mesolimbic pathways to NAc, the nigrostri-
atal dopamine projections to dorsal striatum have been tied more
closely to action selection and action reinforcement. Nonetheless,
there is likely no simple, neat divide between the motivational
and motor components of dopamine-dependent behavior, not
least as the activity of many putative dopamine cells in both
substantia nigra pars compacta and VTA correlates with RPE sig-
nals (Everitt and Robbins, 2005; Wise, 2009). It is known that
dopamine in dorsomedial striatum is necessary to detect the
contingency between actions and their consequences (Lex and
Hauber, 2010) and, like in the NAc, dopamine levels also track
the acquisition of a reinforced instrumental action and are sensi-
tive to satiety (Ostlund et al., 2011). However, compared to NAc,
where DA release appears to energize a decision policy selected
elsewhere, there is also some evidence that DA in dorsal striatum
may directly bias the choices to be made, particularly when there
is evidence of a requirement to change behavior. Selective stimula-
tion of the D1- or D2-receptor expressing striatal neurons during
a probabilistic decision making task in this region can increase
the incidence of a contralateral or ipsilateral action respectively
following an unrewarded action (Tai et al., 2012).

Therefore, while there may be a common role of dopamine
release across the striatum in helping reduce ambiguity through
motivating cue-driven behavior or detecting the consequences of
a novel event or response (Costa, 2007; Redgrave et al., 2008), the
effect of dopamine transmission will be shaped by the properties
of the terminal region and the networks in which this region is
embedded. To explore this further, in the next sections, we will
consider some examples of how and why this might occur, with a
particular focus on NAc dopamine.

DOPAMINE, STRATEGY SELECTION, AND BEHAVIORAL RELEVANCE IN
COMPLEX CHANGEABLE ENVIRONMENTS
In naturalistic situations, the environment consists of multiple
cues and there are multiple potential responses that could be
made at any one time, the relevance of which change constantly
over time. Consequently, a foraging animal will need to rely on
different cues to locate food depending on its availability at a
particular time, its current motivational requirements and the
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environment in which the animal is operating, and to update
its search strategy accordingly. These various cues and their rela-
tions to outcomes can be learned through experience and then
retrieved from memory to guide behavior efficiently when the
animal is again faced with comparable situations in the future.
As we discussed in the previous sections, as well as being impor-
tant for learning cue- and response-outcome associations through
trial-and-error, dopamine transmission can be sculpted by expe-
rience and therefore may be critical to guide when and how stored
memories are used and updated when the environment changes.
To enable appropriate learning decision and decision making to
take place, general rules can be established to facilitate trial-and-
error learning to which exceptions are then added. We would
contend that dopamine is involved in these learning and mem-
ory processes by playing a key role in guiding the initial search
strategy when environmental contingencies are uncertain, putting
the neural network in a state to learn about the consequences of
choices, and also in determining when to reactivate parts of this
network when encountering novel situations for which previously
acquired strategies may be useful.

One prominent brain structure candidate for supporting the
switch between updating current estimates of the world, using a
previously stored memory or starting new learning is the NAc.
Haluk and Floresco (2009) have argued that dopamine in the
NAc is not required simply to update behavior when contin-
gencies reverse, but is instead key to allow the shifting from a
cue-driven response strategy, where spatial location is irrelevant,
to a spatially-guided response strategy, where the cue location
now should be ignored. They showed that either pharmacolog-
ical blockade of NAc D1 receptors or stimulation of D2 receptors
impairs this type of strategy shift. Interestingly, the D1 receptor
antagonist had no comparable effect when the response strategy
was simply reversed, demonstrating that there is not some general
role of NAc phasic dopamine in altering choice strategies when
there is no change to the overall reward statistics of the environ-
ment. In a separate study, it was demonstrated that NAc tonic
dopamine levels also markedly increase when rats switch between
response strategies, much more so than when initially acquiring
the task, as well as in control conditions where the reward contin-
gencies are deliberately kept uncertain (Stefani and Moghaddam,
2006).

Although Haluk and Floresco describe one of their condi-
tions as requiring a “spatial response strategy,” the navigational
component in an operant chamber is necessarily sparse and in
other settings, such as a water maze (McDonald and White, 1994;
Porte et al., 2008), the radial arm maze or a Y-maze, an ego-
centric response strategy can be dissociable from an allocentric
spatial one. In many naturalistic situations, spatial-, response-,
and cue-learning will not necessarily proceed independently and
the predictive value of each will have to be weighed up against one
another, with the optimal choice strategy obviously dependent on
the particular task environment. As well as competing for con-
trol, these systems may also cooperate during the initial stages of
learning (White and McDonald, 2002). Several lines of evidence
suggest that partially separate frontal-striatal-temporal networks
underpin these different forms of learning and also guide which
should be used to guide behavior (White and McDonald, 2002;

Porte et al., 2008). Therefore, a key open question in the frame-
work of the current review is to try to pinpoint how dopamine in
these interconnected networks may guide attention to the appro-
priate parts of the environment in order to make advantageous
foraging choices.

Other than Haluk and Floresco (2009), few studies to date
have directly tried to address how dopamine might help arbi-
trate between spatial- and cue-guided behavior. The first clue
came from the work of Packard and White (1991) in which they
manipulated dopamine after training their animals in either a
“win-shift” or “win-stay” task, which they had previously shown
to depend on the hippocampus or caudate nucleus, respectively.
They found that immediate post-training injection of dopamine
agonists in the dorsal hippocampus selectively improved win-shift
retention whereas injections into the posterior ventrolateral cau-
date nucleus improved the acquisition of the win-stay task. They
argued that dopamine acts to modulate the functioning of the
structure into which it is infused and potentially acts to reduce
the interference of one strategy over another in the early stage of
learning that can slow down the acquisition of the task (Packard
and White, 1991).

Recently, Baudonnat et al. (2011) also investigated how dif-
ferent types of reward influence the selection and acquisition of
learning strategies. Initially, they showed that mice were able to
learn whether to use spatial location or intramaze visual cues to
guide decision-making in a Y-maze when correct choices were
reinforced with natural (food) reward (Figures 2A,B). As dis-
cussed in a previous section, it is well known that unpredicted
reward drives phasic dopamine and that dopamine transmission
at target synapses can induce the activation of molecular pathways
leading to CREB phosphorylation and modification of synaptic
strength (Dudman et al., 2003). Therefore, in order to investigate
the cellular mechanism involved in the different types of learning,
they measured pCREB levels in different candidate brain regions
after the last behavioral testing session. Similar to the study by
Packard and White (1991), pCREB was found to be specifically
increased in the hippocampus after acquiring the spatial task
whereas the increase was mainly present in the dorsal striatum
after the cued task. By contrast, pCREB was highly expressed in
the NAc independently of the task type (Figure 2C).

The above example demonstrates the cellular effects in
hippocampus—dorsal striatum—NAc regions during appropri-
ate reinforcement learning. However, drugs of abuse can also
pharmacologically hijack the dopamine system and result in
maladaptive patterns of behavior. To determine how an excess
of dopamine might affect learning strategies, Baudonnat and
colleagues carried out the same Y-maze experiment except
that instead of receiving food reward for correct responses,
the mice received intra-VTA injections of morphine, which
has been shown to disinhibit dopamine neurons and induce
dopamine release in target structures (Matthews and German,
1984; Johnson and North, 1992; Nugent et al., 2007; Baudonnat
et al., 2011). While the animals learned the cued version of the
task at a comparable rate with either natural or pharmacological
reward, mice reinforced with morphine were unable to acquire
the spatial strategy (Figure 2B). pCREB staining demonstrated
that morphine given for correct responses caused increased
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FIGURE 2 | Effects of natural and pharmacological reinforcers on the

acquisition of cue- and spatially-guided learning strategies. (A, B) Left
panels depict schematics of a cue-guided (A) and a spatially guided (B)

version of a Y-maze decision making task. Correct responses were guided
either by intramaze visual cues or by spatial location, respectively, and
were reinforced in separate groups of mice by either food reward or
intra-VTA morphine infusions. Control mice received intra-VTA aCSF
infusions and no food reward at the “correct” location. Middle panels
depict choice performance on the 10th day of training on the respective
task (chance performance = 50%, marked with dashed line). Right panels
depict pCREB levels measured in NAc, dorsal striatum (DS), and the
hippocampus (HPC) of food- and morphine-reinforced mice after 10 days of

training on the cued (A: upper) or the spatial (B: middle) version of the
Y-maze task, normalized to pCREB levels observed in aCSF controls. (C)

Relative changes in pCREB levels in HPC, NAc, and DS after training on
the spatial as compared to the cued task (cued task pCREB = 100%,
dashed line). (D) Left: Effect of daily intra-DS injection of either the PKA
inhibitor Rp-cAMPS or aCSF on the spatial version of the Y maze in
morphine reinforced mice. Left: Choice performance on the 10th training
day. Right: pCREB levels measured in NAc and HPC after 10 days of
training on the spatial task in morphine-reinforced mice that received
intra-DS injections of Rp-cAMPS, normalized to morphine-reinforced aCSF
controls (dashed line). n.s. differences not significant, *significant at
p < 0.05. [adapted from Baudonnat et al. (2011)].

dopamine-related plasticity in both the NAc and the dorsal stria-
tum in both tasks but was correlated with a marked decrease
in pCREB expression in dorsal hippocampus in the spatial task
compared to when reinforced with food.

One possibility was that the increase in dorsal and ventral
striatal dopamine release originating from the intra-VTA mor-
phine injection, even to predicted rewards, would bias choices

to be driven by striatal networks at the expense of hippocam-
pal ones. In support of this hypothesis, inhibition of the pro-
tein kinase A pathway in the dorsal striatum, thus potentially
down-regulating the consequences of drug-induced dopamine
transmission, enabled mice to learn the spatial task even with
intra-VTA morphine as the reward and restored pCREB expres-
sion in the hippocampus (Figure 2D).
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This study leaves open several interesting questions concerning
how exactly dopamine transmission might dynamically regulate
how learning and attention are flexibly allocated and what the
longer-term behavioral consequences of this type of dopamine-
driven synaptic plasticity might be when there are multiple
potential strategies to guide foraging choices. Nonetheless, it
clearly demonstrates that different reinforcers, and by extension
dopamine transmission, can have a strong influence on the acqui-
sition and consolidation of an appropriate choice strategy, and
which brain regions/systems are prioritized during decision mak-
ing. Similarly, it also shows that the parameters of normal reward-
guided dopamine release and the resulting dopamine-mediated
synaptic plasticity are critical to allow the correct information to
be identified and retained. Thus, modulation of the magnitude
and timing of dopamine release may be key to allowing animals
to determine when to use, update or discard past experience when
encountering novel situations.

TEMPORAL LOBE INFLUENCES ON DOPAMINE TRANSMISSION
DURING LEARNING AND STRATEGY SELECTION
In the previous sections, we have tried to highlight the fact
that short- and more long-term dopamine-dependent processes
are not mutually exclusive but instead are mutually interact-
ing in order to produce adaptive behavior. Moreover, dopamine
transmission in target structures can be locally modulated and
may therefore act locally to facilitate acquisition and selection of
appropriate foraging strategies. What is not yet clear is: (1) how
dopamine transmission affects the way in which potentially com-
peting networks for valuation and behavior are selected; and (2)
how dopamine release in terminal regions and afferent modula-
tors of dopamine transmission interact to signal the current state
of the world. In the remainder of this review, we will briefly out-
line some ideas about these processes. Specifically, we will focus
on how dopamine transmission may interact with hippocampal
circuits through the midbrain and NAc in a bi-directional man-
ner to allow us to learn and behave appropriately in uncertain and
changing environments.

As briefly discussed in a previous section, there are strong
inputs from the hippocampus into the NAc in both rats and pri-
mates (Brog et al., 1993; French and Totterdell, 2002; Friedman
et al., 2002), particularly—though not exclusively—from ven-
tral hippocampus to the medial NAc in primates/NAc shell in
rodents (NB. the core and shell are difficult to characterize
based on cytoarchitecture in primates). In rodents, some of these
synapses may converge with amygdala and medial frontal cortex
inputs (French and Totterdell, 2002, 2003) and may predomi-
nantly target NAc medium spiny neurons associated with the
direct pathway (MacAskill et al., 2012). These circuits are also
involved in the regulation of VTA DA neuron firing and excitabil-
ity (Floresco et al., 2001; Lodge and Grace, 2006). Grace et al.
(2007), in particular, have highlighted the potential importance
of the hippocampus—NAc—ventral pallidum—VTA circuit for
altering the activity states of midbrain dopamine neurons, which
can therefore act to gate glutamate-driven burst firing. By exten-
sion, the modification of the basal activity of DA neurons makes
them more likely to produce phasic burst firing when a novel
event is detected or when a reward-predictive cue is presented

(Grace et al., 2007; Aggarwal et al., 2012). However, this loop
is not the only one involved in regulating VTA DA neuronal
activity. Several hippocampal—VTA networks, coexisting via dif-
ferent relays in the brain (such as the lateral septum), modulate
dopamine cell activity, along with multiple other pathways from
cortical regions such as the orbitofrontal and medial frontal cor-
tex (Lodge, 2011; Luo et al., 2011). The precise contribution of
the inputs to midbrain dopamine cells or the afferents to striatal
regions targeted by dopamine fibers to patterns of local dopamine
release remains to be determined.

How might these circuits facilitate learning and adaptive for-
aging through NAc dopamine? As we described in the previous
sections, phasic dopamine release in the NAc appears not only to
correlate with predictions of future rewards and deviations from
these predictions, but can also be driven by novel stimuli, shaped
by uncertainty about the structure of the environment and about
what information should be used to guide choices, and modi-
fied by motivational state and the post-ingestive consequences
of reward. At a behavioral level, dopamine release, particularly
in the NAc core, can promote approach behavior to cues in the
environment, though is unlikely to play a leading role in setting a
behavioral policy. Moreover, though dopamine release in NAc in
response to both reward-predicting cues and unexpected reward
may often be formally consistent with an RPE (i.e., both signal a
deviation from a past prediction of future rewards based on newly
received information), the two signals may in fact be regulated
via dissociable processes (Wanat et al., 2013). This potentially
allows for separable influences of afferent structures on cue- and
outcome-driven dopamine transmission.

While the main function of the hippocampus is often
described in terms of spatial memory, there is also an extensive
literature demonstrating that this brain structure also plays a key
role in encoding the predictability and regularity of events as well
as signaling mismatches or conflicts in the incoming information
(Honey et al., 1998; Gray and McNaughton, 2000; Strange et al.,
2005; Kumaran and Maguire, 2007; Sanderson and Bannerman,
2012; Schapiro et al., 2012). Given the anatomical and functional
connections between the hippocampus, dopaminergic midbrain
and the NAc, there is the possibility that these circuits interact
dynamically not only to detect novelty, but also to determine the
behavioral relevance of a new ambiguous cue or environment. One
way this might occur is through hippocampal modulations of
outcome-driven dopamine release (how surprising is a cue given
the current state of the environment and how unexpected is the
outcome given past expectations in this state), which in turn can
influence synaptic plasticity and the efficiency with which par-
ticular inputs to the NAc can affect activity in this region (see
Floresco, 2007). This may well be a bi-directional mechanism,
with deviations in stimulus-surprise (associative or contextual
novelty) being directed from hippocampus to influence mesolim-
bic dopamine release and the magnitude of outcome-surprise
signaled by the extent of NAc dopamine release, which is then
directly or indirectly communicated to temporal lobe structures.
For instance, as suggested by Gershman, Niv and colleagues in
a series of papers (Gershman et al., 2010; Gershman and Niv,
2010), the magnitude of an RPE signaled by dopamine release
might be used to indicate whether or not an environment has
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fundamentally changed and therefore whether previous choice
strategies should be updated, consolidated or discarded in favor
of a new state. Therefore, if there is an abrupt change in reward
contingencies (for instance, going from a seldom-reinforced to
a fully-reinforced situation), the consequent sudden change in
outcome-driven dopamine could provide a signal in terminal
regions that the animal is in a new context (or new task state, in
reinforcement learning terms) and should therefore not integrate
the new evidence with past events but should instead treat them
as separate situations and start learning anew.

These anatomical loops can therefore potentially account for
the effect of dopamine in both short-term encoding of reward
associations and longer-term memory recall and updating. The
presentation of a familiar situation can cause the re-activation of
the memory related to this state. At this time point, the pattern of
the cue-outcome contingencies within a behavioral strategy will
be critical as to whether the memory is used, updated or discarded
because of the labile nature of a re-activated memory (Kuhl
et al., 2010). Therefore, by acting in concert, hippocampus –
NAc – dopamine circuits could allow organisms not only to work
out what cues are relevant in the environment, but also, when
faced with a seemingly familiar situation, to determine whether
or not to generalize based on stored experience (Shohamy and
Wagner, 2008; Wimmer et al., 2012). Specifically, through sig-
naling how similar the current state of the environment is to
stored associations—the cues and context via the hippocampus
and accompanying reward contingencies via dopamine—these
circuits may signal when to integrate separate events if there are
statistical regularities between them or, by contrast, when to sep-
arate memories and promote new reinforcement learning if there
are notable discrepancies.

However, as well as shaping learning and strategy selection,
another potential key role of the hippocampus may be the mod-
ulation of dopamine-dependent Pavlovian approach behavior
by suppressing inappropriate choices or facilitating exploratory
responses. Several lines of evidence suggest that one output of
hippocampal computations may be to inhibit ongoing behavior
in order to prevent impulsive, disadvantageous behavior (Gray
and McNaughton, 2000; Mariano et al., 2009; Bannerman et al.,
2012; Abela et al., 2013). Therefore, in situations, for instance at
times of uncertainty, where there is conflict over which cues in
the environment are most relevant to guide behavior or where
a superficially tempting option should be resisted in order to
obtain a larger benefit in the future, the hippocampus may act
as a regulator of NAc dopamine transmission, reducing the like-
lihood of a prepotent cue-driven response being elicited before
the potential future consequences are considered. Consistent with
this, Floresco and colleagues found that preventing hippocampal
afferents from interacting with NAc dopamine transmission using
an asymmetric disconnection procedure caused rats to inappro-
priately return to previously sampled arms in a foraging task,
suggesting that these circuits are required to suppress previously
reinforced spatial behaviors (see Floresco, 2007). Conversely,
novelty-induced dopamine release to unexpected cues with no
current reward associations could provide the motivational drive
for animals to approach such a cue in order to gain information
about its significance.

In summary, by influencing dopamine transmission in the
NAc, the hippocampus can help the dopamine system to:
(1) shape appropriate behavior toward the behaviorally- and
motivationally-relevant elements of the environment, (2) code
the degree of uncertainty between cue-outcome relationships,
and (3) elicit molecular cascades strengthening or weakening the
re-activated network. Consequently, any novel cue-outcome asso-
ciation can either be integrated in an existing memory or new
memories can be laid down instead.

CONCLUSION
In this review, we have tried to illustrate: first, how dopamine
release is not only critical for learning but also to motivate
animals to learn about the world at times of uncertainty;
second, how past experience can shape dopamine-dependent
learning; and, third, how dopamine might play a role not
only in the initial learning of cue-reward associations but
also in determining when to use stored experience and also
when to consolidate associations between stimuli and out-
come into memory. Furthermore, we have gone on to sug-
gest ways in which the hippocampus might interact with
NAc dopamine to facilitate these processes and to enable ani-
mals to react to what is behaviorally relevant in the given
environment.

As is common with most comparable reviews, we gladly
acknowledge that there are still many details that remain to
be fleshed out and many complexities that have been glossed
over for the sake of coherence. For instance, throughout, we
have concentrated mainly on phasic dopamine release at the
expense of slower tonic changes (although the two are likely
related). As was discussed in an earlier section, even at the
“slow, phasic” timescale (∼0.5–10 s post-event) dopamine activ-
ity can evolve over time to represent several different parame-
ters. Similarly, quite how different regions of the hippocampus
interact with dopamine transmission across different parts of
the striatum during learning and behavior remains to be deter-
mined. We would contend that a general computation might
be shared across structures (for instance, determining statisti-
cal regularities of events and inhibiting ongoing behavior when
there is conflict, for the hippocampus), even if the specific infor-
mation provided by, for instance, ventral hippocampus to the
NAc shell region may be different to dorsal hippocampus and
NAc core.

Finally, while we have focused on hippocampus—VTA—NAc
loops for simplicity, it is improbable that other temporal and
frontal lobe regions are not also required to enable these pro-
cesses to work optimally. For instance, orbitofrontal cortex, which
receives hippocampal input and projects to the VTA, has been
shown to provide input to allow dopamine cells to disambiguate
similar states (for instance, being in a reward port following a
choice), particularly when there is a delay between a choice and its
consequences (Takahashi et al., 2011). Basolateral amygdala can
also attenuate NAc cue-driven dopamine (Jones et al., 2010). How
different nodes in this network interact to generate appropriate
learning and behavior will be key questions to be addressed over
the coming years in order to enable us to understand these pro-
cesses in the complex, changeable and uncertain environments
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within which we live. Our hope is that, by investigating these net-
works more deeply and their interactions with dopamine release
at different timescales, we may gain new insights to understand
pathologies related to dopamine dysfunction such as schizophre-
nia where learning and behavior can become unconstrained by
the parameters of the local environment.
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Using shock avoidance procedures to study conditioned behavioral responses has a
rich history within the field of experimental psychology. Such experiments led to the
formulation of the general concept of negative reinforcement and specific theories
attempting to explain escape and avoidance behavior, or why animals choose to
either terminate or prevent the presentation of an aversive event. For example, the
two-factor theory of avoidance holds that cues preceding an aversive event begin to
evoke conditioned fear responses, and these conditioned fear responses reinforce the
instrumental avoidance response. Current neuroscientific advances are providing new
perspectives into this historical literature. Due to its well-established role in reinforcement
processes and behavioral control, the mesolimbic dopamine system presented itself
as a logical starting point in the search for neural correlates of avoidance and escape
behavior. We recently demonstrated that phasic dopamine release events are inhibited by
stimuli associated with aversive events but increased by stimuli preceding the successful
avoidance of the aversive event. The latter observation is inconsistent with the second
component of the two-factor theory of avoidance and; therefore, led us propose a new
theoretical explanation of conditioned avoidance: (1) fear is initially conditioned to the
warning signal and dopamine computes this fear association as a decrease in release,
(2) the warning signal, now capable of producing a negative emotional state, suppresses
dopamine release and behavior, (3) over repeated trials the warning signal becomes
associated with safety rather than fear; dopaminergic neurons already compute safety
as an increase in release and begin to encode the warning signal as the earliest predictor
of safety (4) the warning signal now promotes conditioned avoidance via dopaminergic
modulation of the brain’s incentive-motivational circuitry.

Keywords: dopamine, voltammetry, conditioned avoidance, nucleus accumbens, fear conditioning

INTRODUCTION TO CONDITIONED AVOIDANCE
Conditioned avoidance is an acquired behavioral response that
results in the prevention of an aversive event. Conditioned
avoidance was first described by one of Ivan Pavlov’s chief
scientific rivals, Bechterev (1913) before being introduced to
American psychology by Watson (1916). Ironically, Watson
adopted Bekhterev’s experimental approach of investigating
“associated” motoric avoidance responses in an attempt to vali-
date Pavlov’s work on classical conditioning (Bolles, 1972). While
it is well known that Pavlov clearly demonstrated that dogs
exhibit a strong salivary reflex to stimuli previously associated
with food (Pavlov, 2003), Watson found odor-evoked condi-
tional reflexes of the human parotid gland to be elusive (Lashley,
1916; Watson, 1916). Thus, in an attempt to observe a condi-
tioned reflex in human subjects, Watson turned to Bekhterev’s
experimental design (Figure 1), in which: electrodes capable of
delivery faradaic stimulation are placed under the palm and fin-
ger of a human subject, the hand is exposed to a mild electrical
shock that is preceded by a bell (2 s prior to shock), finger move-
ment eliminates electric shock by breaking the circuit between the
two electrodes, motoric finger responses are measured by a lever

that supports a writing lever (Bechterev, 1913; Watson, 1916).
Under these conditions, finger withdrawal initially occurred in
response to the electric shock, but within a few trials finger
withdrawal began to occur to the bell—thereby leading to the
complete avoidance of electric shock (Watson, 1916). This condi-
tioned behavioral response to a shock-predictive cue proved to be
highly replicable across subjects, ages and species (Watson, 1916).
Although Watson interpreted the aforementioned response as
a conditioned reflex, today we recognize this behavioral action
as a conditioned avoidance response that is energized by the
incentive-motivational circuitry of the brain. One of the major
theories involved in integrating motivational theory with condi-
tioned avoidance is the two-process theory of avoidance (Miller,
1948; Mowrer and Aiken, 1954). In general, this theory holds
that conditioned fear responses resulting from Pavlovian learn-
ing motivate avoidance behavior through fear reduction. The first
factor of this theory describes the Pavlovian associations that are
established between the aversive stimulus (shock) and the pre-
ceding cue (the bell in Watson’s experiment). The second factor
of this theory states that the fear evoked by the preceding cue
functions to reinforce the avoidance response. Over the course
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FIGURE 1 | Illustration of the first conditioned avoidance (initially

described as a conditioned reflex) experiment conducted in America

by John B Watson. Electrodes were placed under the hand and finger of a
human subject. An auditory stimulus was presented prior to the delivery of
electrical shock. A recording device allowed for the detection of finger
movements evoked by the shock and the preceding auditory stimulus.
Within a few trials, finger withdrawal began to occur to the auditory
stimulus. The conditioned finger withdrawal broke the circuit between the
two electrodes, which was necessary for the delivery of electric shock.
Originally published in Watson (1916).

of the century, investigators developed various methodological
adaptations to study conditioned avoidance using experimental
animals, most prominently shuttle boxes (Warner, 1932) and
operant chambers (Skinner, 1938). It is not the intention of this
review to focus on theoretical intricacies of avoidance learning.
Instead, we would like to refer the reader to recent reviews focus-
ing on the learning mechanisms that might contribute to the
development of avoidance behavior (Depue and Collins, 1999;
Moutoussis et al., 2008; Maia, 2010). The present review will
focus primarily on the role of the mesolimbic dopamine system
during behavior maintained in a signaled operant avoidance pro-
cedure. In particular, we will describe how subsecond dopamine
release relates to discrete cues during conditioned avoidance and
escape responses. Here, it is critical to understand the distinc-
tion between avoidance and escape responses. Specifically, an
escape response is defined as an action resulting in the ces-
sation of an ongoing aversive stimulus; whereas, an avoidance
response is defined as an action preventing the presentation of
the aversive stimulus. Two discrete cues will be discussed. A
warning signal (a cue light in our case) predicts the potential
occurrence of an aversive event; a safety signal (a tone in our
case) indicates that the aversive event was successfully avoided or
terminated.

DOPAMINE, INCENTIVE MOTIVATION AND CONDITIONED
AVOIDANCE
When experimental psychologists began considering the phe-
nomenon of conditioned avoidance in the middle of the twentieth
century, they were relatively unsatisfied with Watson’s interpreta-
tion that the avoidance response is simply a conditioned reflex
resulting from classical conditioning (Bolles, 1972). Alternative
explanations began to emerge, many of which described con-
ditioned avoidance as a reinforcement process influenced by
the experimental subject’s motivation to avoid or terminate the

aversive stimulus (e.g., Miller, 1948; Mowrer and Aiken, 1954).
The purely psychological view that incentive-motivation (defined
as the energizing effects of an encounter with an otherwise neu-
tral stimulus that has acquired motivational importance through
prior association, Wise, 2004) might influence the maintenance
of conditioned avoidance is supported by modern neuroscientific
research.

Before we discuss a role for subsecond dopamine release in
conditioned avoidance, it is important to first briefly overview
the neural circuitry involved in centrally representing incentive
salience. One of the most studied components of the motivational
circuitry of the brain is the nucleus accumbens. This brain region
has been referred to as a limbic-motor (Mogenson et al., 1980)
and Pavlovian-instrumental (Cardinal et al., 2002) interface—
both of which appropriately represent the importance of the
nucleus accumbens during an avoidance task in which a subject’s
behavior is effected by their motivational state and conditioned
predictors of aversive stimuli. Of note, the nucleus accumbens
integrates input from amygdalar and prefrontal cortical regions
that carry information regarding the motivational value of stimuli
maintaining reinforcement processing before energizing ongo-
ing behavior (Cardinal et al., 2002). The mesolimbic dopamine
pathway is theorized to modulate the integration of these moti-
vational circuits by stamping-in stimulus-reinforcement asso-
ciations, thereby strengthening the incentive value ascribed to
previously neutral stimuli (e.g., warning signal) and motivating
the conditioned behavioral response (Wise, 2004), or in this case
conditioned avoidance.

The mesolimbic dopamine system is a neural pathway that
originates from A10 dopamine neurons in the ventral tegmental
area of the midbrain and projects to the brain’s motivational cir-
cuitry, most prominently the nucleus accumbens, amygdala and
prefrontal cortices (Swanson, 1982; Spanagel and Weiss, 1999).
During ongoing behavior, two distinct patterns of dopamine
release occur. Midbrain dopamine neurons typically fire at low
frequencies of 1–5 Hz, which is thought to produce a tone on high
affinity dopamine D2 receptors in the nucleus accumbens (Grace,
1991; Dreyer et al., 2010). Experimentally, one can detect tonic
dopamine levels using techniques like in vivo microdialysis, which
allow for neurochemical detection on a timescale of minutes. In
contrast, when animals are presented with motivationally salient
stimuli, A10 dopamine neurons fire in high frequency bursts
(≥20 Hz). These high frequency bursts of dopaminergic neural
activity produce transient increases in dopamine concentration
in terminal fields (e.g., nucleus accumbens). Dopamine concen-
tration transients are detectable at the neurochemical level within
terminal fields of the mesolimbic dopamine system using fast-
scan cyclic voltammetry, an electrochemical technique that allows
for the detection of dopamine on the millisecond timescale.
Importantly, only neurochemical techniques like fast-scan cyclic
voltammetry provide the temporal resolution necessary to mea-
sure dopamine release events evoked by a warning signal in a
standard conditioned avoidance procedure.

Pharmacological, lesion, genetic and microdialysis studies
have been conducted over the last few decades to demonstrate
a general role for dopamine in conditioned avoidance. Animals
fail to acquire avoidance following 6-hydroxydopamine lesions
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of midbrain dopamine neurons, a deficit that is reversed by the
restoration of dopamine levels using L-dopa treatment (Cooper
et al., 1973; Zis et al., 1974). Intriguingly, only deficits in avoid-
ance responses are observed, as opposed to responses motivated
by the termination of ongoing shock (i.e., escape responses)
(Fibiger et al., 1975). Similar observations are reported during
the maintenance of conditioned avoidance. Lesions of dopamine
terminals in the striatum in general (Amalric and Koob, 1987)
and ventral striatum (i.e., nucleus accumbens) in particular
(McCullough et al., 1993) are sufficient to impair conditioned
avoidance. Systemic administration of dopamine receptor antag-
onists reliably disrupts avoidance responding without signifi-
cantly impairing escape behavior (Arnt, 1982). Likewise, locally
infusing a dopamine receptor antagonist into the nucleus accum-
bens alone is sufficient to impair the maintenance of conditioned
avoidance (Wadenberg et al., 1990). Using recently developed
genetic technology (Darvas et al., 2011) restored dopamine in
specific brain regions that were otherwise dopamine-deficient.
They found that while the entire striatum and amygdala are
necessary for the acquisition of conditioned avoidance, only the
striatum is required for the maintenance of conditioned avoid-
ance (Darvas et al., 2011). These findings are in agreement with
previous work demonstrating that the amygdala, while impor-
tant for aversively motivated learning (Ledoux and Muller, 1997;
LeDoux, 2003), plays a more specific role in the acquisition
rather than the maintenance of instrumental avoidance behav-
ior (Poremba and Gabriel, 1999). In addition to the amygdala
and nucleus accumbens, it is important to note that the Gabriel
lab has discovered that cingular-thalamic circuitry is also neces-
sary for avoidance learning (Gabriel, 1993). For example, lesions
of the anterior cingulate cortex or the limbic thalamus impair
acquisition of conditioned avoidance (Gabriel et al., 1989, 1991).
Microdialysis studies have demonstrated that dopamine levels
are generally increased in the prefrontal cortex and striatum
during the acquisition (Dombrowski et al., 2012) and mainte-
nance (McCullough et al., 1993; Feenstra et al., 2001) of con-
ditioned avoidance. Together these studies demonstrated that
dopamine plays a general role in the maintenance of conditioned
avoidance.

Recently, Kapur (2003), Kapur et al. (2005) generated an
incentive-motivation based theory that offers a specific role for
dopamine in conditioned avoidance as they attempted to explain
why antipsychotics are efficacious in modulating conditioned
avoidance. Their theory is based on the observation that all
effective antipsychotics antagonize dopamine D2 receptors and
disrupt conditioned avoidance. In fact, conditioned avoidance is
a classic animal model used to screen for the efficacy of antipsy-
chotic drugs and their dopamine antagonizing properties (Kapur
et al., 2005; Smith et al., 2005). This observation led these investi-
gators to speculate that the development of a hyperdopaminergic
state in schizophrenia leads to an aberrant assignment of incentive
salience to environmental stimuli, thereby promoting psychosis
(Kapur, 2003), and the effectiveness of antipsychotics to disrupt
conditioned avoidance is due to their ability to block subsecond
dopaminergic encoding of the warning signal after it has acquired
incentive value (Kapur et al., 2005; Smith et al., 2005). If this the-
ory is correct, discrete dopamine release events time-locked to

the warning signal should be detected during the maintenance of
conditioned avoidance.

SUBSECOND DOPAMINE RELEASE DURING WARNING
SIGNAL PRESENTATION
To investigate whether subsecond dopamine release is altered by
the presentation of a warning signal, we used fast-scan cyclic
voltammetry to assess subsecond dopaminergic release events in
the nucleus accumbens core during behavior maintained in an
operant signaled shock avoidance procedure (Figure 2). In this
task, a stimulus light was presented as a warning signal for 2 s
prior to the delivery of recurring foot shocks. During this 2 s
warning signal, a response lever was extended into an operant
chamber which, if depressed, resulted in the immediate retrac-
tion of the lever and a 20 s safety period signaled by a tone (i.e.,
safety signal). Animals could initiate an avoidance response by
pressing the lever during the 2 s warning signal, entirely pre-
venting shock. Alternatively, once shocks commenced, animals
could initiate an escape response by pressing the lever during
this punishment period, terminating shock. This experimental
design allowed us to assess dopamine signaling during warn-
ing signal presentation, safety periods and during two distinct
behavioral responses—avoidance and escape. It is important to
note that, regardless of the methodology used (i.e., operant or
shuttle box), avoidance and escape responses are distinct. This
distinction was originally noted in one of the first conditioned
avoidance experiments using a shuttle box with a hurdle that
separated a shock-free side from a shock side (Bolles, 1972).
In this early study, Warner reported that animals would scram-
ble under the hurdle during escape responses, but jump over
the hurdle during avoidance responses (Warner, 1932). He fur-
ther went on to study the unique behavioral responses produced
independently by either the shock or the warning signal and
found that the shock produced scampering reactions whereas the
warning signal produced more calculated, coordinated reactions
(Warner, 1932). In the operant signaled shock avoidance task
used in our study, we also observed distinct escape and avoidance
reactions. Early in training, during which only operant escape
responses occur, we observed several unique behavior reactions to
the shock: jumping up the wall, attacking the lever and freezing.
Interestingly, an unintentional (i.e., not experimenter intended
outcome) avoidance response sometimes emerged early in train-
ing as well. In certain instances animals attempted to avoid shock
by grounding themselves. As in Watson’s early finger avoidance
study (1916), electrical continuity is only maintained if the rat
is in contact between two electrodes or, in our case, two elec-
trified bars comprising the grid floor of the operant chamber.
Occasionally, animals balanced their hind paws on a single bar
while propping their front paws on a side of the operant cham-
ber, thereby breaking the continuity of the electrical circuit and
avoiding footshock. As the contingencies of reinforcement were
learned, however, these unintended behaviors begin to dissipate
until consistently maintained avoidance and escape behaviors
emerged. In our first study on this subject (Oleson et al., 2012),
we only recorded dopamine from animals in our operant avoid-
ance task after they began avoiding footshock in ∼50% of trials.
At this point in training, we visually observed one of two distinct
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FIGURE 2 | The role of subsecond dopamine release during conditioned

avoidance. (A) Changes in subsecond dopamine release observed in
different response types observed in a single session. Representative color
plots (left) and dopamine concentration traces (right) show avoidance (top),
one-footshock escape (middle), and two-footshock escape (bottom)
responses. Left, the y-axis represents the scan potential (Epp, V) applied to
the electrode, the x-axis represents time, and the z-axis represents current.
Inspection of the color plot allows for the identification of dopamine over
time. Dopamine can be identified in the color plot by assessing for changes in
current at the oxidation (+0.6V) and reduction (−0.2V) potentials for

dopamine. Right, representative dopamine concentration traces plotted as a
function of time with the inset showing the cyclic voltammograms for
dopamine. Arrows indicate lever responses, lightning bolts indicate
footshocks, trumpets indicate safety periods, levers + lights indicate warning
signals. (B,C) Mean ± SEM dopamine concentration traces from all
avoidance and escape responses. Maximal warning signal duration is
representative by the light gray fill, subsequent safety periods are
represented by the dark gray fill. (D) Maximal dopamine concentration
evoked by warning signal presentation predicts conditioned avoidance.
Originally published in Oleson et al. (2012).

behavioral reactions in response to warning signal presentation.
When the animal successfully avoided footshock, an uninhibited
motor sequence directed at the lever was observed upon presen-
tation of the warning signal. When the animal escaped footshock,
a hesitation—presumably a fear-induced freezing response—was
observed upon presentation of the warning signal. While it is
well established that amygdalar modulation of prefrontal cor-
tical activity is critically important in the expression of con-
ditioned fear (Davis, 1992; Morgan and LeDoux, 1995; Garcia
et al., 1999), dopaminergic modulation of striatal input may be

involved in the expression of the freezing response. The canon-
ical view of the basal ganglia holds that the striatum outputs
two parallel projections, the direct and indirect pathways, which
either excite or inhibit behavioral activity, respectively. According
to this canonical view, dopamine release events are theorized to
promote behavioral activation by increasing activity along the
direct pathway by acting on Gs coupled dopamine D1 receptors,
whereas decreases in dopamine release may inhibit behavioral
activation by increasing activity along the indirect pathway by
acting on Gi/o coupled dopamine D2 receptors (DeLong and
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Wichmann, 2007). A recent optogenetic study supported this
conceptualization by demonstrating that selective activation of
striatal dopamine D1 receptor expressing neurons of the direct
pathway promotes behavioral activation, while selective activa-
tion of striatal dopamine D2 receptor expressing neurons of
the indirect pathway promotes freezing behavior (Kravitz et al.,
2010). Thus, it is possible that dopamine may contribute to the
expression of a freezing response, although additional optogentic
studies should be conducted to directly assess for this possibil-
ity within the context of conditioned fear. It is also important
to note that, rather than solely causing avoidance or freezing
responses by activating dopamine D1 or D2 receptors, dopamine
concentration changes within the striatum are thought to mod-
ulate converging amygdalar, hippocampal and prefrontal input
(Floresco et al., 2001; Brady and O’Donnell, 2004) to control
behavioral activation.

As animals displayed either directed avoidance or inhib-
ited freezing responses to warning signal presentation, it might
be expected, therefore that distinct dopaminergic responses
accompany these divergent behavioral reactions. In accordance
with our behavioral observation, dichotomous dopaminergic
responses occurred at the warning signal during avoidance and
escape behavior. When animals successfully avoided footshock,
dopamine release increased during warning signal presentation
as would be predicted if dopamine was motivating the avoid-
ance response. Importantly, the warning signal evoked increase
in dopamine concentration reliably predicted when an ani-
mal would successfully avoid foot shock. Trial-by-trial analysis
revealed that the maximal dopamine concentration time-locked
to warning signal presentation sharply decreased during trials in
which animals failed to avoid and was significantly lower dur-
ing escape responses irrespective of the number of footshocks
received. Averaging dopamine concentrations during escape tri-
als revealed that dopamine levels not only failed to increase during
presentation of the warning signal presentation, dopamine release
events actually ceased at warning signal onset when the animals
failed to avoid. This latter finding is somewhat reminiscent of
the previously described classical psychological theory called the
two-process theory of avoidance (Mowrer, 1951). The first fac-
tor of this theory posits that fear becomes conditioned to the
warning signal; the second factor suggests that the conditioned
fear that is evoked by the warning signal is what reinforces the
instrumental avoidance response via fear reduction. To further
test whether our dopamine data align with the first-factor of this
theory, we measured whether dopamine release in the nucleus
accumbens core is also suppressed during classical fear associa-
tions by employing a standard fear-conditioning model. In this
fear-conditioned model, animals were conditioned to an auditory
stimulus predicting inescapable footshock before we measured
dopamine release 24 h later during repeated presentations of the
cue alone (Figure 3). As was observed at the warning-signal dur-
ing escape responses, the fear-associated auditory stimulus pro-
duced a decrease in dopamine concentration transients (Oleson
et al., 2012), a phenomenon that appears to be exclusive to the
core, as opposed to the shell, subregion of the nucleus accumbens
(Badrinarayan et al., 2012). This finding supports the first factor
of the two-process theory of avoidance that the warning signal can

FIGURE 3 | Fear-conditioned stimuli freeze behavior and subsecond

dopamine release events. (A,B) An otherwise neutral stimulus (trumpet)
previously conditioned to inescapable footshock (lightning bolt) produces
freezing behavior that extinguishes across repeated trials of conditioned
stimulus (CS) presentation on fear-memory retrieval day. (C) Representative
color plot (left) and corresponding dopamine concentration trace (right) show
a CS-induced decrease in dopamine release. Gray represents CS duration. (D)

Mean ± SEM dopamine concentration trace during presentations of the
fear-conditioned CS. Originally published in Oleson et al. (2012).

evoke conditioned fear responses, and reveals that dopamine neu-
rons compute this conditioned fear response as a decrease in the
frequency of dopamine release events. These data fail to align with
the second factor of two-process theory, however, as dopamine
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release accompanies the presentation of the warning signal when
animals successfully avoid foot shock. Rather, fear may become
irrelevant during conditioned avoidance in a well-trained animal.
The warning signal no longer evokes fear, and fear reduction is
no longer the primary motivator of behavior. Instead of evoking a
fear response, the warning signal becomes associated exclusively
with a positive outcome—avoidance. At this point the warn-
ing signal motivates behavior similarly to a reward-predictive
cue, by stimulating the incentive-motivational circuitry of the
brain.

The observation that dopamine begins to increase to the warn-
ing signal during avoidance trials suggests that the fear response
originally elicited by the warning signal can dissipate over time,
as the prediction of a positive outcome (i.e., successful avoidance)
becomes more prominent. These findings support other recent
work demonstrating that the representation of a conditioned cue
can switch between appetitive and aversive stimuli over repeated
pairings (Nasser and McNally, 2012) and was predicted by early
experimental psychologists. In fact, it has long been reported that
animals become less fearful during conditioned avoidance. In
one of Richard Solomon’s early experiments studying the extinc-
tion of the avoidance response, he noted that the animals “learn
to relax” in the presence of the warning signal (Solomon et al.,
1953). The possibility that the fear response evoked by the warn-
ing signal begins to dissipate over time was objectively tested
in a subsequent study (Kamin et al., 1963), in which: rats were
trained to respond for food in an operant chamber, then trained
to avoid shock by responding to an auditory warning signal in
a shuttle-box for either 1, 3, 9, or 27 trials, then retested in the
operant chamber while periodic presentations of the warning sig-
nal occurred during food maintained responding. It was found
that the warning signal was less effective at suppressing food
maintained responding after 27 trials of conditioned avoidance
in comparison to animals with less extensive behavioral histories
(Kamin et al., 1963). Importantly, in each of these examples, the
fear response evoked by the conditioned stimulus begins to dis-
sipate while the avoidance response remains strong—so strong it
is incredibly difficult to extinguish (Solomon et al., 1953). Thus,
fear is unlikely to motivate effective avoidance responses in the
well-trained rat. Instead, we propose that the strength of the
avoidance response is bolstered by increases in dopamine release
evoked by the warning signal through higher order reinforcement
processes, and these warning signal evoked dopamine release
events are capable of motivating avoidance behavior by modu-
lating the incentive-motivational circuitry of the brain. It is also
possible that these warning signal evoked dopamine release events
might contribute to stimulus-response, or habit, learning. Habit
learning reflects the formation of higher order stimulus-response
associations (e.g., warning signal-avoidance) that are capable
of reinforcing behavioral action but do not become encoded
as a goal themselves; thus, rendering the behavior resistant to
extinction despite primary reinforcer devaluation (Everitt and
Robbins, 2005). Under these circumstances, dopaminergic encod-
ing of the warning signal likely remains critical for the main-
tenance of conditioned avoidance, although a hierarchical shift
of warning-signal evoked dopamine release toward brain regions
more implicated in habitual behavior (e.g., dorsal striatum) may

contribute (Willuhn et al., 2012). However, a transition to habit
formation in this particular behavior may be critically linked
to the animal’s training history and may also be influenced by
individual differences. For example, an animal whose respond-
ing is completely dominated by avoidance behavior may always
respond to the warning signal even if the shock is removed. On
the other hand, an animal that primarily shows escape behav-
ior will extinguish responding when the shock is discontinued
because the unconditioned stimulus is the primary driver of the
action.

SUBSECOND DOPAMINE RELEASE DURING SAFETY SIGNAL
PRESENTATION
As occurs following the presentation of rewarding stimuli
(Schultz et al., 1997), we observed an increase in dopamine release
during the safety signal that was indistinguishable between avoid-
ance and escape responses (Figure 2). Thus, the elimination of
aversive stimuli is processed by dopamine neurons similarly to
the receipt of reward, regardless of the representation of the pre-
ceding warning signal or whether or not foot shock actually
occurred. These data are in agreement with recently published
work showing that the relief of pain increases dopamine release
in the nucleus accumbens (Navratilova et al., 2012), and further
support the notion that avoidance or removal of negative stim-
uli produces negative reinforcement via mesolimbic dopamine
release. This finding supports the theory that the safety signal
acquires positive reinforcement value that is capable of promoting
avoidance behavior by functioning as a positive conditioned rein-
forcer (Dinsmoor, 1954, 2001). Several previous studies directly
assessed the positive reinforcing effectiveness of the safety sig-
nal. Early reports demonstrated that a tone, previously associated
with a safety period, is capable of increasing rates of respond-
ing to a frequency required to produce the tone alone (Weisman
and Litner, 1969). Dinsmoor and colleagues extended upon this
finding by demonstrating that presentation of a conditioned
safety signal increased rates of responding in a shock avoid-
ance task in which the reinforcing operandum remained available
between aversive events (Dinsmoor and Sears, 1973). Rescorla
(1969) further proved the reinforcing strength the safety signal
holds over avoidance behavior by showing that animals choose
a shock-terminating operandum that produces a safety signal
over one that simply stops shock. Together, these studies suggest
that the safety signal acquires positive reinforcing value capable
of promoting avoidance, and dopamine release encodes safety
as an increase in release. However, it should also be noted that
the warning signal and its dopaminergic correlate is a stronger
determinant of the behavioral action than the safety signal and
its dopaminergic correlate. That is, only the warning signal
evoked dopamine concentration predicts an animal’s behavioral
response, as dopamine increased during the safety signal regard-
less of whether safety was reached by escape or avoidance of
footshock.

TONIC vs. PHASIC DOPAMINE
All neurochemical data introduced within the subsequent two
sections describe subsecond dopamine release events result-
ing from the phasic activation of A10 dopamine neurons.
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It is important to note that these phasic dopamine data are dis-
tinct from previous accounts of tonic dopamine release obtained
using microdialysis. For example, microdialysis studies report
that tonic brain dopamine levels are generally increased during
both conditioned avoidance (McCullough et al., 1993; Feenstra
et al., 2001) and fear conditioning (Young et al., 1993; Wilkinson
et al., 1998). As previously suggested (McGinty et al., 2011;
Oleson et al., 2012), we believe these seemingly contradictory
results can be explained by the possibility that aversive stimuli
selectively suppress phasic dopamine release while concurrently
enhancing tonic dopamine release. In this sense, tonic patterns
of dopamine release may serve as an opponent-process (Solomon
and Corbit, 1974) to phasic dopamine release evoked by aversive
stimuli. It has also been suggested that phasic and tonic dopamin-
ergic encoding of aversive stimuli might vary between subregions
of the nucleus accumbens (Badrinarayan et al., 2012). Advances
in microdialysis technology offering greater temporal and spatial
resolution (Perry et al., 2009) will allow for the clarification of
whether these relationships between phasic and tonic dopamine
release exist.

SYNTHESIZING OUR NEUROCHEMICAL OBSERVATIONS
WITH THE HISTORICAL PSYCHOLOGICAL LITERATURE LED
US TO FORMULATE THE FOLLOWING 4-FACTOR
DOPAMINERGIC THEORY OF SIGNALED OPERANT
AVOIDANCE
(1) As in the original two-process theory of avoidance, fear is

initially conditioned to the warning signal and dopamine
computes this fear association as a decrease in release.

(2) The conditioned fear evoked by the warning signal elic-
its a freezing response, which actually inhibits operant
avoidance.

(3) Over repeated trials the warning signal becomes associated
with safety rather than fear. Dopaminergic neurons already
compute safety as an increase in release. Similarly to the tem-
poral difference model of reinforcement learning (Schultz
et al., 1997), dopamine release begins to encode the warn-
ing signal as the earliest predictor of safety through a positive
prediction error, as the animal’s expectation of a negative
outcome (being shocked) is violated when avoidance takes
place.

(4) The warning signal now promotes conditioned avoidance via
dopaminergic modulation of brain’s incentive-motivational
circuitry.

This new model, inspired by recent neurochemical findings, is
based upon our conceptualization of the associative structure
of the avoidance memory. Specifically, we speculate that early
in training the safety signal is associated with the alleviation or
avoidance of shock and the warning signal is associated with fear
(as in the two-process theory of avoidance); later in training, the
safety signal remains associated with the alleviation/avoidance
of shock while the warning signal becomes associated with the
successful avoidance of foot shock through a reinforcement learn-
ing mechanism. The role that temporal difference reinforce-
ment learning may play in transition of cue-evoked dopamine

from the safety signal to the warning signal during condi-
tioned avoidance has been previously discussed in detail (Hollon
et al., 2013). Briefly, temporal difference reinforcement learning
is driven by the error between temporally successive predictions
(Sutton, 1988) and midbrain dopamine neurons acquire reward-
predicting responses to conditioned cues (Schultz et al., 1997).
As detailed by Hollon et al. (2013), our data suggest that mid-
brain dopamine neurons can acquire predictive responses to
negative reinforcers (e.g., warning signal predicts safety) and this
learning mechanism might contribute to the development of con-
ditioned avoidance. A longitudinal study assessing for changes in
dopamine release to the warning and safety signals over training,
would provide additional support for the role of temporal dif-
ference reinforcement learning in the acquisition of conditioned
avoidance and offer clarification regarding the nature of the safety
signal. As it stands, it is possible that the safety signal is more
akin to a confirmation of shock avoidance/termination rather
than a true signal of safety. Dopaminergic models of temporal
difference reinforcement learning predict that dopamine neu-
rons would stop encoding the safety signal as they begin to
encode the warning signal. If the safety signal were a confirma-
tory signal, dopaminergic encoding of the safety signal should
persist irrespective of training history. It is also important to
note that we do not believe that such computational learning
theories are at odds with psychological theories involving the
role of dopamine in motivation. On the contrary, as previously
described in detail (McClure et al., 2003) many commonalities
between the reinforcement learning and motivation literatures
exist.

Our conditioned avoidance model predicts that the warn-
ing signal is ultimately more important than the safety signal
in promoting successful avoidance, as only the warning signal
evoked-dopamine response predicts the behavioral outcome (i.e.,
avoidance vs. escape). It should be noted that this model is only
intended to apply to operant signaled shock avoidance tasks.
We still believe the mesolimbic dopamine system may function
in Sidman operant avoidance tasks, where operant avoidance is
maintained without an exteroceptive warning signal (Sidman,
1953), as an anticipatory timing signal (Bromberg-Martin et al.,
2010)—although additional experiments are required to test
this hypothesis. Also, certain factors of our theory (e.g., fac-
tor 2) might be more difficult to detect using a shuttle box
because a directed instrumental response is not required for
avoidance. Finally, we would like to add that the fourth factor
of our model that the warning-signal evoked dopamine release
actually promotes successful avoidance, is currently being exper-
imentally assessed using optogenetic technology. These studies
will directly test whether the role of dopamine in conditioned
avoidance is causal or merely an epiphenomenon, and further
discern if the role of dopamine in conditioned avoidance is
related to reinforcement learning, motivational processes or, as
we predict, both.

ACKNOWLEDGMENTS
We would like to thank Dr. Lindsey Hamilton for helpful
comments in the preparation of this manuscript.

www.frontiersin.org June 2013 | Volume 7 | Article 96 | 107

http://www.frontiersin.org
http://www.frontiersin.org/Decision_Neuroscience/archive


Oleson and Cheer Phasic dopamine in negative reinforcement

REFERENCES
Amalric, M., and Koob, G. F. (1987).

Depletion of dopamine in the cau-
date nucleus but not in nucleus
accumbens impairs reaction-time
performance in rats. J. Neurosci. 7,
2129–2134.

Arnt, J. (1982). Pharmacological
specificity of conditioned avoid-
ance response inhibition in rats:
inhibition by neuroleptics and
correlation to dopamine receptor
blockade. Acta Pharmacol. Toxicol.
51, 321–329.

Badrinarayan, A., Wescott, S. A.,
Vander Weele, C. M., Saunders, B.
T., Couturier, B. E., Maren, S., et al.
(2012). Aversive stimuli differen-
tially modulate real-time dopamine
transmission dynamics within the
nucleus accumbens core and shell.
J. Neurosci. 32, 15779–15790. doi:
10.1523/JNEUROSCI.3557-12.2012

Bechterev, V. M. (1913). The Psychologie
Objective. Paris: Alcan.

Bolles, R. C. (1972). The avoidance
learning problem. Psychol. Learn.
Motiv. Adv. Res. Theory 6, 97.

Brady, A. M., and O’Donnell, P.
(2004). Dopaminergic modulation
of prefrontal cortical input to
nucleus accumbens neurons in vivo.
J. Neurosci. 24, 1040–1049. doi:
10.1523/JNEUROSCI.4178-03.2004

Bromberg-Martin, E. S., Matsumoto,
M., and Hikosaka, O. (2010).
Distinct tonic and phasic
anticipatory activity in lateral
habenula and dopamine neu-
rons. Neuron 67, 144–155. doi:
10.1016/j.neuron.2010.06.016

Cardinal, R. N., Parkinson, J. A.,
Hall, J., and Everitt, B. J. (2002).
Emotion and motivation: the role
of the amygdala, ventral striatum,
and prefrontal cortex. Neurosci.
Biobehav. Rev. 26, 321–352. doi:
10.1016/S0149-7634(02)00007-6

Cooper, B. R., Breese, G. R., Grant,
L. D., and Howard, J. L. (1973).
Effects of 6-hydroxydopamine treat-
ments on active avoidance respond-
ing: evidence for involvement of
brain dopamine. J. Pharmacol. Exp.
Therapeut. 185, 358–370.

Darvas, M., Fadok, J. P., and Palmiter,
R. D. (2011). Requirement of
dopamine signaling in the amygdala
and striatum for learning and main-
tenance of a conditioned avoidance
response. Learn. Mem. 18, 136–143.
doi: 10.1101/lm.2041211

Davis, M. (1992). “The role of the
amygdala in conditioned fear,” in
The Amygdala: Neurobiological
Aspects of Emotion, Memory,
and Mental Dysfunction, ed
J. P. Aggleton (New York, NY:
Wiley-Liss), 255–306.

DeLong, M. R., and Wichmann, T.
(2007). Circuits and circuit dis-
orders of the basal ganglia. Arch.
Neurol. 64, 20. doi: 10.1001/arch-
neur.64.1.20

Depue, R. A., and Collins, P. F.
(1999). Neurobiology of the struc-
ture of personality: dopamine,
facilitation of incentive motiva-
tion, and extraversion. Behav.
Brain Sci. 22, 491–517. doi:
10.1017/S0140525X99002046

Dinsmoor, J. A. (1954). Punishment: I.
The avoidance hypothesis. Psychol.
Rev. 61, 34. doi: 10.1037/h0062725

Dinsmoor, J. A. (2001). Stimuli
inevitably generated by behav-
ior that avoids electric shock
are inherently reinforcing.
J. Exp. Anal. Behav. 75, 311.
doi: 10.1901/jeab.2001.75-311

Dinsmoor, J. A., and Sears, G. W.
(1973). Control of avoidance by
a response-produced stimulus.
Learn. Motiv. 4, 284–293. doi:
10.1016/0023-9690(73)90018-0

Dombrowski, P. A., Maia, T. V.,
Boschen, S. L., Bortolanza, M.,
Wendler, E., Schwarting, R. K., et al.
(2012). Evidence that conditioned
avoidance responses are reinforced
by positive prediction errors sig-
naled by tonic striatal dopamine.
Behav. Brain Res. 241, 112–119. doi:
10.1016/j.bbr.2012.06.031

Dreyer, J. K., Herrik, K. F., Berg,
R. W., and Hounsgaard, J.
D. (2010). Influence of pha-
sic and tonic dopamine
release on receptor activation.
J. Neurosci. 30, 14273–14283. doi:
10.1523/JNEUROSCI.1894-10.2010

Everitt, B. J., and Robbins, T. W. (2005).
Neural systems of reinforcement for
drug addiction: from actions to
habits to compulsion. Nat. Neurosci.
8, 1481–1489. doi: 10.1038/nn1579

Feenstra, M. G., Vogel, M., Botterblom,
M. H., Joosten, R. N., de Bruin,
J. P. (2001). Dopamine and nora-
drenaline efflux in the rat pre-
frontal cortex after classical aver-
sive conditioning to an auditory cue.
Eur. J. Neurosci. 13, 1051–1054. doi:
10.1046/j.0953-816x.2001.01471.x

Fibiger, H. C., Zis, A. P., and Phillips,
A. G. (1975). Haloperidol-induced
disruption of conditioned avoid-
ance responding: attenuation by
prior training or by anticholinergic
drugs. Eur. J. Pharmacol. 30,
309–314. doi: 10.1016/
0014-2999(75)90114-4

Floresco, S. B., Blaha, C. D., Yang,
C. R., and Phillips, A. G. (2001).
Modulation of hippocampal and
amygdalar-evoked activity of
nucleus accumbens neurons by
dopamine: cellular mechanisms

of input selection. J. Neurosci. 21,
2851–2860.

Gabriel, M. (1993). “Discriminative
avoidance learning: a model sys-
tem,” in Neurobiology of Cingulate
Cortex and Limbic Thalamus: A
Comprehensive Handbook, eds B.
A. Vogt and G. Michael (Cambridge,
MA: Birkhäuser), 478–523.

Gabriel, M., Kubota, Y., Sparenborg, S.,
Straube, K., and Vogt, B. A. (1991).
Effects of cingulate cortical lesions
on avoidance learning and training-
induced unit activity in rabbits.
Exp. Brain Res. 86, 585–600. doi:
10.1007/BF00230532

Gabriel, M., Sparenborg, S., and
Kubota, Y. (1989). Anterior and
medial thalamic lesions, discrim-
inative avoidance learning, and
cingulate cortical neuronal activity
in rabbits. Exp. Brain Res. 76,
441–457. doi: 10.1007/BF00247901

Garcia, R., Vouimba, R. M., Baudry,
M., and Thompson, R. F. (1999).
The amygdala modulates prefrontal
cortex activity relative to condi-
tioned fear. Nature 402, 294–296.
doi: 10.1038/46286

Grace, A. A. (1991). Phasic versus
tonic dopamine release and the
modulation of dopamine sys-
tem responsivity: a hypothesis
for the etiology of schizophre-
nia. Neuroscience 41, 1–24. doi:
10.1016/0306-4522(91)90196-U

Hollon, N. G., Soden, M. E., and
Wanat, M. J. (2013). Dopaminergic
prediction errors persevere in
the nucleus accumbens core
during negative reinforcement.
J. Neurosci. 33, 3253–3255. doi:
10.1523/JNEUROSCI.5762-12.2013

Kamin, L. J., Brimer, C. J., and Black,
A. H. (1963). Conditioned suppres-
sion as a monitor of fear of the CS
in the course of avoidance training.
J. Comp. Physiol. Psychol. 56, 497.
doi: 10.1037/h0047966

Kapur, S. (2003). Psychosis as a state
of aberrant salience: a framework
linking biology, phenomenology,
and pharmacology in schizophre-
nia. Am. J. Psychiatry 160, 13–23.
doi: 10.1176/appi.ajp.160.1.13

Kapur, S., Mizrahi, R., and Li, M.
(2005). From dopamine to salience
to psychosis—linking biology,
pharmacology and phenomenology
of psychosis. Schizophr. Res. 79,
59–68. doi: 10.1016/j.schres.2005.
01.003

Kravitz, A. V., Freeze, B. S., Parker, P. R.,
Kay, K., Thwin, M. T., Deisseroth,
K., et al. (2010). Regulation of
parkinsonian motor behaviours by
optogenetic control of basal ganglia
circuitry. Nature 466, 622–626. doi:
10.1038/nature09159

Lashley, K. S. (1916). Reflex secre-
tion of the human parotid
gland. J. Exp. Psychol. 1, 461.
doi: 10.1037/h0073282

LeDoux, J. (2003). The emotional
brain, fear, and the amygdala. Cell.
Mol. Neurobiol. 23, 727–738.

Ledoux, J. E., and Muller, J. (1997).
Emotional memory and psy-
chopathology. Philos. Trans. R. Soc.
Lond. B Biol. Sci. 352, 1719–1726.
doi: 10.1098/rstb.1997.0154

Maia, T. V. (2010). Two-factor theory,
the actor-critic model, and condi-
tioned avoidance. Learn. Behav. 38,
50–67. doi: 10.3758/LB.38.1.50

McClure, S. M., Daw, N. D., and
Read Montague, P. (2003).
A computational substrate
for incentive salience. Trends
Neurosci. 26, 423–428. doi:
10.1016/S0166-2236(03)00177-2

McCullough, L. D., Sokolowski, J.
D., and Salamone, J. D. (1993).
A neurochemical and behavioral
investigation of the involve-
ment of nucleus accumbens
dopamine in instrumental avoid-
ance. Neuroscience 52, 919–925. doi:
10.1016/0306-4522(93)90538-Q

McGinty, V. B., Hayden, B. Y.,
Heilbronner, S. R., Dumont,
E. C., Graves, S. M., Mirrione,
M. M., et al. (2011). Emerging,
reemerging, and forgotten brain
areas of the reward circuit: notes
from the 2010 motivational neu-
ral networks conference. Behav.
Brain Res. 225, 348–357. doi:
10.1016/j.bbr.2011.07.036

Miller, N. E. (1948). Studies of fear as
an acquirable drive: I. Fear as moti-
vation and fear-reduction as rein-
forcement in the learning of new
responses. J. Exp. Psychol. 38, 89.

Mogenson, G. J., Jones, D. L., and
Yim, C. Y. (1980). From motiva-
tion to action: functional interface
between the limbic system and the
motor system. Prog. Neurobiol. 14,
69–97. doi: 10.1016/0301-0082(80)
90018-0

Morgan, M. A., and LeDoux, J. E.
(1995). Differential contribution of
dorsal and ventral medial prefrontal
cortex to the acquisition and extinc-
tion of conditioned fear in rats.
Behav. Neurosci. 109, 681.

Moutoussis, M., Bentall, R. P.,
Williams, J., and Dayan, P.
(2008). A temporal difference
account of avoidance learn-
ing. Network 19, 137–160. doi:
10.1080/09548980802192784

Mowrer, O. H. (1951). Two-factor
learning theory: summary and com-
ment. Psychol. Rev. 58, 350.

Mowrer, O. H., and Aiken, E. G. (1954).
Contiguity vs. drive-reduction in

Frontiers in Neuroscience | Decision Neuroscience June 2013 | Volume 7 | Article 96 | 108

http://www.frontiersin.org/Decision_Neuroscience
http://www.frontiersin.org/Decision_Neuroscience
http://www.frontiersin.org/Decision_Neuroscience/archive


Oleson and Cheer Phasic dopamine in negative reinforcement

conditioned fear: temporal varia-
tions in conditioned and uncondi-
tioned stimulus. Am. J. Psychol. 67,
26–38.

Nasser, H. M., and McNally, G. P.
(2012). Appetitive–aversive interac-
tions in Pavlovian fear condition-
ing. Behav. Neurosci. 126, 404. doi:
10.1037/a0028341

Navratilova, E., Xie, J. Y., Okun, A., Qu,
C., Eyde, N., Ci, S., et al. (2012).
Pain relief produces negative
reinforcement through activation
of mesolimbic reward–valuation
circuitry. Proc. Natl. Acad. Sci.
U.S.A. 109, 20709–20713. doi:
10.1073/pnas.1214605109

Oleson, E. B., Gentry, R. N., Chioma,
V. C., and Cheer, J. F. (2012).
Subsecond dopamine release
in the nucleus accumbens pre-
dicts conditioned punishment
and its successful avoidance.
J. Neurosci. 32, 14804–14808. doi:
10.1523/JNEUROSCI.3087-12.2012

Pavlov, I. P. (2003). Conditioned
Reflexes, Mineola: Dover
Publications.

Perry, M., Li, Q., and Kennedy, R. T.
(2009). Review of recent advances
in analytical techniques for the
determination of neurotransmit-
ters. Anal. Chim. Acta 653, 1–22.
doi: 10.1016/j.aca.2009.08.038

Poremba, A., and Gabriel, M. (1999).
Amygdala neurons mediate acqui-
sition but not maintenance of
instrumental avoidance behav-
ior in rabbits. J. Neurosci. 19,
9635–9641.

Rescorla, R. A. (1969). Establishment
of a positive reinforcer through con-
trast with shock. J. Comp. Physiol.
Psychol. 67, 260.

Schultz, W., Dayan, P., and Montague,
P. R. (1997). A neural substrate of
prediction and reward. Science 275,
1593–1599. doi: 10.1126/science.
275.5306.1593

Sidman, M. (1953). Avoidance con-
ditioning with brief shock and
no exteroceptive warning sig-
nal. Science 118, 157–158. doi:
10.1126/science.118.3058.157

Skinner, B. F. (1938). The Behavior
of Organisms: An Experimental
Analysis, New York, NY:
Appleton-Century.

Smith, A. J., Becker, S., and Kapur, S.
(2005). A computational model of
the functional role of the ventral-
striatal D2 receptor in the expres-
sion of previously acquired behav-
iors. Neural Comput. 17, 361–395.
doi: 10.1162/0899766053011546

Solomon, R. L., and Corbit, J. D.
(1974). An opponent-process the-
ory of motivation: I. Temporal
dynamics of affect. Psychol. Rev. 81,
119–145. doi: 10.1037/h0036128

Solomon, R. L., Kamin, L. J., and
Wynne, L. C. (1953). Traumatic
avoidance learning: the outcomes of
several extinction procedures with
dogs. J. Abnorm. Psychol. 48, 291.
doi: 10.1037/h0058943

Spanagel, R., and Weiss, F. (1999).
The dopamine hypothesis of
reward: past and current status.
Trends Neurosci. 22, 521–527. doi:
10.1016/S0166-2236(99)01447-2

Sutton, R. S. (1988). Learning to predict
by the methods of temporal differ-
ences. Mach. Learn. 3, 9–44. doi:
10.1007/BF00115009

Swanson, L. W. (1982). The projec-
tions of the ventral tegmental area
and adjacent regions: a combined

fluorescent retrograde tracer and
immunofluorescence study in the
rat. Brain Res. Bull. 9, 321–353. doi:
10.1016/0361-9230(82)90145-9

Wadenberg, M. L., Ericson, E.,
Magnusson, O., and Ahlenius,
S. (1990). Suppression of con-
ditioned avoidance behavior
by the local application of (-)
sulpiride into the ventral, but not
the dorsal, striatum of the rat.
Biol. Psychiatry 28, 297–307. doi:
10.1016/0006-3223(90)90657-N

Warner, L. H. (1932). The asso-
ciation span of the white rat.
J. Genet. Psychol. 41, 57–90. doi:
10.1080/08856559.1932.9944143

Watson, J. B. (1916). The place of
the conditioned-reflex in psychol-
ogy. Psychol. Rev. 23, 89. doi:
10.1037/h0070003

Weisman, R. G., and Litner, J. S. (1969).
Positive conditioned reinforcement
of Sidman avoidance behavior in
rats. J. Comp. Physiol. Psychol. 68,
597.

Wilkinson, L. S., Humby, T., Killcross,
A. S., Torres, E. M., Everitt, B. J., and
Robbins, T. W. (1998). Dissociations
in dopamine release in medial pre-
frontal cortex and ventral striatum
during the acquisition and extinc-
tion of classical aversive condition-
ing in the rat. Eur. J. Neurosci.
10, 1019–1026. doi: 10.1046/j.1460-
9568.1998.00119.x

Willuhn, I., Burgeno, L. M., Everitt,
B. J., and Phillips, P. E. (2012).
Hierarchical recruitment of pha-
sic dopamine signaling in the
striatum during the progression
of cocaine use. Proc. Natl. Acad.
Sci.U.S.A. 109, 20703–20708. doi:
10.1073/pnas.1213460109

Wise, R. A. (2004). Dopamine, learning
and motivation. Nat. Rev. Neurosci.
5, 483–494. doi: 10.1038/nrn1406

Young, A. M., Joseph, M. H., and
Gray, J. A. (1993). Latent inhi-
bition of conditioned dopamine
release in rat nucleus accum-
bens. Neuroscience 54, 5–9. doi:
10.1016/0306-4522(93)90378-S

Zis, A. P., Fibiger, H. C., and Phillips,
A. G. (1974). Reversal by L-dopa
of impaired learning due to
destruction of the dopaminergic
nigro-neostriatal projection. Science
185, 960–962. doi: 10.1126/sci-
ence.185.4155.960

Conflict of Interest Statement: The
authors declare that the research
was conducted in the absence of any
commercial or financial relationships
that could be construed as a potential
conflict of interest.

Received: 28 March 2013; accepted: 20
May 2013; published online: 07 June
2013.
Citation: Oleson EB and Cheer JF (2013)
On the role of subsecond dopamine
release in conditioned avoidance. Front.
Neurosci. 7:96. doi: 10.3389/fnins.
2013.00096
This article was submitted to Frontiers
in Decision Neuroscience, a specialty of
Frontiers in Neuroscience.
Copyright © 2013 Oleson and Cheer.
This is an open-access article dis-
tributed under the terms of the Creative
Commons Attribution License, which
permits use, distribution and reproduc-
tion in other forums, provided the origi-
nal authors and source are credited and
subject to any copyright notices concern-
ing any third-party graphics etc.

www.frontiersin.org June 2013 | Volume 7 | Article 96 | 109

http://dx.doi.org/10.3389/fnins.2013.00096
http://dx.doi.org/10.3389/fnins.2013.00096
http://dx.doi.org/10.3389/fnins.2013.00096
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org
http://www.frontiersin.org/Decision_Neuroscience/archive


REVIEW ARTICLE
published: 04 July 2013

doi: 10.3389/fnins.2013.00114

Dopamine imbalance in Huntington’s disease: a
mechanism for the lack of behavioral flexibility
Jane Y. Chen , Elizabeth A. Wang , Carlos Cepeda and Michael S. Levine*

Intellectual and Developmental Disabilities Research Center, Semel Institute for Neuroscience and Human Behavior and the Brain Research Institute, David Geffen
School of Medicine, University of California Los Angeles, Los Angeles, CA, USA

Edited by:
Giselle Petzinger, University of
Southern California, USA

Reviewed by:
Krishna P. Miyapuram, University of
Trento, Italy
John P. Walsh, University of
Southern California, USA

*Correspondence:
Michael S. Levine, Intellectual and
Developmental Disabilities Research
Center, Semel Institute for
Neuroscience and Human Behavior,
School of Medicine, University of
California Los Angeles, Room
58-258, 760 Westwood Plaza, Los
Angeles, CA 90095, USA
e-mail: mlevine@mednet.ucla.edu

Dopamine (DA) plays an essential role in the control of coordinated movements.
Alterations in DA balance in the striatum lead to pathological conditions such as Parkinson’s
and Huntington’s diseases (HD). HD is a progressive, invariably fatal neurodegenerative
disease caused by a genetic mutation producing an expansion of glutamine repeats and
is characterized by abnormal dance-like movements (chorea). The principal pathology is
the loss of striatal and cortical projection neurons. Changes in brain DA content and
receptor number contribute to abnormal movements and cognitive deficits in HD. In
particular, during the early hyperkinetic stage of HD, DA levels are increased whereas
expression of DA receptors is reduced. In contrast, in the late akinetic stage, DA levels
are significantly decreased and resemble those of a Parkinsonian state. Time-dependent
changes in DA transmission parallel biphasic changes in glutamate synaptic transmission
and may enhance alterations in glutamate receptor-mediated synaptic activity. In this
review, we focus on neuronal electrophysiological mechanisms that may lead to some
of the motor and cognitive symptoms of HD and how they relate to dysfunction in DA
neurotransmission. Based on clinical and experimental findings, we propose that some of
the behavioral alterations in HD, including reduced behavioral flexibility, may be caused by
altered DA modulatory function. Thus, restoring DA balance alone or in conjunction with
glutamate receptor antagonists could be a viable therapeutic approach.

Keywords: Huntington’s disease, behavioral inflexibility, dopamine, glutamate, electrophysiology

INTRODUCTION
Huntington’s disease (HD) is an inherited, autosomal domi-
nant, and progressive neurodegenerative disorder caused by a
mutation in the huntingtin gene (HTT) resulting in an abnor-
mally long polyglutamine (CAG >40) repeat (The Huntington’s
Disease Collaborative Research Group, 1993). It is character-
ized by involuntary dance-like movements (chorea) in the early
stages, then akinesia and dystonia in the late stages. Other symp-
toms include psychiatric alterations and cognitive deterioration
(Bonelli and Hofmann, 2007). Cognitive disturbances affecting
learning, memory processes, as well as attention and executive
function emerge early in the course of the disease and become
prominent in the advanced stages (Brandt and Butters, 1986;
Peinemann et al., 2005; Wang et al., 2012). A juvenile form of
HD also occurs, generally when the length of CAG repeats is >60.
These patients develop epileptic seizures and intellectual decline
associated with a more rapidly progressing course of the disease
(Andrew et al., 1993; Seneca et al., 2004).

In HD, the most striking neuropathology is massive loss of
medium-sized spiny neurons (MSNs) in the striatum (Vonsattel
and Difiglia, 1998), as well as laminar thinning and white mat-
ter loss in the cerebral cortex (Rosas et al., 2006). Other structures
such as the globus pallidus, thalamus, hypothalamus, subthalamic
nucleus (STN), and substantia nigra also are affected, partic-
ularly in the later stages (Kremer et al., 1990; Heinsen et al.,
1996; Petersen et al., 2005). Although the symptomatology of

HD is classically attributed to striatal and cortical neuronal loss,
studies have demonstrated that neuronal dysfunction precedes
cell death (Tobin and Signer, 2000; Levine et al., 2004). For exam-
ple, psychiatric, cognitive, and motor symptoms can and often
appear alongside cellular and synaptic alterations in the absence
of neuronal loss (Vonsattel and Difiglia, 1998).

This review examines the role of striatal dopamine (DA) in
HD. We focus on neuronal electrophysiological mechanisms that
may lead to some of the motor and cognitive symptoms of HD
and how they relate to dysfunction in DA neurotransmission.
Data from human and animal studies are reviewed with particu-
lar emphasis on alterations of the DA system and how they relate
to behavioral inflexibility. The central thesis is that the major
symptoms of HD can be associated with biphasic changes in DA
transmission and its modulatory role on glutamate (GLU) recep-
tor function. Thus, treatments of HD symptoms should take into
account and be tailored according to the temporal progression
of neurotransmitter and receptor changes. Before elaborating on
these changes, we first need to understand the role of the DA sys-
tem and its interactions in normal neuronal function, particularly
in the striatum.

STRIATAL ORGANIZATION
GABAergic projection MSNs comprise 90–95% of striatal neu-
rons (Kita and Kitai, 1988) and receive glutamatergic inputs pri-
marily from the cortex as well as specific thalamic nuclei (Kemp
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and Powell, 1971; Smith et al., 2004). There are two striatal pro-
jection pathways (Figure 1), each with distinct MSN populations
expressing different DA receptors and neuropeptides (Graybiel,
2000). The direct pathway consists of MSNs expressing DA D1
receptors, substance P, and dynorphin (Vincent et al., 1982; Haber
and Nauta, 1983; Gerfen et al., 1990). It projects monosynap-
tically to the substantia nigra pars reticulata and the internal
segment of the globus pallidus (Albin et al., 1989; Gerfen et al.,
1990). The indirect pathway is composed of MSNs that express
D2 receptors, adenosine A2A receptors, and enkephalin (Gerfen
et al., 1990; Schiffmann and Vanderhaeghen, 1993; Steiner and
Gerfen, 1999), and projects to the external segment of the globus
pallidus (Gerfen, 1992; Bolam et al., 2000). The external seg-
ment of the globus pallidus, in turn, projects to the STN (Albin
et al., 1989). Electrophysiological studies using mice expressing
enhanced green fluorescent protein (EGFP) in MSNs enriched
with D1 or D2 DA receptors demonstrated that, although direct
and indirect pathway neurons display similar basic membrane
properties, indirect pathway MSNs are more excitable and thus
may be more susceptible to abnormal GLU release or receptor
dysfunction (Kreitzer and Malenka, 2007; Cepeda et al., 2008).
This is partially due to a difference in dendritic surface area, where
indirect pathway MSNs have fewer primary dendrites than direct
pathway MSNs, suggesting that the increased excitability of indi-
rect pathway MSNs partially results from a higher membrane
input resistance due to their more compact morphology (Gertler
et al., 2008; Flores-Barrera et al., 2010). The remaining 5–10%

FIGURE 1 | Striatal projection pathways. In the direct “GO” pathway,
MSNs expressing DA D1 receptors receive inputs from
intratelencephalically projecting (IT) neurons in the cortex (Ctx) and project
to the substantia nigra pars reticulata (SNr) as well as the internal segment
of the globus pallidus (GPi). In the indirect “STOP” pathway, MSNs
expressing DA D2 receptors receive inputs from pyramidal tract (PT)
neurons in the Ctx and project to the external segment of the globus
pallidus (GPe). The GPe, in turn, projects to the STN and SNr. Both D1 and
D2 MSNs also receive afferents from the substantia nigra pars compacta
(SNc) and thalamus (Thal).

of striatal neurons are interneurons, which are divided into two
main groups: GABAergic interneurons, which provide feedfor-
ward inhibition to MSNs (Tepper et al., 2008); and cholinergic
interneurons, which are responsible for acetylcholine levels in the
striatum (Bolam et al., 1984; Zhou et al., 2002).

The striatum can also be described as a mosaic of two
functionally distinct compartments. The striosome compart-
ment is enriched with μ-opioid receptors while the sur-
rounding extrastriosomal matrix contains neurons that express
acetylcholinesterase, somatostatin, and calbindin (Gerfen, 1984).
GABAergic striosomal neurons innervate DA neurons in the sub-
stantia nigra pars compacta and reticulata, essentially forming a
third striatal output pathway (Gerfen, 1984; Jimenez-Castellanos
and Graybiel, 1989). Since interactions between striosomes and
the extrastriosomal matrix are involved in drug-induced stereo-
typies (Saka et al., 2004; Canales, 2005), it has been proposed that
the striosomal system may change the set point of DA neurons
(Canales and Graybiel, 2000). This, in turn, could modulate DA
neurotransmission in the basal ganglia and alter the occurrence of
stereotypic behaviors (Graybiel, 2000). As discussed later, patho-
logical changes in the striosome compartment could underlie
dysregulation of DA release in the early stages of HD.

MODULATORY ROLE OF DA IN THE BRAIN
The modulatory effects of DA are better understood if consid-
ered as a representation of an inverted “U” shaped function. This
concept suggests that too much or too little DA perturbs cognitive
function (Williams and Castner, 2006; Vijayraghavan et al., 2007).
Furthermore, maximum efficiency in behavioral and cognitive
performance is a result of maintaining an optimal DA level, where
imbalances cause decreased efficiency (Dickinson and Elvevag,
2009). As an extension, we can say that in the dorsal striatum,
increases or decreases in DA alter motor behavior.

One of the main functions of DA in the brain is to enhance the
signal-to-noise ratio. This can be achieved by at least 3 different
mechanisms: (1) DA can modulate neuronal firing in a selective
manner. For example, studies in awake rats show that iontophore-
sis of DA induces excitation of motor-related, and inhibition of
non-motor-related neurons (Pierce and Rebec, 1995). Also, the
effect of D1 agonists on neuronal firing can be excitatory or
inhibitory depending on the membrane potential of the cell. At
hyperpolarized potentials, D1 receptor activation is inhibitory,
whereas at depolarized potentials, it is excitatory (Hernandez-
Lopez et al., 1997). (2) DA affects responses evoked by GLU
in a differential manner. Responses evoked by activation of α-
amino-3-hydroxyl-5-methyl-4-isoxazole-propionic acid (AMPA)
receptors are reduced by DA, whereas responses evoked by acti-
vation of N-methyl-D-aspartate (NMDA) receptors are increased
by DA (Cepeda et al., 1993; Levine et al., 1996; Cepeda and
Levine, 1998). In general, activation of D1 receptors enhances
GLU responses whereas activation of D2 receptors decreases these
responses (Cepeda et al., 1993). (3) DA also can select excita-
tory inputs to the striatum (Flores-Hernandez et al., 1997) and
thus act as a filter for less active inputs (Bamford et al., 2004).
These effects are probably mediated by presynaptic D2 receptors
located on corticostriatal GLU terminals (Cepeda et al., 2001).
DA modulation of neurotransmitter release also is influenced by
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endocannabinoid production and retrograde activation of presy-
naptic corticostriatal CB1 receptors (Maejima et al., 2001; Patel
et al., 2003; Kreitzer and Malenka, 2005).

DA AND BEHAVIORAL INFLEXIBILITY
Behavioral inflexibility is defined as a failure to shift between
behaviors and the inability to adapt behavior to changes in
environmental stimuli. Lack of behavioral flexibility depends
on the inability to stop ongoing behaviors and is mediated
by a discrete cortico-basal ganglia circuit (Aron and Poldrack,
2006; Aron et al., 2007). Although behavioral routines are
often stereotyped through learning and result in habit forma-
tion, extremely repetitive behaviors (stereotypies) appear to be
prominent symptoms in various neuropsychiatric disorders and
addiction. These range from impaired behavioral inhibition in
attention deficit/hyperactivity disorder and inability to suppress
emotions in autism spectrum disorders, to repetitive twitches
or vocalizations in Tourette’s syndrome, movement fixation in
obsessive-compulsive disorder, punding due to over-medication
of Parkinson’s disease patients, and may include some of the
involuntary movements in HD. Despite the wide range of behav-
ioral phenotypes in these disorders, central features of these
behaviors are DA-dependent and related to striatal dysfunction
(Frank et al., 2004; Beste et al., 2010).

Changes in the DA system have long been implicated in human
cognitive inflexibility. However, patients with DA impairments
do not show deficits on all tasks that assess cognitive flexibil-
ity. Specifically, DA function in the striatum involves set-shifting
between object features but is not involved in shifting between
abstract rules (Cools et al., 2006; Dang et al., 2012). Patients with
disorders of the basal ganglia, such as in Parkinson’s Disease or
HD, routinely show cognitive inflexibility as demonstrated by
impaired performance on the Wisconsin Card Sorting Test and
attentional set-shifting tests (Owen et al., 1993; Lawrence et al.,
1996).

In the striatum, different subregions are involved in specific
behavioral strategies and learning. Rats with lesions of the lat-
eral striatum have deficits in motor skill learning and arbitrary
stimulus-response associations (Reading et al., 1991; Devan et al.,
1999), whereas those with lesions of the medial striatum have
impairments in spatial and reversal learning (Whishaw et al.,
1987; Pisa and Cyr, 1990). Furthermore, the medial striatum plays
a role in switching between navigational strategies in response to
changes in the environment (Mizumori et al., 2000). The dorso-
medial striatum also is necessary for maintaining and executing
a new strategy. Failure to maintain a proper response pattern by
shifting strategies results in behavioral inflexibility (Ragozzino,
2007). Additionally, reversal learning and trait impulsivity in mice
is associated with DA receptor density in the midbrain (Dalley
et al., 2007; Lee et al., 2009). Taken together, these studies indicate
that the striatum and DA neurotransmission play a crucial role in
determining behavioral flexibility.

Stereotypies in rodents are an extreme form of behavioral
inflexibility that manifest as rigid, repetitive movements. These
include excessive grooming, sniffing, rearing, as well as locomo-
tion, and may be more manifest during social isolation and stress
(Ridley, 1994). Stereotypies present as behavioral abnormalities

with little flexibility and high repetition, often similar to addictive
states. Drugs that act on the DA system can produce stereo-
typed behaviors in a dose-dependent manner. For example, low
doses of amphetamine and cocaine induce repetitive locomotion
while high doses cause more focal stereotypy, such as sniffing and
grooming (Cooper and Dourish, 1990). Striatal cocaine adminis-
tration also results in impaired reversal learning (Stalnaker et al.,
2009), further indicating that aberrant DA transmission results in
behavioral inflexibility. The intensity of drug-induced stereotyp-
ies is determined by striatal DA, where rats with high extracellular
DA levels demonstrate complex stereotypic behavior, including
syntactic grooming (Berridge et al., 2005). In fact, robust stereo-
typies in rats similar to those induced by amphetamine and
cocaine can be induced by striatal infusions of D1 and D2 receptor
agonists (Waszczak et al., 2002).

It would be misleading, however, to think that only DA alter-
ations are involved in behavioral inflexibility. In fact, the capacity
for attentional shifts and inhibition of ongoing motor activity
by salient stimuli seems to depend on thalamostriatal inputs
onto cholinergic interneurons (Ding et al., 2010). These aspiny
interneurons have rich terminal connections and are implicated
in stereotypic behavior as well as associative learning (Aosaki
et al., 1994, 2010). For example, striatal application of the mus-
carinic receptor antagonist pirenzepine impairs reversal learning,
indicating that these cholinergic receptors play a role in the
shifting of response patterns (Tzavos et al., 2004). Thus, cholin-
ergic interneurons may also play an important role in the loss
of cognitive and behavioral flexibility in pathological conditions
including HD.

DA ALTERATIONS IN HUNTINGTON’S DISEASE
Alterations in DA function play a significant role in the motor
and cognitive symptoms of HD. Here we will discuss changes
in DA transmission that may underlie the neuropathological
changes in HD. There is evidence from studies in HD patients
that increased DA release induces chorea while a reduction in DA
leads to akinesia (Bird, 1980; Spokes, 1980), thus giving rise to
the biphasic movement symptoms of early and late HD. The idea
that aberrant DA signaling underlies behavioral abnormalities
was first proposed as a predictive test when asymptomatic off-
spring of individuals with HD developed dyskinesias in response
to levodopa (L-DOPA) administration (Klawans et al., 1970). The
hypothesis was that stimulation of DA receptors was involved in
the production of dyskinesias as a basic mechanism of chorea.
Early studies indicating an involvement of the DA nigrostriatal
pathway in HD demonstrated increased levels of DA in post-
mortem brains of HD patients and showed that DA-depleting
agents and DA receptor agonists can be used with therapeutic
benefit (Bird, 1980; Spokes, 1980). Later, neurochemical studies
of HD patients suggested that increased DA occurs in the early
stages of the disease (Garrett and Soares-Da-Silva, 1992) while
postmortem studies of late-stage HD patients showed reduced
levels of caudate DA and homovanillic acid, the principal DA
metabolite (Bernheimer et al., 1973; Kish et al., 1987). Thus, it
was thought that DA levels in HD may show biphasic, time-
dependent changes, with early increases followed by late decreases
(Table 1).
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Table 1 | DA in human HD and animal models.

Early stage Late stage

HUMAN HD

DA levels in
striatum

Increased Decreased
Garrett and
Soares-Da-Silva, 1992

Bernheimer et al., 1973;
Kish et al., 1987

DA receptor
density

Decreased Decreased
Joyce et al., 1988;
Richfield et al., 1991; Van
Oostrom et al., 2009

Antonini et al., 1996;
Weeks et al., 1996

DAT Not determined Decreased

Backman et al., 1997;
Ginovart et al., 1997;
Suzuki et al., 2001

ANIMAL MODELS

DA levels Increased* Decreased

*tgHD rat model
Jahanshahi et al., 2010

Hickey et al., 2002;
Johnson et al., 2006;
Callahan and Abercrombie,
2011

DA receptors Decreased Decreased

Cha et al., 1998; Bibb
et al., 2000; Ariano et al.,
2002; Petersen et al.,
2002b

Pouladi et al., 2012

DAT Not determined Not determined

During the early phase of HD, neuropathological studies have
shown that discrete islands of neuronal loss and astrocytosis
appear in the striosomes almost exclusively, whereas in the late
phase, cell loss increasingly occurs in the matrix compartment
(Hedreen and Folstein, 1995). As MSNs from the striosomes
project to the substantia nigra pars compacta, it may be that
early degeneration of these inhibitory neurons produces hyper-
activity of the DA pathway, contributing to chorea and other
early clinical manifestations of HD. Studies using positron emis-
sion tomography, autoradiography, and markers for pre- and
postsynaptic neurons have observed reduced striatal D1 and
D2 DA receptor density, even in asymptomatic HD patients,
further indicating that DA signaling is disrupted early in HD
(Joyce et al., 1988; Richfield et al., 1991; Van Oostrom et al.,
2009). These observations have been confirmed by imaging
studies, which reported reduced striatal D1 and D2 receptors
in both HD patients and asymptomatic HD mutation carri-
ers (Antonini et al., 1996; Weeks et al., 1996). There also is a
progressive reduction of D1 and D2 receptor binding in the tem-
poral and frontal cortices (Ginovart et al., 1997; Pavese et al.,
2003). Striatal and cortical loss of DA receptors in presymp-
tomatic and early stage HD patients have been correlated with
early cognitive decline, which may reflect altered synaptic plastic-
ity and lead to deficits in cognitive processes such as attention,

executive function, learning, and memory (Backman and Farde,
2001).

Studies also have examined DA transporter (DAT) density as
both an index of DA neurotransmission and a correlate of clin-
ical status (Hwang and Yao, 2011). DAT is a key regulator of
DA receptor stimulation and, in turn, affects locomotion and
cognitive function. DA transmission is initiated by DA release
from the presynaptic terminal and is terminated by its reuptake
through DAT. In fact, postmortem analyses of brains from HD
patients have shown reduced striatal DAT binding and reduced
levels of vesicular monoamine transporter type-2, which is used
to estimate the extent of DA innervation (Backman et al., 1997;
Ginovart et al., 1997; Suzuki et al., 2001). This indicates that
the reduction in DAT binding likely results from a loss of DA
nigrostriatal terminals, consistent with the view that the dys-
tonic late-stage symptoms of HD may arise in part from critical
reductions in DA input.

DA IN ANIMAL MODELS OF HD
Animal models of HD have been available for more than 30
years, beginning with the first neurotoxin-based models in which
chemically-induced striatal lesions reproduced HD neuropathol-
ogy, providing insights into the mechanisms underlying striatal
cell death (Difiglia, 1990; Brouillet et al., 1999). After the dis-
covery of the HD gene, transgenic and knock-in rodent models
were generated. These better replicated the processes and mecha-
nisms underlying the slow development of the human disease far
beyond endpoint analyses. We have previously reviewed the phe-
notypic properties of a number of these models (Cepeda et al.,
2010; Raymond et al., 2011). Here, we will briefly describe those
that have been used for electrophysiological studies examining
DA neurotransmission.

The most widely used mouse model for electrophysiology
is the R6/2 line, a transgenic fragment model expressing exon
1 of HTT with ∼150 CAG repeats (Mangiarini et al., 1996).
R6/2 mice display a very rapidly progressing phenotype, simi-
lar to the juvenile form of HD in humans. In these mice, overt
symptoms begin to appear at 5–7 weeks of age and become
fully manifest after 8 weeks. The R6/1 transgenic mouse model,
with ∼110 CAG repeats and less mutant HTT expression than
the R6/2, displays similar phenotypic alterations but in a more
protracted form (Mangiarini et al., 1996). HD mouse models
with full-length mutant HTT include the yeast artificial chro-
mosome model with 128 CAG repeats (YAC128) and the bac-
terial artificial chromosome model with 97 CAG/CAA repeats
(BACHD) (Slow et al., 2003; Gray et al., 2008). These mod-
els show a longer development of the HD phenotype and thus
are generally studied at the early (1.5–2 months of age) and
late stages (12 months of age), corresponding roughly to peri-
ods of hyperkinesia and hypokinesia, respectively. In contrast to
transgenic mice where the mutant HTT is randomly inserted
into the mouse genome, knock-in mouse models have the CAG
expansion inserted into the mouse huntingtin gene, which allows
gene expression in its appropriate genomic and protein con-
text (Menalled, 2005). The transgenic rat model of HD (tgHD)
carries a truncated huntingtin cDNA fragment with 51 CAG
repeats (Von Horsten et al., 2003). The tgHD model and most
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knock-in mouse models also manifest a slow progression of the
HD phenotype.

There is evidence that DA release is reduced in transgenic
mouse models in the late stages of the disease, consistent with
what is proposed to occur in human HD. There is a progressive
reduction in striatal DA levels in both R6/2 and YAC128 mice con-
comitant with motor abnormalities (Hickey et al., 2002; Johnson
et al., 2006; Callahan and Abercrombie, 2011). Furthermore,
motorically asymptomatic R6/2 mice show a significant reduc-
tion in DA metabolites by 4 weeks of age (Mochel et al., 2011).
Deficits in DA levels and/or release have been attributed to either
impaired vesicle loading or a reduction in DA reserve pool vesi-
cles available for mobilization (Suzuki et al., 2001; Ortiz et al.,
2010). The tgHD rat model displays an increase in striatal DA lev-
els and DA neurons at the early symptomatic stage in two main
sources of striatal DA input, the substantia nigra pars compacta
and the ventral tegmental area (Jahanshahi et al., 2010). However,
these rats also show impaired DA release dynamics, as demon-
strated by a reduction in evoked release of DA (Ortiz et al., 2012).
Since these results from animal models are not entirely consis-
tent, future studies on DA release dynamics in HD will be needed
to parse out changes in DA levels that occur in the early and late
disease stages (Table 1).

In agreement with analyses of HD patients, striatal D1 and D2
receptors also are compromised in HD mouse models. Striatal D1
and D2 receptor binding is reduced early, with deficiencies in DA
signaling seen in R6/2 and R6/1 mice (Cha et al., 1998; Bibb et al.,
2000; Ariano et al., 2002; Petersen et al., 2002a). Significant reduc-
tions also are seen in mRNA levels of striatal D1 and D2 receptors
in late stage YAC128 mice, but not in BACHD mice (Pouladi et al.,
2012). It is unclear why these differences occur between the two
full-length models.

The traditional view of behavioral abnormalities in HD pro-
poses that hyperkinetic choreic movements in the early stages
result from initial dysfunction of D2-enriched indirect pathway
MSNs, while hypokinesia during the late stages is a consequence
of further defects in D1-enriched direct pathway MSNs (Spektor
et al., 2002). This view has been challenged by recent data
obtained in experimental mouse models of HD (YAC128 and
BACHD) crossed with mice expressing EGFP in direct and indi-
rect pathway neurons. In the early hyperkinetic stage (1.5 months
of age), direct pathway MSNs receive more excitatory inputs
than control animals, whereas indirect pathway MSNs are not
as affected. In contrast, in the late hypokinetic stage (12 months
of age) both pathways receive less excitatory inputs compared to
controls (André et al., 2011b; Galvan et al., 2012).

DAT dysregulation also may mediate key alterations in DA
neurotransmission and behavior in HD mouse models. A marked
reduction of DAT immunoreactivity is observed in the stria-
tum of R6/2 mice (Stack et al., 2007). DAT knock-out mice
present not only neuropathological but also behavioral hallmarks
of HD, i.e., elevated striatal extracellular DA levels, selective MSN
degeneration, and locomotor hyperactivity (Giros et al., 1996;
Jones et al., 1998; Cyr et al., 2006; Crook and Housman, 2012).
Additionally, studies of DAT knock-out mice crossed with a
knock-in mouse model of HD demonstrate an increase in stereo-
typic behavior that emerges at 6 months of age before returning

to baseline by 12 months. Wild-type mice crossed with these
knock-in HD mice merely demonstrate a similar but less pro-
nounced biphasic pattern of locomotor alteration (Cyr et al.,
2006). Thus, it can be concluded that enhanced DA transmis-
sion in HD mice exacerbates the behavioral phenotype of the
disease.

DA AND SYNAPTIC PLASTICITY IN HD
Striatal long-term depression (LTD), a long-lasting decrease in the
efficacy of GLU synapses, can be induced through high frequency
afferent stimulation or sustained postsynaptic membrane depo-
larization paired with activation of presynaptic metabotropic
GLU receptors (Calabresi et al., 1994; Kreitzer and Malenka,
2005). Additionally, acetylcholine and activation of DA D2 and
endocannabinoid CB1 receptors is necessary for LTD induction
(Wang et al., 2006; Singla et al., 2007). Induction of striatal long-
term potentiation (LTP), a long-lasting increase in the efficacy of
GLU synapses, requires activation of DA D1, NMDA, and mus-
carinic acetylcholine receptors (Calabresi et al., 1999; Kerr and
Wickens, 2001). LTD is more easily induced in the dorsolateral
and caudal striatum while LTP is more prevalent in the dorso-
medial and rostral striatum (Partridge et al., 2000; Spencer and
Murphy, 2000; Smith et al., 2001).

The 3-nitropropionic acid (3-NP) toxin model shows an
increase in NMDA receptor-dependent LTP at cortico-striatal
synapses (Akopian et al., 2008). This form of LTP is mediated by
D1 receptors and can be reversed by exogenous addition of DA
or a D2 receptor agonist. In genetic HD mouse models, DA levels
and receptor numbers are altered, resulting in impaired synaptic
plasticity. Furthermore, R6/2 mice display a significant reduction
in D1-receptor mediated LTP in the striatum (Kung et al., 2007).
Impaired LTP in the medial prefrontal cortex of presymptomatic
R6/1 mice can be reversed by D1 receptor agonists (Dallerac et al.,
2011). Additionally, layer II/III cells in the perirhinal cortex of
symptomatic R6/1 mice are unable to support LTD, which may be
a result of reductions in D2 receptor activation (Cummings et al.,
2006). Paired-pulse profiles, which are measures of short-term
plasticity, are aberrant in cortical slices from R6/1 mice. Instead of
exhibiting paired-pulse depression seen in control mice, mutants
show a more facilitatory profile. Quinpirole, a D2 receptor ago-
nist, produces a profile that resembles age-matched controls and
restores LTD (Cummings et al., 2006). Evidence that D1 receptor
agonists rescue impaired LTP while D2 receptor agonists rescue
impaired LTD show that there is much promise in therapeu-
tics targeting DA modulation of synaptic plasticity. These are
functional consequences that hold important implications for
ameliorating the cognitive deficits in HD.

As cholinergic transmission and DA are involved in both LTD
and LTP, disturbances of the DA-acetylcholine balance in synaptic
plasticity could lead to behavioral deficits. In several HD rodent
models, LTP does not occur in cholinergic interneurons. As a con-
sequence, MSNs do not display depotentiation, a process induced
by low frequency stimulation that leads to reversion of LTP and
requires activation of muscarinic receptors (Picconi et al., 2006).
This lack of depotentiation may represent a synaptic mechanism
for early behavioral abnormalities observed in HD (Picconi et al.,
2006).
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DA AND GLU RECEPTOR INTERACTIONS IN HD
Although it is unknown why MSNs preferentially degenerate
in HD, one major hypothesis has been that MSNs are more
susceptible to excitotoxicity. This theory posits that an excess
of excitatory neurotransmitters such as GLU and/or overactiva-
tion of GLU receptors, particularly the NMDA receptor, mediate
MSN neurodegeneration. Overactivity of NMDA receptors can
induce cell death through sustained neuronal membrane depolar-
ization, unchecked Ca2+ influx, and/or mitochondrial dysfunc-
tion (Difiglia, 1990; Coyle and Puttfarcken, 1993). In addition,
although DA exists in high concentrations in the striatum, studies
also suggest a toxic role for DA in which cell death is accelerated
through increases in free radical production (Hastings et al., 1996;
Jakel and Maragos, 2000; Wersinger et al., 2004; Hastings, 2009).
In striatal cultures derived from R6/2 mice, MSNs undergo DA-
mediated oxidative stress and apoptosis (Petersen et al., 2001).
Further, DAT knock-out mice are hypersensitive to 3-NP striatal
damage (Fernagut et al., 2002).

DA and GLU neurotransmission are intimately intertwined.
Understanding this interplay could help elucidate the cause of
biphasic DA changes in human HD. In animal models of HD,
biphasic changes in corticostriatal GLU transmission are char-
acterized by initial increases in GLU synaptic activity followed
by later decreases (Klapstein et al., 2001; Cepeda et al., 2003;
Joshi et al., 2009; André et al., 2011a). Early increases in GLU
are associated with cortical hyperexcitability (Cepeda et al., 2003;
Spampanato et al., 2008; Cummings et al., 2009) and loss of D2
receptors contributes to increased synaptic activity. Stimulation
of corticostriatal neurons has been shown to activate DA release
in the striatum (Nieoullon et al., 1978). In addition, DA neurons
that modulate GLU release in the corticostriatal pathway are sub-
ject to afferent GLU regulation, which is suggested by the presence
of GLU receptors on DA neurons (Meltzer et al., 1997). There is
substantial evidence for a direct cortico-nigral projection (Afifi
et al., 1974; Kornhuber et al., 1984; Naito and Kita, 1994) and
work in rodents demonstrates that this pathway both directly and
indirectly regulates the firing pattern of DA neurons (Maurice
et al., 1999; Sesack and Carr, 2002). Other studies indicate that
stimulation of GLU receptors on DA neurons increases DA release
in both the substantia nigra and in DA innervated areas (Mintz
et al., 1986; Kalivas et al., 1989; Murase et al., 1993). Thus, if DA
neuron firing is regulated by frontal cortical neurons, the activ-
ity of which is upregulated in early HD, the biphasic trends of
DA levels in early and late human HD may be correlated with the
biphasic changes of GLU release by cortical afferents. This indi-
cates that biphasic changes in DA levels during early and late HD
parallel changes occurring in GLU transmission.

In forebrain neurons, which receive both DA and GLU input,
a diminished signal-to-noise ratio can impair both motor and
cognitive functions (Kiyatkin and Rebec, 1996). Furthermore, a
reduction in DA diminishes the strength of the GLU signal above
background activity (Kiyatkin and Rebec, 1996). Recently, Hong
and Rebec (2012) developed a theoretical framework suggesting
that inflexibility rather than inconsistency is the more relevant
problem to explain changes during aging and neurodegeneration.
Dysfunction in the DA and GLU systems restricts their ability to
modulate neural noise. With aging and neurodegeneration, the

range over which DA and GLU can be modulated is decreased,
leading to dysfunctional neuronal communication, increased
neural noise, and inflexibility in brain activity (Hong and Rebec,
2012). Increased neural noise is evident in HD, appearing as a
decrease in burst activity and a loss of correlation in the firing pat-
terns of pairs of neurons in the striatum of HD mice (Miller et al.,
2008). As a consequence, behavioral adaptations in response to
environmental challenges are reduced.

DA and GLU signaling pathways can synergistically enhance
MSN sensitivity to huntingtin toxicity. Studies demonstrate that
this deleterious process occurs through D1 but not D2 receptor
activation (Tang et al., 2007; Paoletti et al., 2008) and are in agree-
ment with previous studies demonstrating that DA and D1 recep-
tor agonists enhance excitotoxicity (Cepeda and Levine, 1998;
McLaughlin et al., 1998). D1 receptor-mediated potentiation of
NMDA responses, which holds key functional consequences in
HD, has been verified in the cortex and striatum (Cepeda et al.,
1993; Wang and O’donnell, 2001; Flores-Hernandez et al., 2002).
For example, D1 receptor-induced cell death in MSNs of knock-
in HD mice is increased with pretreatment with NMDA when
compared with cells from wild-type mice (Paoletti et al., 2008). In
neurons from YAC128 mice or Q111 knock-in mice, the conver-
gence of DA and GLU signaling pathways leads to Ca2+ overload,
resulting in excitotoxic processes such as induction of mitochon-
drial depolarization and caspase activation (Cepeda et al., 2001;
Zeron et al., 2002, 2004; Tang et al., 2007; Paoletti et al., 2008).

While D1-NMDA receptor activation is thought to be neu-
rotoxic, activation of D2 receptors reduces NMDA receptor
responses and thus may be neuroprotective (Lee et al., 2002;
Bozzi and Borrelli, 2006; Blanke and Vandongen, 2009). For
example, activation of D2 receptors by quinpirole reduces the
toxicity of both NMDA and kainic acid in rat striatal neurons
(Cepeda and Levine, 1998), as well as in mesencephalic and cor-
tical neurons (Sawada et al., 1998; Kihara et al., 2002). However,
an exclusive role for D1 receptor activation in mediating MSN
degeneration is contradicted by evidence that blocking D2 recep-
tor stimulation significantly reverses DA potentiation of mutant
huntingtin-induced MSN cell death (Charvin et al., 2005). As
cultured striatal neurons can be protected by antagonism of D1
and D2 receptors, it is possible that both D1 and D2 receptor
activation might contribute to neurotoxicity (Davis et al., 2002;
Bozzi and Borrelli, 2006). Thus, the exact nature of DA and
NMDA interactions are dynamic and complex, indicating a need
for further investigation into the differential effects of D1 and D2
activation on GLU signaling in the HD striatum.

DA AGONISTS AND ANTAGONISTS AS TREATMENTS
FOR HD
Since the abnormalities in the DA system appear to under-
lie many of the behavioral symptoms of HD, DA agonists,
antagonists, and/or stabilizers may provide potential treatment
options (Table 2). Conceptually, DA stabilizers (or partial ago-
nists) increase or decrease DA receptor activity depending on the
level of DA tone. HD patients treated with aripiprazole, a par-
tial D2 receptor agonist, demonstrate improvements in chorea,
but not cognitive function (Brusa et al., 2009). A recent phase
3 clinical trial of the DA stabilizer pridopidine demonstrated
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Table 2 | Available and potential treatments.

HUMAN HD

Tetrabenazine Well-supported antichoreatic effects but frequent adverse reactions limit its usefulness (Huntington Study Group, 2006).

D2 antagonists Haloperidol: a traditional D2 antagonist; improves chorea, but does not increase functional capacity (Bonelli and Wenning, 2006).
Olanzapine and risperidone: atypical antipsychotic drugs with D2 antagonist properties; improve chorea and behavioral disturbances
(Squitieri et al., 2001; Duff et al., 2008).

D2 agonists Bromocriptine: effects are both positive and negative (Frattola et al., 1977; Caraceni et al., 1980).
Lisuride: limited positive effects (Caraceni et al., 1980; Frattola et al., 1983).
Aripiprazole: a partial D2 agonist; improves chorea but not cognitive function (Brusa et al., 2009).

Other DA drugs Pridopidine: a DA stabilizer; produces slight improvements in motor dysfunction (De Yebenes et al., 2011).
L-DOPA: possibly useful for treatment of rigidity (Racette and Perlmutter, 1998).

ANIMAL MODELS

Tetrabenazine Alleviates motor alterations and reduces striatal loss in both early and late stages (Tang et al., 2007; Wang and Morris, 2010; André
et al., 2011a).

D1 antagonist SCH23390: rescues electrophysiological changes in excitatory and inhibitory synaptic transmission in direct pathway MSNs (André
et al., 2011a).

D1 agonist SKF38393: reverses impaired LTP in the medial prefrontal cortex of presymptomatic R6/1 mice (Dallerac et al., 2011).

D2 antagonist Haloperidol: early and chronic treatment significantly reduces striatal toxicity in the tgHD rat model (Charvin et al., 2008).

D2 agonist Quinpirole: restores the ability of transgenic cortical slices to support LTD (Cummings et al., 2006).

improvements in hand movements, gait, and balance of HD
patients as defined by the unified HD rating scale (De Yebenes
et al., 2011). Although these changes fell short of the primary
efficacy threshold, the slight improvements in motor dysfunc-
tion without any deleterious side effects suggest that treatments
targeted toward DA imbalance may have therapeutic benefits.

Current treatment options for HD are limited and confined to
antidopaminergic agents for motor symptoms while there are vir-
tually no therapeutics for cognitive deterioration (Venuto et al.,
2012). Additionally, clinical results of these treatments seem con-
tradictory, possibly reflecting the dynamic and time-dependent
changes that occur in the DA system as the disease progresses
(Mochel et al., 2011). For example, both D2 agonists and antag-
onists have demonstrated clinical benefits for improvement of
HD motor symptoms (Tedroff et al., 1999; Haskins and Harrison,
2000; Brusa et al., 2009). Conventional antipsychotic drugs, such
as the D2 antagonist haloperidol, are used in clinical practice, but
they do not improve functional capacity (Bonelli and Wenning,
2006). Atypical antipsychotic drugs with D2 antagonist proper-
ties such as olanzapine, risperidone, quetiapine, and ziprasidone,
can improve chorea and impact a larger range of behavioral dis-
turbances with a reduced risk of side effects (Squitieri et al., 2001;
Bonelli et al., 2003; Alpay and Koroshetz, 2006; Duff et al., 2008).
D2 agonists like bromocriptine and lisuride have also demon-
strated therapeutic potential in HD (Frattola et al., 1977, 1983;
Caraceni et al., 1980).

As the early stages of HD may reflect a hyperdopaminergic
stage, drugs that reduce DA tone can be beneficial during the
choreic movement phase (Mochel et al., 2011). DA-depleting

agents such as tetrabenazine (TBZ), which inhibits vesicu-
lar monoamine transporter type-2 and decreases DA content
in presynaptic vesicles, have been shown to reduce chorea
(Huntington Study Group, 2006). Currently, TBZ is the only drug
formally approved for treatment of Huntington’s chorea by a
regulatory agency (Mestre and Ferreira, 2012).

In vivo and in vitro studies of animal models support a role
for DA inhibitors in protecting HD MSNs from cell death. The
rationale follows and agrees with experimental and clinical find-
ings suggesting that DA tone is elevated during the early stages
of the disease. In YAC128 mice, TBZ alleviates motor deficits and
reduces striatal loss in both early and late stages (Tang et al., 2007;
Wang et al., 2010). TBZ also rescues the increased stereotypies in
1–2 month old YAC128 and BACHD mice (André et al., 2011a).
D1 receptor antagonists rescue the changes in excitatory synap-
tic transmission of direct pathway MSNs that occur in the early
symptomatic phase of YAC128 and BACHD mice, suggesting that
tonic activation of D1 receptors may underlie early dysfunction
of D1 MSNs (André et al., 2011a). Similarly, D1 receptor antag-
onists prevent DA/GLU-induced MSN death in YAC128 mice
(Tang et al., 2007). In a lentivirus-based rat model, striatal tox-
icity is reduced by early and chronic treatment with haloperidol
(Charvin et al., 2008). However, this evidence is complicated by
the fact that haloperidol, a putative D2 receptor antagonist, also
modulates NMDA receptor function (Fletcher and Macdonald,
1993; Ilyin et al., 1996; Arvanov et al., 1997). Predictably, DA
antagonists may be more beneficial when administered with other
neuroprotective drugs such as memantine, a NMDA receptor
antagonist, as a combination therapy (Wu et al., 2006).
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HD mouse models have demonstrated the therapeutic poten-
tial of not only DA antagonists, but also DA agonists. For exam-
ple, in fully symptomatic R6/2 mice, replacement of reduced
DA levels by chronic treatment with L-DOPA yields short-
term improvements in the HD behavioral phenotype whereas
long-term treatment impairs survival and rotarod performance
(Hickey et al., 2002). Additionally, D1 receptor agonists rescue
cortical LTP impairment and deficits in synaptic plasticity of R6/1
mice (Dallerac et al., 2011), suggesting that increasing DA levels
could improve cognitive dysfunction. Since some treatments may
only be suitable early or late in disease progression, effective ther-
apies need to be temporally oriented to accommodate differential
changes in DA levels throughout the course of the disease.

CONCLUSIONS AND FUTURE DIRECTIONS
While the role of DA in Parkinson’s disease is well-established,
its role in HD is less well-understood. Although an association
between chorea and excess DA levels had long been suspected, a
causal link was not demonstrated until TBZ was shown to alle-
viate abnormal movements in HD. Other less known alterations
in early symptomatic patients, such as cognitive changes, impul-
sivity, gambling, and hypersexuality, could also associate with
perturbations of the DA system (Fedoroff et al., 1994; Stout et al.,
2001; Rosenblatt, 2007; Beglinger et al., 2008; Jhanjee et al., 2011).
TBZ can treat chorea and other early symptoms by reducing
DA, but it can also have deleterious effects on cognitive func-
tion. Understanding time- and region-dependent alterations in
DA function throughout the course of the disease will help in
discovering better therapeutic strategies. Selective manipulation
of DA-producing neurons, such as using optogenetics in animal
models and potentially in human patients, may open new and
exciting alternatives.

While much knowledge on the role of DA in HD has been gath-
ered in the past few years, many questions remain unanswered
and should be the focus of future endeavors. The traditional view
that D2 MSNs are more vulnerable in HD is beginning to change
due to emerging data from experimental animal models. Based
on evidence reviewed here, one may think that, in fact, D1 MSNs
should be more vulnerable to the HD mutation, i.e., they become
dysfunctional in the early stage of HD and D1-NMDA recep-
tor interactions enhance neurotoxicity. Therefore, the standing
question should be reformulated to ask why D1 MSNs are less

susceptible in HD. Do they have a neuroprotective mechanism
that D2 MSNs lack? Recent studies using mice expressing EGFP in
D1 or D2 cells point in that direction. For example, fluorescence-
activated cell sorting array analyses showed that the transcription
factor Zfp521, which is enriched in D1 MSNs, is anti-apoptotic
(Lobo et al., 2008). Specifically, Zfp521 promotes proliferation,
delays differentiation, and reduces apoptosis (Shen et al., 2011).

Another important question is: what causes early perturba-
tions in DA release? Is it the loss of striosome MSN projections to
the substantia nigra pars compacta, increased activity along the
cortico-nigral projection, or dysregulation of DA release due to
loss of D2 auto-receptors? On a similar note, since there are at
least two splice variants for D2 receptors, a short D2S (mostly
presynaptic) and a long D2L (mostly postsynaptic) form, which
one is reduced in early HD? In the striatum, DA D2 auto-receptor
function is mediated by synapsin III, a phosphoprotein that is
specifically involved in regulating vesicular reserve pools and
DA release in the striatum (Feng et al., 2002; Kile et al., 2010).
In brains of R6/2 mice and HD patients, there is a progressive
loss of complexins, synaptic proteins similar to syntaxin III that
are involved in synaptogenesis and modulate neurotransmitter
release (Freeman and Morton, 2004). If a similar reduction in
synapsin III occurs, this could explain increased DA transmis-
sion in early HD and a consequent loss of behavioral flexibility. In
agreement, reversal learning can be improved by increasing lev-
els of synapsin III (Laughlin et al., 2011). Thus far, it is unknown
whether or not presynaptic D2 auto- or hetero-receptors are lost
before postsynaptic receptors (Sandstrom et al., 2010). However,
selective agonists of D2 auto-receptors produce long-lasting sup-
pression of extracellular brain DA levels in vivo and could provide
promising therapeutic benefits for HD (Pifl et al., 1988).

As shown in this review, our knowledge of changes in DA
function in HD has made substantial strides, particularly after
the introduction of genetic rodent models. However, many more
questions remain. Answering these questions is within reach and
use of these animal models should help understand the early
mechanisms of striatal DA dysfunction and its role in behavioral
alterations.
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