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Editorial on the Research Topic 


Perforins and Cholesterol-Dependent Cytolysins in Immunity and Pathogenesis


In humans and other mammals, the pore-forming proteins C9 and the perforins are important innate immune effectors. C9 forms the membrane attack complex (MAC) in an assemblage with the complement proteins C5b, C6, C7, and C8 that attacks the envelopes of gram-negative bacteria. Perforin is deployed by degranulating killer lymphocytes to destroy virally infected or cancerous cells. The product of macrophage expressed gene 1 (Mpeg1), named perforin-2 by the late Eckhard R. Podack (1943–2015), appears to play a central role in the destruction of phagocytosed bacteria. All three pore-forming proteins contain a membrane attack complex-perforin (MACPF) domain. However, the MACPF domain is not exclusive to mammals. Rather, proteins with MACPF domains are found in a diverse array of taxa including plants, fungi, invertebrates, and a variety of protozoans such as the malaria parasite Plasmodium falciparum, or Toxoplasma gondii, the causative agent of toxoplasmosis. MACPF domains have also been identified in some prokaryotes including pathogenic species of Chlamydia. Pore-forming proteins within the MACPF family share a canonical fold with the cholesterol-dependent cytolysins (CDCs) (1). CDCs are pore-forming proteins that contribute to the virulence of several gram-positive pathogens such as Clostridium perfringens, Listeria monocytogenes, and group A streptococci. Thus, evolution has produced pore-forming proteins with opposing roles in host defense and pathogenesis that have shared structural features. As previewed below, this article collection highlights the immunological and pathological roles of MACPF/CDC pore-forming proteins.


Perforin-2: An Ancient Pore Forming Protein

Perforin-2 (MPEG1) is the most recently described member of the MACPF family of pore forming proteins. Although newly introduced by researchers in the fields of immunology and structural biology, perforin-2 is an evolutionarily ancient protein that spans taxa from sponges to humans (2). Two reviews focus on perforin-2 and each provides a unique perspective on the topic. Both reviews critically evaluate the current literature and discuss areas that warrant further investigation to resolve discrepancies and uncertainties. The review by Bayly-Jones et al. emphasizes the structural features and molecular mechanisms of pore formation by mammalian perforin-2). Although mammalian perforin-2 is also discussed in the review by Merselis et al., the authors also evaluate studies of perforin-2 in invertebrates and bony fish. The discussion of invertebrate perforin-2 is complemented by a perspective by Walters et al. that covers the evolution and possible roles of perforin-2 in corals, sea anemones and other Cnidarians.

The research article by Pastar et al. investigates a connection between a commensal skin microbe and perforin-2. The investigators find that Staphylococcus epidermidis activates gamma delta T cells and increases the expression of perforin-2 in gamma delta T cells, keratinocytes, and fibroblasts. Interestingly, this may be beneficial to the host because the induction of perforin-2 enhances the killing of intracellular Staphylococcus aureus by skin cells. In a related minireview by O’Neill et al., the authors expand upon the findings of Pastar et al. by reviewing the roles of both perforin and perforin-2 in gamma delta T cells.

Merselis et al. present the first case report of perforin-2 deficiency. They report the case of a female patient with recurrent abscesses and cellulitis of the breast that was refractory to antibiotic treatment and surgical interventions. Whole genome sequencing revealed a nonsense mutation, Tyr430*, in one allele of mpeg1 resulting in a severely truncated protein. Functional analyses find that the patient’s macrophages and neutrophils were less able to kill intracellular bacteria than cells from healthy donors. This case report of perforin-2 haploinsufficiency and the study by Pastar et al. establish the importance of perforin-2 in skin and soft tissues.

Although perforin-2 is primarily thought of as an innate immune effector, the research article by Frasca et al. demonstrates that perforin-2 deficiency also affects adaptive immunity. Specifically, the researchers find that perforin-2 knockout mice have reduced antibody responses to an influenza vaccine compared to wild-type mice. This is due to chronic inflammation of knockout mice caused by their failure to efficiently block the translocation of gut microbes and/or microbial products to extra-intestinal sites. Systemic, but low-grade, inflammation causes intrinsic B cell inflammation and reduces their ability to produce antibodies in response to antigens. Thus, the researchers demonstrate a previously unknown connection between perforin-2 and a properly functioning adaptive immune response.



Soluble Complexes of MACPFs and the Prevention of Off-Target Effects

The MAC of the complement system has been extensively characterized at immunological, mechanistic, and molecular levels. In contrast, the soluble MAC (sMAC) is much less understood. Both are assemblages of the complement proteins C5b, C6, C7, C8, and C9, but the stoichiometry of complement proteins in MAC and sMAC are radically different. For example, sMAC may also contain clusterin and/or vitronectin, and unlike MAC are not pore forming complexes. These and other differences are reviewed by Barnum et al. The authors also discuss sMAC as a long standing enigma in the field of immunology. Nevertheless, the authors provide a compelling case for the utility of sMACs as biomarkers of disease.

Although the pore forming proteins MAC, perforin, perforin-2, and gasdermins have important defensive and immunological functions, their capacity to form pores in lipid bilayers poses a risk of self-inflicted harm to the host. This biological conundrum is addressed in the review by Krawczyk et al. Their review covers the “where and when” of pore-forming protein expression, processing, subcellular storage, and molecular mechanisms that prevent the attack of off-target membranes.



Perforin-Like Proteins in Protozoan Parasites

Perforin-like proteins were also identified in apicomplexan parasites, intracellularly-living protists that actively invade their host cells. These parasites require a fine-tuned molecular machinery for host cell penetration and egress, but also for crossing epithelial barriers, and some of these functions are mediated by perforins. In their review article, Sassmannshausen et al. highlight the diverse roles of the perforin-like proteins during life-cycle progression of apicomplexan parasites. The authors lay the focus on the two parasites Plasmodium and Toxoplasma, the causative agents of malaria and toxoplasmosis, for which the perforins are best studied. In these parasites, perforins are used to perforate the membranes of the parasitophorous vacuole and the host cell membrane during exit, but also to overcome epithelial barriers during tissue passage. Plasmodium and Toxoplasma express five and two variants of perforins, respectively, and these perforins appear to have distinct functions that are specific for both tissue type and life-cycle stage.

In this context, the original research article by Garg et al. reports on the pore-forming activity of the Pan-active MACPF Domain (PMD), a centrally located and highly conserved region of perforin-like proteins of the malaria parasite, and further evaluate the inhibitory potential of specifically designed PMD inhibitors. The authors show that the incubation of erythrocytes with PMD induces senescence in these cells, which may attribute to severe malarial anemia. Anti-PMD inhibitors effectively prevent the parasites from invasion of, and egress from, host erythrocytes, but also block the hepatic stages and transmission stages of the malaria parasite, suggesting that PMDs represent multi-stage, transmission-blocking inhibitors.



CDCs and MACPFs of Bacterial Pathogens

The research article by Song et al. elucidates the contribution of suilysin to the development of streptococcal toxic shock-like syndrome. Suilysin is a CDC produced by Streptococcus suis. Although primarily a swine pathogen of significant concern to the agricultural industry, S. suis can also cause meningitis and streptococcal toxic shock-like syndrome in humans. Through a combination of in vitro and in vivo approaches the authors show that suilysin causes the release of IL-1β via activation of the NLRP3 inflammasome. Although the mechanism of inflammasome activation is currently unknown, chemical or genetic blockade of the pathway protects mice from suilysin’s cytotoxic effects.

Streptococcus pneumoniae is a commensal microbe that commonly colonizes the nasal cavity. Although most colonized individuals are asymptomatic, S. pneumoniae is also an opportunistic pathogen capable of causing a wide range of symptoms and disease outcomes. The minireview by Nishimoto et al. discusses the role of pneumolysin in various phases of pneumococcal disease. Pneumolysin is a CDC that is cytolytic to a wide range of host cell types that contributes to both transmission and colonization. The authors conclude with a review of vaccines against the CDC and drugs that limit pneumolysin’s cytotoxic effects.

Unlike pneumolysin, the contribution of hemolysin to Vibrio vulnificus pathogenicity has been more controversial. V. vulnificus infections are typically acquired through the consumption of raw shellfish and in some cases can lead to fatal septicemia. The minireview by Yuan et al. evaluates recent progress towards understanding the biological effects of the V. vulnificus CDC and its roles in gastroenteritis and septicemia.

The review by Keb and Fields returns the discussion to MACPFs. Chlamydia spp. are obligate intracellular bacteria that parasitize eukaryotic cells. The authors review evidence that suggest Chlamydia pathogenicity is little impacted by MAC. They propose that this can be explained by the unique properties of the envelopes of extracellular elementary bodies that likely make them refractory to the deposition of the complement proteins of MAC. Also reviewed are studies indicating that Perforin of natural killer cells and cytotoxic T lymphocytes is not a major mediator of Chlamydia infectivity and pathogenicity. In contrast to MAC and Perforin, the authors review evidence that indicates perforin-2 significantly limits chlamydial infection. They conclude with a discussion of chlamydial MACPFs.



Perivitellin-2 Enterotoxin: An Unusual Evolutionary Adaptation of a MACPF

Undoubtedly, the most unexpected submission to the collection was the research article by Giglio et al. Pomacea maculata is a snail species whose eggs contain a toxin known as perivitellin-2 (PV2). This toxin contains both a lectin binding domain and a MACPF, and the authors show that PV2 is cytotoxic to immune and epithelial cells. The latter are significant because the authors propose that PV2 may have evolved to prevent predation of the eggs. As predicted, PV2 is found on the surface of enterocytes and induces morphological changes in the small intestines of mice orally challenged with PV2. Based on several criteria the authors argue that PV2 meets the definition of an enterotoxin and, as such, it is the first known animal enterotoxin.



Conclusions

Although unified by the topic of perforins and CDCs, this collection brings together diverse viewpoints from researchers from around the globe. This diversity is reflected by the variety of subject matter in articles that span from mini-reviews to original research articles. Authors represent numerous disciplines and specialties including, but not limited to, structural and evolutionary biology, parasitology, bacterial pathogenesis, and immunology. We thank them for their contributions and participation in this endeavor. Their unique perspectives, experimental approaches, and critical evaluations of the literature have come together in this collection to provide a broad understanding of the field of MACPF/CDCs.
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Perforin-2 (P2) is a pore-forming protein with cytotoxic activity against intracellular bacterial pathogens. P2 knockout (P2KO) mice are unable to control infections and die from normally non-lethal bacterial infections. Here we show that P2KO mice as compared to WT mice show significantly higher levels of systemic inflammation, measured by inflammatory markers in serum, due to continuous microbial translocation from the gut which cannot be controlled as these mice lack P2. Systemic inflammation in young and old P2KO mice induces intrinsic B cell inflammation. Systemic and B cell intrinsic inflammation are negatively associated with in vivo and in vitro antibody responses. Chronic inflammation leads to class switch recombination defects, which are at least in part responsible for the reduced in vivo and in vitro antibody responses in young and old P2KO vs. WT mice. These defects include the reduced expression of activation-induced cytidine deaminase (AID), the enzyme for class switch recombination, somatic hypermutation and IgG production and of its transcriptional activators E47 and Pax5. Of note, the response of young P2KO mice is not different from the one observed in old WT mice, suggesting that the chronic inflammatory status of mice lacking P2 may accelerate, or be equivalent, to that seen in old mice. The inflammatory status of the splenic B cells is associated with increased frequencies and numbers of the pro-inflammatory B cell subset called Age-associated B Cells (ABCs) in the spleen and the visceral adipose tissue (VAT) of P2KO old mice. We show that B cells differentiate into ABCs in the VAT following interaction with the adipocytes and their products, and this occurs more in the VAT of P2KO mice as compared to WT controls. This is to our knowledge the first study on B cell function and antibody responses in mice lacking P2.

Keywords: splenic B cells, adipose tissue B cells, inflammation, perforin-2, antibody responses


INTRODUCTION

Perforin-2 (MPEG1, P2) is a pore-forming protein with broad-spectrum activity against infectious bacteria in both mice and humans (1). P2 is constitutively expressed in phagocytes and other immune cells and can be induced in parenchymal, tissue-forming cells (2, 3). In vitro, P2 prevents the intracellular replication of bacterial pathogens (3). P2 knockout (P2KO) mice are unable to control the systemic dissemination of bacterial pathogens and die from bacterial infections that are normally not lethal (3). Other bactericidal molecules have been found to be less effective in the absence of P2, suggesting that P2 is essential for the activity of mammalian immune defense mechanisms. It has recently been shown that P2 facilitates the delivery of proteases and other antimicrobial effectors to the sites of bacterial infection leading to effective killing of phagocytosed bacteria (4).

Translocation of bacteria and their products from the gastrointestinal tract to extra-intestinal sites (lymph nodes, liver, spleen, kidney, blood) is a phenomenon that may occur spontaneously in healthy conditions in humans and mice without apparent deleterious consequences (5). Bacterial translocation is increased in different clinical pathological conditions and is certainly involved in the pathophysiological mechanisms of many diseases. Translocation of bacteria and/or their toxic products from the gastro-intestinal tract is strongly suspected to be responsible for the establishment of systemic chronic inflammation. This condition may be exacerbated in P2KO mice.

We have previously shown in mice (6) and humans (7, 8) that B cell function decreases with age and this decrease is associated with chronic low-grade systemic inflammation, called “inflammaging” (9). Higher levels of inflammaging, measured by serum TNF-α, induce higher TNF-α production by B cells from old mice and humans in vivo and in vitro, leading to significant decreases in their capacity to make protective antibodies in response to antigenic/mitogenic stimulation (6, 7). Serum TNF-α has been shown to up-regulate the expression of its receptors (TNFRI and TNFRII) on B cells, and interaction of TNF-α with its receptors induces NF-kB activation and secretion of TNF-α as well as of other pro-inflammatory cytokines and chemokines (10). Importantly, blocking TNF-α with specific antibodies has been shown to increase B cell function, at least in vitro, in both mice (6) and humans (7).

The purpose of this study is to evaluate B cell function in P2KO mice. We hypothesized that P2KO mice are unable to control the translocation of bacteria and/or toxic bacterial products and this would generate a systemic low-grade chronic inflammation which negatively affects B cell function and antibody responses. Our results herein show that this is indeed the case. P2KO mice show significantly higher levels of systemic and intrinsic B cell inflammation which are negatively associated with protective antibody responses to a vaccine. This is to our knowledge the first study evaluating B cell function and antibody responses in mice lacking P2.



MATERIALS AND METHODS


Mice

Male P2KO and wild type (WT) mice, both on a 129/SvJ background, were generated as previously described (3). Mice were young (3–4 months) and old (>18 months), bred at the University of Miami, Miller School of Medicine Transgenic Core Facility. Mice were allowed to freely access food and water and were housed at 23°C on a 12 hr light/dark cycle under specific pathogen-free conditions. All studies adhered to the principles of laboratory animal care guidelines and were IACUC approved (protocols #16-252 and #16-006).



Influenza Vaccine Response

Mice were injected intramuscularly with 4 μg of the quadrivalent influenza vaccine (Fluzone Sanofi Pasteur 2017–2018) in alum (Aluminum Potassium Sulfate Dodecahydrate, SIGMA A-7210). Total volume of injection was 100 μl. Mice were sacrificed 28 days after the injection (peak of the response).



B Cell Enrichment

B cells were isolated from the spleens after 20 min incubation at 4°C using CD19 MicroBeads (Miltenyi Biotec 130-121-301), according to the MiniMACS protocol (20 μl Microbeads + 80 μl PBS, for 107 cells). At the end of the purification procedure, cells were 90–95% CD19-positive by cytofluorimetric analysis. They were then maintained in PBS for 3 hrs at 4°C to minimize potential effects of anti-CD19 antibodies on B cell activation. After positive selection, B cells were divided in two aliquots: one aliquot was used for culture stimulation, the other aliquot for RNA extraction after cells were resuspended in TRIzol (ThermoFisher Scientific).



B Cell Culture

Splenic B cells (106/ml) were cultured in complete medium (RPMI 1640, supplemented with 10% FCS, 100 U/ml Penicillin-Streptomycin, 2 × 10−5 M 2-ME, and 2 mM L-glutamine). FCS was certified to be endotoxin-free. B cells were stimulated in 24 well culture plates with 1 μg/ml of LPS (from E. coli, SIGMA L2880) for 1–7 days. At the end of the stimulation time, B cells were counted in a solution of trypan blue to evaluate viability which was found comparable in cultures of WT and P2KO mice.



Isolation of Epididymal VAT

Epididymal VAT was collected, weighed, washed with 1X Hanks' balanced salt solution (HBSS), resuspended in Dulbecco's modified Eagle Medium (DMEM), minced into small pieces, passed through a 70 μm filter and digested with collagenase type I (SIGMA C-9263) for 1 hr at 37°C in a water bath. Digested cells were passed through a 300 μm filter, centrifuged at 300 g in order to separate the floating adipocytes from the stromal vascular fraction (SVF) containing the immune cells. The cells floating on the top were transferred to a new tube as adipocytes. The cell pellet (SVF) on the bottom was resuspended in a solution of Ammonium Chloride Potassium (ACK) for 3 min at RT (room temperature) to lyse the red blood cells. Both adipocytes and SVF were washed 3 times with DMEM. B cells were isolated from the SVF as indicated immediately below. Adipocytes were sonicated for cell disruption in the presence of TRIzol, and then centrifuged at 1,000 × g at 4°C for 20 min to separate the soluble fraction from the lipids and cell debris. The soluble fraction was then used for RNA isolation.



Cell Staining

Splenic and VAT B cell subsets were identified by the following membrane markers. Follicular (FO): CD19+AA4.1-CD43-CD23+CD21int; Marginal Zone (MZ): CD19+AA4.1-CD43-CD23low/negCD21hi; Age-associated B cells (ABC): CD19+CD43-AA4.1-CD23-CD21-. AA4.1 (CD93) is the marker of transitional B cells. CD43 is the marker of B1 B cells. Both transitional and B1 B cells are excluded by cell sorting to obtain only B2 B cells. Plasma cells were evaluated by membrane expression of CD138 in cultured cells.

B cells were membrane stained for 20 min at rt with Live/Dead detection kit (ThermoFisher) and with the following antibodies: PacBlue-conjugated anti-CD45 (Biolegend 103125), APC-Cy7-conjugated anti-CD19 (BD 557655), PE-Cy7-conjugated anti-AA4.1 (eBioscience 25-5892-81), APC-conjugated anti-CD43 (BD 560663), FITC-conjugated anti-CD21/CD35 (BD 553818), and PE-conjugated anti-CD23 (BD 553139). To evaluate plasma cell frequencies, splenic B cells were membrane stained with PE-conjugated anti-CD138 antibody (BD 553714). Cells were then fixed with BD Cytofix (BD 554655). Up to 105 events in the lymphocyte gate were acquired on an LSR-Fortessa (BD) and analyzed using FlowJo 10.0.6 software.



Cell Sorting

FO B cells were sorted with the Sony SH800 cell sorter. FO B cells were incubated with adipocytes in transwell as detailed below.



RNA Extraction and cDNA Preparation

The mRNA was extracted from LPS-stimulated B cells at day 1 (to evaluate E47, Pax5) and at day 5 (to evaluate AID), using the μMACS mRNA isolation kit (Miltenyi), according to the manufacturer's protocol, eluted into 75 μl of preheated elution buffer, and stored at −80°C until use. Total RNA was extracted from unstimulated VAT B cells, as well as from adipocytes, resuspended in TRIzol, according to the manufacturer's protocol, eluted into 10 μl of preheated H2O, and stored at −80°C until use. Reverse Transcriptase (RT) reactions were performed in a Mastercycler Eppendorf Thermocycler to obtain cDNA. Briefly, 10 μl of mRNA or 2 μl of RNA at the concentration of 0.5 μg/μl were used as template for cDNA synthesis in the RT reaction. Conditions were: 40 min at 42°C and 5 min at 65°C.



Quantitative PCR (qPCR)

Reactions were conducted in MicroAmp 96-well plates, and run in the ABI 7300 machine. Calculations were made with ABI software. Briefly, we determined the cycle number at which transcripts reached a significant threshold (Ct). A value for the amount of the target gene, relative to GAPDH, was calculated and expressed as ΔCt. Results are expressed as 2−ΔΔCt. Reagents and primers for qPCR amplification were from ThermoFisher. Primers were: GAPDH Mm99999915_g1, Tcfe2a/E47 Mm01175588_m1, Pax5 Mm00435501_m1, AID Mm00507774_m1, Prdm1 Mm00476128_m1, TNF-α Mm00443258_m1, IL-6 Mm00446190_m1, CXCL10 Mm00445235_m1, CCL2 Mm00441242_m1, CCL5 Mm01302427.



Enzyme-Linked Immunosorbent Assay (ELISA)

To measure microbial translocation in serum, Lonza QCL-1000 kit was used for the detection of Gram-negative bacterial endotoxin.

To measure influenza vaccine serum IgG and IgA responses, the influenza vaccine was used for coating ELISA plates. The vaccine was used at the concentration of 10 μg/ml. Detection antibodies were HRP-conjugated affinity-purified F(ab')2 of a goat anti-mouse IgG (Jackson IR Labs 115-036-062) and HRP-conjugated goat anti-mouse IgA (ThermoFisher 62-6720).

To measure stool-specific IgG antibodies in serum, we first obtained total protein lysates from stools of WT and P2KO mice that were used for coating ELISA plates. Stool sample collection and processing was performed as described (11). Total protein lysates were obtained using the M-PER mammalian protein extraction reagent (ThermoFiscer 78501), according to the manufacturer's protocol. Protein lysates were used at the concentration of 10 μg/ml. Detection antibody was an HRP-conjugated affinity-purified F(ab')2 of a goat anti-mouse IgG (Jackson IR Labs 115-036-062).

To measure LPS-induced IgG3 in culture supernatants, purified IgG3 subclass-specific antibodies were used for coating (Southern Biotech 1101-01), at the concentration of 2 μg/ml. Detection antibody was the same as above.



Co-culture of Adipocytes and Splenocytes

The ratio between adipocytes and splenic lymphocytes in co-cultures was equal to that which we measured in ex vivo isolated VAT (ratio adipocytes:lymphocytes). In the transwells, cells were co-cultured by using inserts with a 0.4 μm porous membrane (Corning) to separate adipocytes and splenic lymphocytes. Cells were left unstimulated. After 72 h, cells in the upper wells (splenic lymphocytes) were harvested, washed and stained to evaluate percentages and numbers of B cell subsets.



Statistical Analyses

To examine differences between 4 groups, two-way ANOVA was used. Group-wise differences were analyzed afterwards with Bonferroni's multiple comparisons test, with p < 0.05 set as criterion for significance. To examine differences between 2 groups, Student's t-tests (two-tailed) were used. To examine the relationships between variables, bivariate Pearson's correlation analyses were performed, using GraphPad Prism 5 software. Principal Component Analyses (PCA) were generated using RStudio Version 1.1.463.




RESULTS


Increased Microbial Translocation in the Serum of P2KO vs. WT Mice

We first measured microbial translocation by quantifying serum levels of LPS, the major component of Gram-negative bacterial cell walls. LPS in serum indicates microbial translocation (12). Results in Figure 1A show increased serum LPS in young and old P2KO mice as compared to WT controls, the highest levels being observed in old P2KO mice. Serum LPS levels in young P2KO mice are comparable to those observed in old WT mice. These results confirm our initial hypothesis that translocation of bacteria and their products from the gastro-intestinal tract occurs in P2KO mice and this may be responsible for the establishment of systemic chronic inflammation. We have also measured bacterial translocation by serum levels of IgG antibodies specific for stool-derived proteins. Results have indicated higher stool-specific IgG in the serum of P2KO as compared to that of WT mice, confirming LPS results (data not shown).


[image: Figure 1]
FIGURE 1. Increased microbial translocation and reduced in vivo influenza vaccine antibody response in P2KO vs. WT mice. (A) Microbial translocation in serum was measured by ELISA for LPS in young and old WT and P2KO mice (4 mice/group). Mean comparisons between groups were performed by two-way ANOVA. *p < 0.05, **p < 0.01. (B) To measure the influenza vaccine response, mice were immunized intramuscularly with the influenza vaccine. Serum response to the vaccine was evaluated at day 28 post vaccination by ELISA. (C) Influenza vaccine-specific IgA responses measured by ELISA at day 28 post vaccination. (D) Total serum IgG measured by ELISA. Mean comparisons between groups were performed by two-way ANOVA followed by Bonferroni's multiple comparisons test. *p < 0.05, **p < 0.01, ***p < 0.001. (E) Correlation of microbial translocation and influenza vaccine response. Pearson's r and p-values are at the bottom of the figure.




Reduced in vivo Influenza Vaccine Antibody Response in P2KO vs. WT Mice

Bacterial translocation affects immune responses by inducing Immune Activation (IA) in circulating immune cells. The receptor for LPS, TLR4, is one of the several markers of IA so far identified. It is known that there is a negative association between the expression of IA markers in immune cells before stimulation and the response of the same immune cells after in vivo or in vitro stimulation. Therefore, IA is negatively associated with functional immune cells. This has been shown in chronic inflammatory conditions (aging and age-associated conditions) as well as in chronic infections (HIV, malaria) (7, 13–16). We measured in vivo antibody production in young and old WT and P2KO mice by measuring the serum response to the influenza vaccine by ELISA. Results in Figure 1B show that P2KO mice of both age groups have significantly decreased in vivo responses to the vaccine and make significantly less influenza vaccine-specific IgG antibodies as compared to WT controls. Noteworthily, the response of young P2KO mice is not different from the one observed in old WT mice. Influenza vaccine-specific IgA (Figure 1C) and total IgG show a similar pattern (Figure 1D). The influenza vaccine response, as expected, was negatively correlated with microbial translocation (Figure 1E).



Reduced in vitro Class Switch in B Cells From P2KO VS. WT Mice

We then measured in vitro class switch, IgG secretion and plasma cell frequencies in LPS-stimulated splenic B cells from young and old WT and P2KO mice. We evaluated E47, Pax5, Prdm1 (Blimp-1), and activation-induced cytidine deaminase (AID) mRNA expression by qPCR. This was done at time points that we found optimal in our previously published work measuring in vitro class switch in splenic B cells from young and old C57BL/6 mice. Briefly, we found that E47 mRNA is higher at day 1 and then decreases at days 2–3 after stimulation (17, 18). Pax5 mRNA expression has a kinetic similar to E47 (unpublished). AID mRNA is already detectable at day 3 but peaks at day 5, to decrease later on (17). Prdm1(Blimp-1) is detectable at day 2 and increases at later days, peaking at day 4, and it stays up until day 7 (18).

E47 (19, 20), and Pax5 (21, 22) are transcriptional regulators of AID, the enzyme necessary for class switch recombination, the process leading to the production of secondary, class-switched antibodies, and somatic hypermutation (23–25). AID is a measure of optimal B cell function. Prdm1 (Blimp-1) is the transcription factor for plasma cell differentiation (26). In addition to transcription factors for class switch recombination and plasma cell differentiation, and AID, we also measured IgG3 secretion by ELISA. IgG3 is the Ig subclass secreted in larger amounts in response to LPS alone. In response to LPS and class switch cytokines or B lymphocyte stimulator (BlyS), a key survival factor for B cells also known to induce class switch (27), splenic B cells from 129/SvJ mice make predominantly IgG1 followed by IgG2b (28). Frequencies of plasma cells by flow cytometry were also evaluated in LPS-stimulated splenic B cells from young and old WT and P2KO mice.

Results in Figure 2 show that B cells from P2KO mice, both young and old, express significantly less mRNA for E47 (A), Pax5 (B), AID (C), and Prdm1 (Blimp-1) (D) and secrete significantly less IgG3 antibodies (E), as compared to WT controls. Also the frequencies of plasma cells are less in cultured B cells from P2KO as compared to those from WT mice (F). Again, the response of young P2KO mice is not different from the one observed in old WT mice.
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FIGURE 2. Reduced in vitro class switch in B cells from P2KO vs. WT mice. B cells were isolated from the spleens of young and old WT and P2KO mice (6 mice/group) by magnetic sorting. B cells (106/ml) were stimulated for 1–7 days with 1 μg/ml of LPS, then mRNA was extracted and qPCR performed to evaluate mRNA expression of E47 (A) and Pax5 (B) (at day 1), AID (C) (at day 5), and Prdm1 (Blimp-1) (D) (at day 4). Results show qPCR values (2−ΔΔCt). At day 5, cells are harvested to evaluate frequencies of CD138+ cells by flow cytometry (F). At day 7, supernatants were collected to measure IgG3 secretion by ELISA (E). Mean comparisons between groups were performed by two-way ANOVA followed by Bonferroni's multiple comparisons test. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.




Increased Intrinsic Inflammation in Splenic B Cells From P2KO vs. WT Mice

We have previously shown in both mice (6) and humans (7) that high TNF-α mRNA levels in resting B cells negatively correlate with the response of the same B cells when stimulated in vivo or in vitro with mitogens and/or vaccines, clearly demonstrating that the inflammatory status of the B cells impacts their own function. We therefore measured mRNA expression of the pro-inflammatory cytokines TNF-α and IL-6 in unstimulated splenic B cells from young and old WT and P2KO mice. Results in Figure 3 show that TNF-α (top) and IL-6 (bottom) mRNA expression in unstimulated B cells from from P2KO mice are significantly higher as compared to those in B cells from WT mice (A). Moreover, TNF-α (top) and IL-6 (bottom) mRNA expression in unstimulated B cells are negatively associated with the in vivo influenza vaccine response (B) and with the in vitro AID mRNA expression (C). These results altogether confirm and extend our previous findings that higher mRNA expression of the inflammatory cytokines TNF-α and IL-6 in B cells, prior to any stimulation, renders the same B cells incapable of being optimally stimulated by vaccines or mitogens.


[image: Figure 3]
FIGURE 3. Increased intrinsic inflammation in splenic B cells from P2KO vs. WT mice. (A) B cells isolated from the spleens of young and old WT and P2KO mice (6 mice/group) by magnetic sorting were left unstimulated. The mRNA was extracted from the unstimulated B cells and qPCR performed to evaluate mRNA expression of TNF-α and IL-6. Results show qPCR values (2−ΔΔCt). Mean comparisons between groups were performed by two-way ANOVA followed by Bonferroni's multiple comparisons test *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001. (B) Correlation of TNF-α (top) and IL-6 (bottom) mRNA expression with in vivo influenza vaccine antibody response. Pearson's r and p-values are at the bottom of the figure. (C) Correlation of TNF-α (top) and IL-6 (bottom) expression with in vitro class switch measured by mRNA expression of AID after 5 day stimulation with LPS. Pearson's r and p-values are at the bottom of the figure.




Increased Frequencies and Numbers of Pro-inflammatory B Cells in the Spleen of P2KO vs. WT Mice

The above results, showing higher inflammation (TNF-α and IL-6 mRNA expression) in unstimulated B cells from P2KO mice, as compared to WT controls, are supported by the findings of higher frequencies of pro-inflammatory B cell subsets in the spleens of P2KO vs. WT mice, as shown in Figure 4. We previously showed in mice (29) and humans (7) conditions and pro-inflammatory B cell subsets contributing to reduced function in the aged. We measured by flow cytometry the percentages of FO, ABC and MZ B cell subsets in the spleens of WT and P2KO old mice (the ones with the highest levels of inflammation). Results show significantly reduced frequencies (A) and numbers (B) of the anti-inflammatory FO subset, and significantly increased frequencies and numbers of the pro-inflammatory ABC subset, in the spleens of old P2KO vs. WT mice. No differences in frequencies and numbers of MZ B cells were observed between WT and P2KO mice.
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FIGURE 4. Increased frequencies and numbers of ABCs/pro-inflammatory B cells in the spleen of P2KO vs. WT mice. The spleens of old WT and P2KO mice (10 mice/group) were stained to evaluate frequencies (A) and numbers (B) of FO, ABC and MZ B cell subsets. Results are gated on Live CD45+CD19+AA4.1-CD43- cells to exclude transitional (AA4.1+) and B1 (CD43+) B cells. Mean comparisons between groups were performed by two-way ANOVA followed by Bonferroni's multiple comparisons test. *p < 0.05, **p < 0.01.




No Difference Between WT and P2KO Mice in Fat Measures but Increased Frequencies of ABCs in the VAT of P2KO vs. WT Mice

Fat mass increases with age in mice (30) and humans (30, 31). The increase in fat mass with age is responsible for increased local and systemic levels of pro-inflammatory mediators that are markers of inflammaging (9). Higher fat mass also induces pro-inflammatory B cells and impairs B cell function in old mice (29) and humans (32, 33). Therefore, obesity may be considered a mechanism of aging.

We analyzed the VAT to identify contributors to the phenotypic and functional changes observed in splenic B cells from old P2KO mice as compared to WT controls. Results in Figure 5 show that both mouse weight (A) and epididymal VAT weight (B) are comparable in WT and P2KO mice. The 2 measures are positively correlated (C). Additionally, mouse weight is negatively associated with in vitro class switch, measured by AID mRNA expression in stimulated splenic B cells (D).
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FIGURE 5. Comparable fat measures in P2KO vs. WT mice. Ten pairs of old WT and P2KO mice were sacrificed. Mouse weight and epididymal VAT weight are shown in (A,B), respectively. (C) Correlation between mouse weight and epididymal VAT weight. Pearson's r and p-values are at the bottom of the figure. (D) Correlation between mouse weight and mRNA expression of AID in stimulated splenic B cells after 5 day stimulation with LPS. Pearson's r and p-values are at the bottom of the figure.


To explain the results in D and identify mechanisms responsible for the VAT-driven inflammation leading to the down-regulation of AID, we compared frequencies of ABCs in the VAT of P2KO vs. WT old mice. Results in Figure 6 show that FO B cells significantly decrease in frequencies and numbers, while ABCs significantly increase, in the VAT of old P2KO mice as compared to age-matched WT controls. These results demonstrate that although no significant differences were observed in mouse weight and epididymal VAT weight between P2KO and WT mice, frequencies and numbers of ABCs, the most pro-inflammatory B cell subset, are increased in the VAT of P2KO mice and they contribute to local and systemic inflammation which negatively impacts B cell function.
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FIGURE 6. Increased frequencies and numbers of ABCs/pro-inflammatory B cell subsets in the SVF of P2KO vs. WT mice. The SVF from the VAT of old WT and P2KO mice (10 mice/group) were stained to evaluate frequencies (A) and numbers (B) of FO, ABC, and MZ B cell subsets. Results are gated as in Figure 4. Mean comparisons between groups were performed by two-way ANOVA followed by Bonferroni's multiple comparisons test. *p < 0.05, **p < 0.01.




Increased Differentiation of ABCs in the VAT of P2KO vs. WT Mice

To understand if ABC frequencies in the VAT of P2KO mice increase as a consequence of increased differentiation of ABCs, we performed the following experiment in which we evaluated the ability of adipocytes to induce ABCs. We co-cultured in transwells adipocytes from the VAT of WT or P2KO old mice with splenic B cells from WT mice. These experiments were performed in the absence of any exogenous stimulation. Results in Figure 7 show that co-culture of 72 hrs significantly changed the relative percentages of the B cell subsets, leading to a significant increase in ABC percentages, similar to what we have observed in the VAT (Figure 6). The reason why the co-culture of WT adipocytes and splenic B cells also changes the relative proportions of FO and ABC (reducing FO and increasing ABC percentages) is because WT adipocytes are also inflammatory, although not as much as P2KO adipocytes.


[image: Figure 7]
FIGURE 7. Increased frequencies of ABCs in the VAT of P2KO vs. WT mice. B cells from the spleen of old WT mice were stained as in Figure 4 and frequencies of FO, ABC, MZ were evaluated. Adipocytes were isolated from the VAT of WT and P2KO old mice and cultured for 72 h in transwells with the splenic B cells of old WT mice. After this time, B cells were stained as indicated above and the frequencies of B cell subsets measured by flow cytometry. Results are representative of four independent experiments.


To further confirm that FO do not decrease because they die but because they differentiate into ABCs, as we have previously shown in C57BL/6 mice (29), we co-cultured adipocytes from P2KO old mice with sorted splenic FO B cells from the same mice and we compared gene expression profiles of these FO B cells before and after 72 h in transwell. We measured Prdm1 (Blimp-1), a marker up-regulated in ABCs vs. FO, as we (29) and others (34) have previously shown. Results in Figure 8 show that the co-culture with adipocytes induced differentiation of FO B cells into ABCs, as splenic FO B cells acquired markers typical of ABCs. It is relevant to note that adipocyte-driven ABC differentiation occurred in the absence of any exogenous (antigen/mitogen) stimulation. This culture condition is different from that in which FO are stimulated with antigens/mitogens in vitro to generate Prdm1 (Blimp-1) expressing plasma cells.
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FIGURE 8. Splenic FO B cells co-cultured with P2KO adipocytes show markers of ABCs. FO B cells sorted from the spleen of P2KO old mice were co-cultured with adipocytes from the same old mice. RNA was extracted before and after 72 h in transwell and expression of Prdm1 was evaluated by qPCR. Results show qPCR values (2−ΔΔCt). Mean comparisons between groups were performed by paired Student's t-test (two-tailed). **p < 0.01.




Adipocytes From P2KO Mice Are More Inflammatory Than Those From WT Mice

We then compared the inflammatory profile of adipocytes from the VAT of WT and P2KO mice, which is responsible for the recruitment of inflammatory B cell subsets to the VAT and for their differentiation. We measured in particular RNA expression of pro-inflammatory cytokines (TNF-α, IL-6) and chemokines (CXCL10, CCL2, CCL5). Results in Figure 9 show significantly higher expression levels of the RNA for pro-inflammatory cytokines (A) and chemokines (B) in adipocytes from P2KO mice as compared to WT controls. In the PCA analysis (C) we show distinct clustering of the 2 groups of adipocytes.
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FIGURE 9. Adipocytes from P2KO mice are more inflammatory than those from WT mice. Adipocytes were isolated from the VAT of WT and P2KO old mice, sonicated for cell disruption in the presence of TRIzol to separate the soluble fraction from lipids and cell debris. Results show qPCR values (2−ΔΔCt) of TNF-α and IL-6 (A), CXCL10, CCL2, and CCL5 (B) RNA expression. Mean comparisons between groups were performed by Student's t-test (two-tailed). **p < 0.01, ***p < 0.001. (C) PCA analysis with the axes showing the percentage of variation explained by PC1 and PC2. Each symbol corresponds to one mouse.





DISCUSSION

The mouse and human gastrointestinal tracts are colonized by a huge number of microorganisms. Although the gut provides a functional barrier between these microorganisms and the host, translocation of bacteria and/or their products is still occurring even in normal, healthy conditions. Our study is based on the hypothesis that these events of microbial translocation are strongly suspected to lead to the establishment of systemic chronic inflammation, intrinsic B cell inflammation and dysfunctional antibody responses. P2KO mice, lacking the mechanisms to control the proliferation and dissemination of the different microbes, are characterized by higher intrinsic B cell inflammation and more dysfunctional antibody responses as compared to WT controls. This is clearly shown by increased microbial translocation in the serum of P2KO mice as compared to WT controls, which is negatively associated with a protective response against the influenza vaccine. This is to our knowledge the first study evaluating B cell function and antibody responses in mice lacking P2.

Studies in mice have clearly demonstrated that intestinal components also regulate the VAT [reviewed in Tilg and Kaser (35)] and results have shown that gut permeability is increased in obesity (36, 37) leading to the release of LPS in the circulation. LPS, as well as other intestinal antigens, has been shown to be absorbed in the VAT through lipid-driven mechanisms (38, 39).

Based on our previous data in aged mice and humans, we know that the inflammatory status of the individual and of B cells themselves impacts B cell function. Here we show that the ability to generate an in vivo specific antibody response to the influenza vaccine is reduced in P2KO mice as compared to WT controls. The class switch recombination defects at least in part responsible for the reduced in vivo and in vitro antibody responses include the reduced expression of AID and of its transcriptional activators E47 and Pax5. Moreover, splenic unstimulated B cells from P2KO mice make higher levels of TNF-α and IL-6 mRNA than those from WT mice and these negatively correlate with B cell function, measured in vivo by the response to the influenza vaccine and in vitro by AID mRNA expression in stimulated B cell cultures. These results confirm and extend our previously published results showing a negative impact of systemic chronic inflammation on B cell function and antibody production in vivo and in vitro.

This inflammatory status of the splenic B cells is associated with increased frequencies and numbers of the pro-inflammatory B cell subset called ABCs. These cells have been reported to increase in aging and in age-associated inflammatory conditions in both mice (29, 34, 40, 41) and humans (42–46). These cells have a unique transcriptomic phenotype (34) and are characterized by a senescence-associated secretory phenotype responsible for the secretion of several pro-inflammatory markers, including chemokines, cytokines, growth factors and matrix metalloproteinases (47).

ABCs not only increase in the spleens but also in the SVF of the VAT of P2KO mice, despite a lack of increase in mouse weight and fat mass. The reason for us to evaluate the VAT is because with aging the VAT undergoes significant changes in abundance, distribution, cellular composition, endocrine signaling and it has been shown to affect the function of other systems including the immune system. ABCs differentiate in the VAT following interaction with the adipocytes and this occurs more in the VAT of P2KO mice as compared to WT controls. Differentiation of ABCs in the VAT is accompanied by the acquisition of markers typical of this B cell subset and expressed at almost indiscernible levels in FO B cells. We measured Prdm1, the gene coding for Blimp-1, the transcription factor for plasma cells, among others, as the RNA expression of this marker was found 10-fold higher in unstimulated splenic ABCs vs. FO in our previously published study (29). Although the major function of adipocytes is to store excess energy, several recent findings have indicated that the adipocytes are also endocrine cells able to secrete adipokines and several pro-inflammatory molecules that modulate immune cell infiltration, immune cell activation and differentiation. We have preliminary evidence that leptin, the major adipokine secreted by the adipocytes, induces in vitro differentiation of splenic naïve B cells into ABCs secreting IgG2c autoantibodies (data not shown). Experiments currently under way in our laboratory are evaluating other adipocyte-derived molecules that may be involved in B cell differentiation in the VAT.

In conclusion, our results show for the first time that P2KO mice have decreased antibody responses, likely consequent to changes in B cell characteristics/function, chronic systemic inflammation supported by a continuous microbial translocation from the gut which cannot be controlled as these mice lack P2. These results are physiologically relevant for patients, although not frequent, with P2 deficiency who contract infections with intracellular bacteria (48) and therefore may need to be treated to improve their humoral immunity.
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Gastropod Molluscs rely exclusively on the innate immune system to protect from pathogens, defending their embryos through maternally transferred effectors. In this regard, Pomacea snail eggs, in addition to immune defenses, have evolved the perivitellin-2 or PV2 combining two immune proteins into a neurotoxin: a lectin and a pore-forming protein from the Membrane Attack Complex/Perforin (MACPF) family. This binary structure resembles AB-toxins, a group of toxins otherwise restricted to bacteria and plants. Many of these are enterotoxins, leading us to explore this activity in PV2. Enterotoxins found in bacteria and plants act mainly as pore-forming toxins and toxic lectins, respectively. In animals, although both pore-forming proteins and lectins are ubiquitous, no enterotoxins have been reported. Considering that Pomacea snail eggs ingestion induce morpho-physiological changes in the intestinal mucosa of rodents and is cytotoxic to intestinal cells in culture, we seek for the factor causing these effects and identified PmPV2 from Pomacea maculata eggs. We characterized the enterotoxic activity of PmPV2 through in vitro and in vivo assays. We determined that it withstands the gastrointestinal environment and resisted a wide pH range and enzymatic proteolysis. After binding to Caco-2 cells it promoted changes in surface morphology and an increase in membrane roughness. It was also cytotoxic to both epithelial and immune cells from the digestive system of mammals. It induced enterocyte death by a lytic mechanism and disrupted enterocyte monolayers in a dose-dependent manner. Further, after oral administration to mice PmPV2 attached to enterocytes and induced large dose-dependent morphological changes on their small intestine mucosa, reducing the absorptive surface. Additionally, PmPV2 was detected in the Peyer's patches where it activated lymphoid follicles and triggered apoptosis. We also provide evidence that the toxin can traverse the intestinal barrier and induce oral adaptive immunity with evidence of circulating antibody response. As a whole, these results indicate that PmPV2 is a true enterotoxin, a role that has never been reported to lectins or perforin in animals. This extends by convergent evolution the presence of plant- and bacteria-like enterotoxins to animals, thus expanding the diversity of functions of MACPF proteins in nature.
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INTRODUCTION

The innate immune system is a protective line of defense toward foreign organisms present, to some extent, in all multicellular organisms. Mollusks, like all other invertebrates, rely exclusively on the innate immune system, using both cellular and humoral defense lines (1). Among the humoral effectors are reactive oxygen species, lectins, antimicrobial peptides, proteases, protease inhibitors, and pore-forming proteins, many of which are awaiting functional characterizations (2). In addition to protecting the adults, it has been shown that several of these compounds are also maternally transferred to eggs where they would provide immunity to the developing embryos. For instance, recent proteomic studies revealed the presence of many proteins with defensive roles in the egg fluid—referred to as perivitelline fluid (PVF)—of several snail species including Biomphalaria glabrata, Marisa cornuarietis, Pomacea diffusa, P. canaliculata, and P. maculata (3–7). Among these proteins, called perivitellins, an evolutionary novelty arose in the eggs of some Pomacea species, in which two immune effectors, a perforin from the Membrane Attack Complex and Perforin (MACPF) family and a tachylectin, combined and formed a neurotoxin, the perivitellin-2 or PV2 (8, 9). This binary structure is unique among animals and resembles those of bacterial and plant AB toxins, where a ¨B¨-moiety acts as a delivery unit of a toxic ¨A¨-moiety (10, 11). Unlike AB toxins from bacteria or plants, snail PV2 contains a unique arrangement of two AB toxins in a head-to-tail fashion (12). Interestingly, many of these AB toxins, such as the cholera toxin (CT), heat labile toxin (LT), and shiga toxins (Stxs) from bacteria and the type-2 ribosome inactivating proteins (RIPs) from plants, act as enterotoxins (11), an unexplored function in PV2.

Enterotoxins are a group of toxic proteins that target the digestive system. In many bacteria they intervene in pathogenic processes (13, 14) and most of them are cytotoxic to intestinal cells usually by forming pores in the plasma membrane hence known as pore-forming toxins (PFTs) (13, 15, 16). On the other hand, plant enterotoxins are mostly toxic lectins, particularly abundant in seeds, that play a role in the defense against herbivory (17–19). Both bacteria and plant enterotoxins adversely affect gut physiology and/or morphology usually by cytotoxicity on intestinal cells, disruption of the brush border, and changes in the digestive, absorptive, protective or secretory functions, that could eventually lead to death (14, 17, 19). Moreover, some bacterial enterotoxins elicit inflammatory processes and immune system activation in mammals (14, 15).

Remarkably, no enterotoxins have been reported in animals, although both pore-forming proteins and lectins are widely distributed (20, 21). Even more, when these animal proteins act as toxins they always target other systems (8, 9, 21, 22). This lack of enterotoxins is surprising given that plant and animal embryos are often exposed to similar selective pressures by predators and pathogens alike. However, recent studies in Pomacea snails have reported egg defensive compounds targeting the digestive system suggesting the presence of enterotoxins. For instance, ingestion of P. canaliculata PVF decreases rat growth rate, induces morphological changes in the small intestine mucosa, and decreases the absorptive surface in mice and rats (9, 23, 24). This PVF also showed cytotoxic effects on intestinal cells of the Caco-2 line (23). Moreover, the gastrointestinal tract of mice exposed to P. canaliculata PVF increases the permeability of the digestive barrier (24). Although the compounds responsible of these enterotoxic effects were unknown, some perivitellins with non-toxic defensive properties targeting the digestive system were isolated from Pomacea eggs such as protease inhibitors and non-digestible storage proteins (24–28). However, as PV2 is a toxin with the same structural domains as plant and bacteria enterotoxins, we wondered if it would be responsible for the enterotoxic effects observed for the Pomacea PVF.

Thus, the aim of this work was to evaluate the enterotoxic capacity of PmPV2. Using in vitro and in vivo approaches, we evaluated the ability of PmPV2 to resist enzymatic proteolysis and extreme pH, as well as its cytotoxicity, capacity to bind to intestinal cells, disrupt cell monolayers, cause morphological changes and traverse the intestinal barrier inducing adaptive immunity via oral. We found that PmPV2 was able to withstand a wide range of pHs and gastrointestinal proteases both in vitro and in vivo. Then, it binds to enterocytes which is followed by necrosis. Mice fed with the toxin showed strong morphological changes in their small intestine and a reduction of the absorptive surface. Additionally, PmPV2 was detected in the Peyer's patches where it induced cell apoptosis. PmPV2 triggered oral immunization indicating it can reach the circulatory system. All these results provide the first evidence that PmPV2, an animal PFT, besides neurotoxicity, exerts enterotoxicity when ingested further potentiating the multiple defenses of Pomacea eggs.



RESULTS

Stability at Physiologically Relevant PHs and Gastrointestinal Environments

A selective pressure faced by a defensive egg protein when ingested by a predator is the gastrointestinal tract pH and proteases. Therefore, stability of PmPV2 in a wide range of pH was analyzed by fluorescence, small angle X-ray scattering (SAXS) and circular dichroism (CD) spectroscopies. Fluorescence spectra did not change significantly between pH 4.0–10.0, while a change in emission spectra at extreme pH values, 2.0 and 12.0, was observed (Figure 1A). Likewise, SAXS analysis showed no significant changes in gyration radius (Rg) between pH 6.0 and 10.0 and protein denaturation was only evident at extreme pH values (Figure 1B). However, Rg increased from 53.7 nm (at pH 6.0) to 67.0 nm (at pH 4.0), together with its maximum intramolecular distance (Dmax), which went from 108 to 134 nm, at pH 6.0 and 4.0, respectively (Figure S1); molecular mass only increased slightly (Figure S1), indicating the protein expanded without oligomerization or aggregation. Far-UV CD spectra region showed structural stability in the pH range 4.0–8.0 (Figure 1C). These results indicate remarkable structural stability of the protein in a wide range of pH values and an expansion event at pH 4.0.


[image: Figure 1]
FIGURE 1. PmPV2 is structurally stable in a wide range of pH and resists in vitro gastrointestinal digestion. (A–C) PmPV2 stability at different pH values. Stability was measured following the changes in: (A) Trp environment from pH 2.0 to pH 12.0, depicted as center of mass (CM) and fluorescence intensity at 280 nm (I280); (B) gyration radii (Rg) obtained by SAXS; (C) secondary structure by CD spectra in the far-UV region at pH 4.0 (solid line), pH 6.0 (dashed line) and pH 8.0 (dotted line). (D) Gastric phase (a). PmPV2 exposed for 0, 60 and 120 min to pepsin at pH 2.5. MWs: molecular weight standard (kDa); Duodenal phase (b). PmPV2 exposed for 0, 60, and 120 min to trypsin at pH 8.5 after 120 min of gastric phase. Positive control (C+): BSA with enzyme, negative control (C–): BSA without enzyme.


In addition, the susceptibility of PmPV2 to protease activity in silico and in vitro was also evaluated. In silico digestion showed that both PmPV2 subunits have putative cleavage sites for both pepsin and trypsin, indicating it is potentially susceptible to proteases. In particular, pepsin has 48 and 23 cleavage sites for the heavy (PmPV2-67) and light subunit (PmPV-31), respectively, while trypsin has 151 cleavage sites in PmPV2-67 and 76 in PmPV2-31. However, in vitro digestion assay showed that PmPV2 was able to withstand both gastric and duodenal phases with only minor protein degradation in the latter (Figure 1D). This result agreed with the immunodetection of PmPV2 attached to intestinal mucosae after oral administration to mice (see below).



Binding to Intestinal Cells and Effects on Cell Morphology and Small Intestinal Mucosa

Toxins that enter the predator's body by ingestion have first to bind to epithelial cells to be internalized to reach its target or exert its functions. In this regard, we analyzed PmPV2 binding to Caco-2 cells and enterocytes from the small intestine mucosa. Whereas, Caco-2 cells treated with Alexa-BSA showed no label (Figure 2A), after the incubation with Alexa-labeled PmPV2 the surface of some of these cells was marked, indicating that the toxin attaches to the cell membrane, particularly to round-shaped and partially detached cells (Figure 2B). These morphological changes were presumably caused by the toxin since the cells that remained attached to the surface showed mild or no labeling. Accordingly, most Caco-2 cells treated with BSA remained attached and conserved a flat shape (Figure 2C) whereas PmPV2-treated cells showed an increased level of detached, rounded-shape cells (Figure 2D). In the same way, PmPV2 was immunodetected bound to the enterocyte surface of small intestine (Figures 2E,F), indicating that the toxin withstands gastrointestinal digestion in vivo and reaches the small intestine in an active form.


[image: Figure 2]
FIGURE 2. PmPV2 binds to intestinal cells. (A,B) PmPV2 binding to intestinal cells in culture. Caco-2 cells were incubated for 1 h with Alexa-488 labeled BSA as control (A) or with PmPV2 (B). PmPV2 attached to cell surface is highlighted with arrowheads. Bar 25 μm. (C,D) Same sections of BSA (C) and PmPV2 (D) treatments shown in A and B under bright field. Bar 25 μm. (E,F) Immunolocalization of PmPV2 at brush border intestinal mucosae of mice fed on a diet without (E) and with (F) 400 μg PmPV2 (PmPV2 location appears as yellowish regions). Bar 50 μm.


After having determined that PmPV2 binds to intestinal cell surfaces, we evaluated its effects on cell morphology and small intestinal mucosa. The alterations of Caco-2 cells were evaluated by quantifying changes on their surface with AFM. Whereas control cells were oval-shaped, with a maximum diameter of ~35 μm and well-defined cell limits (Figure 3A), cells exposed to PmPV2 showed irregular form, granulated aspect and diffuse cell limits (Figure 3B). Additionally, small rounded structures of ~1.8 μm of an unknown nature were observed on treated cells. Under greater magnification cell membranes showed a more homogeneous surface in control cells (Figure 3C) than in treated cells (Figure 3D). An important increase in membrane roughness was observed in PmPV2-treated cells: Roughness of 25 μm2 sections was 40% higher in treated than in control cells as reflected in their Rq and Ra parameters (Figures 3E,F), while the ISAD increased ~200% in treated cells (Figure 2F).


[image: Figure 3]
FIGURE 3. PmPV2 affects Caco-2 and small intestine morphology. (A–D) AFM images obtained in tapping topography. Gross morphology of control cells (A,C) and PmPV2-treated Caco-2 cells (B,D) (A,B: 45 × 45 μm2, C,D: 15 × 15 μm2). Ring-like structures are highlighted with arrows. (E) 3D AFM topography images of control and PmPV2-treated Caco-2 cells at 10 x 10 μm2 showing cell surface details. (F) Ra, Rg and Image Surface Area Difference values for control and PmPV2-treated Caco-2 cells. (G–I) Intestinal sections stained with HE of control mice (G) and mice treated with one (H) or four (I) doses of 400 μg of PmPV2. Inset: tongue-like fused villi (asterisks). (J–L) Intestinal sections stained with PAS. Globet cells are positively stained (some highlighted with arrowheads) in both control mice (J) and mice treated with one (K) and four (L) doses of 400 μg of PmPV2 each. Bars 100 μm.


In addition to cell-level alterations, oral administration of PmPV2 caused notable morphological changes in the small intestinal mucosae of mice (Figures 3G–L). In comparison with control animals (Figure 3G), treated mice showed shortening and widening of villi, which were already evident after one dose of PmPV2 (Figure 3H) and even more evident in animals receiving four doses (Figure 3I). In the latter group, fused “tongue-like” villi were also observed. Besides, duodenal mucosae of treated animals showed a higher number of goblet cells (Figures 3K–L) than that of the control group (Figure 3J).

We calculated the effect of PmPV2 on the absorptive surface using the parameter of Kisielinski et al. (29). Control groups have a mucosal-to-serosal amplification ratio (M) of 14.5 ± 1.5 (mean ± SD). Mice treated with PmPV2 showed a decrease of this ratio with a reduction of 10 and 12% in animals fed with one dose (M = 13.11 ± 1.66) and four doses (M = 12.82 ± 1.62), respectively (1 dose of PmPV2: P < 0.001; 4 doses of PmPV2: P < 0.0001, vs. control mice).



Cytotoxicity and Cell Monolayer Disruption

We tested the effect of PmPV2 on cultured intestinal absorptive cells and intestinal cell monolayers, which the toxin would encounter when ingested by a predator. For this, we tested Caco-2 cells, widely used as a model of the intestinal epithelia that we knew showed reduced viability when exposed to P. canaliculata PVF (23). These cells were much affected by the PmPV2 toxin in a dose-dependent manner, with 0.11 mg/mL PmPV2 inducing 80% of cell death after 24 h (Figure 4A). The effect of PmPV2 on Caco-2 cells was also analyzed measuring its capacity to alter differentiated cells in a highly attached monolayer by measuring the transepitelial electric resistance (TEER) at three toxin concentrations (Figure 4B). Cell monolayers exposed to PmPV2 showed a decrease in TEER in <1 h at the highest toxin concentration (2 g/L). At the intermediate concentration (0.2 g/L), the TEER showed a progressive decrease between 3 and 10 h; after 10 h the lower TEER value was sustained until the end of the experiment. The lowest toxin concentration (0.02 g/L) showed no effect on TEER within the duration of the experiment. Together these results pointed out that PmPV2 is responsible for the effect of snail eggs on digestive cells.


[image: Figure 4]
FIGURE 4. PmPV2 is toxic to Caco-2 cells and disrupts enterocyte monolayers. (A) Cytotoxic effect of PmPV2 on Caco-2 cells evaluated using MTT assay. (B) Capacity of PmPV2 to disrupt a enterocyte monolayers (TEER assay) at three concentrations. Results are expressed as Mean ± SEM of three replicates. *P<0.05, **P < 0.01, ***P <0.001. (C) Flow cytometry analysis showing type of cell death caused by PmPV2. Cells were doubly-labeled with anexin V-FICT/propidium iodide (PI), without (control, blue box) and with 0.05 mg/mL PmPV2 (orange box) at 0.5, 1, 3, 12 and 24 h. Viable cells: FICT−/PI−; Apoptotic cells: FICT+/PI−; Necrotic cells: FICT−/PI+ and FICT+/PI+. (D) percentage of apoptotic (dashed line) and necrotic (full line) cells obtained in (C). Blue lines: control; orange lines: treated with PmPV2.


We, therefore, analyzed whether cell death was caused by lytic or non-lytic mechanisms (i.e., necrosis or apoptosis). To evaluate the toxic mechanism, cells with or without treatment with PmPV2 were analyzed by flow cytometry and changes in cell populations were quantified. The control group showed a basal level of apoptotic cells (<2%) and necrotic cells (around 35%), while most cells remained viable (Figures 4C,D). PmPV2 exposed group showed an increase in necrotic cells with the concomitant decrease in viable cells, while the apoptotic cell population showed no significant changes (Figures 4C,D). In PmPV2-treated cells, necrotic cell population showed two subpopulations of high and low propidium iodide labeling intensities (Figure 4C). Necrotic cells were evident after 30 min of exposure and 50% of lethality was reached in ~70 min (Figure 4D). In any case, apoptotic cells were always below 2%.



Fate and Internalization in the Intestinal Mucosa

As the content and proportion of gut proteases differ among organs and species, the ability of PmPV2 to withstand proteolytic activity in vivo was standardized using BSA as a control. In agreement with the in vitro resistance of PmPV2 to proteases, after oral administration at 2 and 6 h, higher amounts of PmPV2 were detected in the small intestine (2 h: P < 0.0001 6 h: P = 0.0291 vs. BSA-administered mice). Moreover, at 2 and 6 h the ratio of PmPV2:BSA was 2.84 and 4.95, respectively, while at 8 h, only a slight difference in the amount of PmPV2 vs. BSA was observed (Figure 5A).


[image: Figure 5]
FIGURE 5. PmPV2 fate, internalization and immune response after oral ingestion in mice. (A,B) Fate and internalization of fluorescently-labeled PmPV2 in mice intestine (A) and Peyer's patches (B) at different times after ingestion. Results are expressed as the Mean ± SEM of A.U./effi.mol (n = 3) and are representative of two independent experiments. Right panels: PmPV2:BSA ratio of values from left panel. *P<0.05; **P<0.01. (C,D) Peyer's patches of control mouse (C) and PmPV2-treated mouse (D). Cumuli of apoptotic cells are highlighted with arrows. Bar 100 μm. Insets: IHC using mouse IgG anti-Caspase 3 antibodies (1:200). Mice treated with PmPV2 showed positive reaction; Caspase-3 location appears as yellowish regions. Apoptotic bodies were also evident in treated mice (red circle). Bar 50 μm. (E,F) Mice oral immunization against PmPV2. (E) Dot blot analysis of sera from mice gavaged with PBS (Control) or with 800 μg PmPV2 (PmPV2). (F) Effect of lethal (1 mg) i.p. dosis of PmPV2 on control and immunized mice survival (n = 3). Please note graph does not include error bars because all of the three immunized animals survived and all of the three control animals died after the intraperitoneal injection.


To understand the cytotoxic effect and the mechanism of entry of PmPV2, we studied whether internalization was occurring on inductive sites of the intestinal mucosa, the Peyer's patches (PPs). Interestingly, 2 h after inoculation a high amount of PmPV2 was detected in PPs (P = 0.027 vs. BSA administered mice), while at 6 h a non-significant increase was observed. As in the small intestine experiment, the PmPV2:BSA ratio was 3.6 and 7.8 at 2 and 6 h after administration, respectively, indicating that at these time periods a significant amount of PmPV2 was internalized in PPs (Figure 5B). In concordance with this latter result, PmPV2 effects on PPs in vivo were observed. Whereas, control animals showed regular, non-reactive lymphoid follicles (Figure 5C), treated animals had lymphoid follicles with pallid germinal center indicating induction of immune reaction (Figure 5D). In these secondary lymphoid follicles, cumuli of apoptotic bodies reactive to caspase-3 antibodies were observed (Figure 5D,inset), indicating that PmPV2 could also be toxic through apoptosis in some cell populations.



Oral Immunization

In agreement with PmPV2 internalization and detection in lymphoid follicles of the PPs, anti-PmPV2 IgG was detected in the sera of mice gavaged with 0.8 mg of PmPV2 (Figure 5E). Further, all the immunized mice survived to an i.p. injection of 1 mg of PmPV2 which is about 200% of its reported LD50 without any signs of intoxication (Figure 5F). Control groups showed no reaction to IgG detection and, when injected with PmPV2, all of the neurological signs previously reported were observed and all mice died after 48 h.




DISCUSSION

Eggs are usually an unattended life-cycle stage in gastropods and depend entirely on the defensive compounds maternally transferred that ensure embryos normal development and protection against pathogens. Notably, two distinctive immune-related polypeptides were found in the eggs of two Pomacea species, P. canaliculata and P. maculata: a tachylectin (PV2-31) and a MACPF-containing protein (PV2-67) (4, 5), which are combined into the perivitellin PV2 complex (8, 9). Comparative genomic analysis together with expression patterns and proteomic validation showed that although these lectin and MACPF are present in the genomes of four species of the family, as well as in the genomes of other Mollusks, only in Pomacea these two proteins experienced extensive gene expansion by tandem duplication and neofunctionalization into the PV2 complex, which is expressed as such only in an accessory gland of females and transferred to eggs (30). Although the immune role of these two proteins are largely unexplored in snails, a PV2-67-like protein found in the kidney of the snail Littorina littorea showed overexpression when infected with a trematode parasite (31), indicating a putative immune function in the common ancestor of mollusks MACPF (12). In addition to their immune role, another prominent role of animal MACPFs is in the embryonic development of several organisms, ranging from sea urchins to mammals (32). Similar to those proteins PmPV2 is maternally transferred to the eggs, where it is massively accumulated during the early developing stages, before the embryo consumes it (33). However, PV2 structure lacks some key structural features described in developmental MACPFs, such as absence of ancillary domains and shorter TMH1 (12, 32). Finally, a less-extended group of animal MACPFs also act as toxins such as those from some cnidarians and the stone fish, where they play a role in prey capture (22, 34). The co-option of PV2 into Pomacea eggs and its neurotoxicity to mice locates it within the group of MACPF toxins, although here it plays a defensive role against terrestrial predators (30). The novelty found in this work is that PV2 also exerts enterotoxic effects, a role never ascribed to MACPFs.

These Pomacea eggs have also other biochemical defenses targeting the digestive system, notably perivitellins that lower the nutritional value (i.e., antinutritive or indigestible) and others with antidigestive properties (i.e., digestive enzyme inhibitors) (9, 23, 27, 28, 35, 36). These noxious proteins, advertised by a warning (aposematic) pink-reddish coloration, seems to be an effective passive defense system since eggs have virtually no predators, except for the fire ant, Solenopsis geminata (37). Here we report a novel enterotoxic role for PV2, previously described as a neurotoxin (8).

Akin to other perivitellins, we found that PmPV2 is highly stable at pH values ranging from 4.0 to 10.0, a range that includes most digestive system environments of animals (38, 39). The increases in Rg and Dmax without changes in mass or secondary structure observed at pH 4.0 may be explained as a partial quaternary unfolding of some protein domains; a behavior already documented on model proteins like BSA using SAXS (40). In this regard, several reports in other pore-forming proteins (PFPs) suggest that the acidic microenvironment found at the membrane vicinity partially denatures the pore-forming domain to a more flexible state, leading to the conformational changes needed for membrane insertion (41–45). Moreover, it is worth to mention that the small intestine of mice has an acidic pH (<5.2) relatively close to this experimental condition (46). However, whether these structural changes associated with pH are related with the PmPV2 function needs to be confirmed. We also demonstrate that it is resistant to the proteolytic activity of common digestive enzymes in vitro, and to gastrointestinal tract enzymes in vivo (see below), indicating that it is refractive to digestion and assimilation by predators. The non-digestible property of PV2, not only contributes to lower the nutritional value of eggs for a predator, but also allows PV2 to reach its intestinal tract in an active form to exert its toxic effect. The effects of the purified toxin on the gut are similar to those reported for diets supplemented with P. canaliculata PVF (23, 24), indicating that the PV2s are responsible, at least of some of the reported gut alterations. After reaching the intestinal lumen, oral toxins must either traverse the intestinal barrier to reach their target cells or exert its toxicity on the gut. In this regard, we provide evidence that PmPV2 does both. First it binds to intestinal cells and then induces strong morphological changes and cell detachment in a similar way as bacteria Cholera toxins (CT), Shiga toxins (Stxs) and heat-labile (LT) enterotoxins do (47). Then PmPV2 has a cytotoxic effect triggered by its structural components, because, like the above-mentioned bacterial toxins (10, 11, 13), PV2s have an AB-toxin structure, with a ¨B¨ lectin unit that delivers a toxic MACPF ¨A¨ module to the target cell (9, 12). Among the morphological changes that PmPV2 causes on Caco-2 cells, a notorious increase in plasma membrane roughness was observed by AFM. According to the bibliography, this increase could be due to three main reasons: (1) the formation of holes produced by the insertion of protein molecules into the membrane, as was observed for this and other PFPs (12, 48); (2) membrane vesiculation during protein internalization, a process commonly observed in AB toxins (10, 11, 49); (3) membrane and cytoskeleton reorganization as usually displayed by host cells in response to membrane damage (50–52). Further analyses are needed to confirm which of these processes -alone or combined- are triggered by PV2 toxins.

The ability of PmPV2 to bind to and kill enterocytes suggested a putative enterotoxic role for this toxin. Cytotoxic enterotoxins kill target cells through either lytic or non-lytic mechanisms by inducing necrosis or apoptosis, respectively (13, 47). Here, we demonstrate that PmPV2 triggers necrosis in Caco-2 cells, the same cell death pathway reported for bacterial pore-forming toxins such as alpha hemolysin (HlyA), staphylococcal alpha-toxin, pneumolysin, streptolysin-O and leukotoxin PFTs (15, 53). Interestingly, cells treated with PmPV2 showed two subpopulations of necrotic cells, which can be interpreted as different stages of cell damage. It has been reported that permeated living cells -which become transiently defective before total loss of the ability to exclude the dye- showed moderate labeling in comparison to the intensive labeling of dead cells (54). Besides necrosis, when using a rodent as a predator model, apoptotic bodies were also observed in lymphoid follicles after incorporation of the toxin indicating that another toxic mechanism is also present, an observation that requires future research to clarify.

In the present work, we were also able to detect orally ingested PmPV2 attached to the enterocyte glycocalyx of small intestine, indicating that the toxin reaches the intestinal mucosa in an active form. Binding to the mucosal surface may further protect this egg toxin from luminal digestive proteases as reported for plant enterotoxins (19). After binding, PmPV2 induced strong morphophysiological changes in the small intestine mucosa in <24 h. Several of these effects resemble those caused by plant seed dietary lectins, where toxicity is mainly attributed to interference with the digestive process and to anatomic abnormalities after binding to cell surface glycans on enterocytes (55, 56). We also demonstrate that PmPV2 not only causes morphological changes but also increases the permeability of enterocyte monolayers, indicating that it is able to disrupt the intestinal barrier. This provides an explanation of previous reports showing that oral administration of P. canaliculata PVF induced an increase of total absorption rate affecting both paracellular (i.e., between enterocytes) and transcellular (i.e., through enterocytes) pathways (24). This increased intestinal permeability may generate an uncontrolled income of dietary macromolecules (57, 58) further contributing to PV2 toxicity. Besides, the presence of high amounts of PmPV2 in the Peyer's patches suggests that it may also be entering the predator's body through a different pathway. Results suggest it may traverse the barrier through M cells, cells involved in the modulation of mucosal and systemic immune responses (59). In fact, lymphoid follicle activation was observed in treated mice. Independently of the mechanism through which PmPV2 traverses the intestinal barrier, ingestion of minute amounts (~0.8 mg) stimulated the immune system of mice. This small amount of PV2 is biologically relevant if we consider that a single egg-clutch contains ~67 mg PV2 (26). The immune response generated by PmPV2 was characterized by the presence of specific IgG antibodies that protected mice from an otherwise lethal injection of PV2, and also by the presence of apoptotic immune cells in the Peyer's patches. Remarkably, a similar response has been described for both invasive bacterial enterotoxins and plant dietary lectins ingested by mice and rats (14, 15, 19, 60, 61), pointing to a convergent mechanism among plant, bacteria, and animals' proteinaceous toxins. The resemblance between Pomacea eggs and plant seed defenses could be understood from an ecological point of view: both seeds and eggs are usually unattended life stages that are often exposed to similar selective pressures by predators and pathogens.

As a whole, these results indicate that PmPV2 not only affects the nervous system but also targets the digestive system. To our knowledge, there is no report of animal toxins with such dual effect. Furthermore, toxins having enterotoxic and neurotoxic activities at the same time were only reported in one bacterium, Stxs from Shigella dysenteriae (62). However, it is notable that the oral administration of PmPV2 did not cause the neurological signs observed when it is intraperitoneally injected. This absence of neurotoxicity through oral administration could be due to many causes still unclear.

Nowadays, there is an increasing biomedical interest on molecules capable of withstanding the harsh gastrointestinal environment and inducing immune responses to be used as adjuvants for oral vaccination (61, 63). Currently, bacterial enterotoxins (like CT from Vibrio cholerae and LT from Escherichia coli) or their attenuated derivatives are mostly used for this purpose (64–66). The results gathered here indicate that PmPV2 is a good candidate to be tested as an adjuvant for oral vaccine design.

It is interesting to recall that other species of the Pomacea genus that lack PV2 enterotoxin have evolved different protective perivitellins such as the lectin PsSC from P. scalaris whose ingestion affects gut morphology but in a non-cytotoxic way (36). This suggests that it is likely that there are still other enterotoxic compounds yet to be discovered within the well-protected eggs of this rapidly diversifying group.



CONCLUSION

Avoiding attack is essential for survival and, under this selective pressure organisms have evolved a plethora of mechanisms to deter predators. In this study we unveiled part of the multiple defenses of Pomacea snails that suggest that the cooption of new functions in immune related egg proteins confer an advantage for survival and, even, diversification and spread of this highly invasive species.

By combining a lectin and a pore-forming protein, Pomacea PV2s have acquired enterotoxic properties, a role that has never been ascribed to lectins or perforin protein families in animals. This is also the first example of a eukaryotic toxin having both neuro- and enterotoxic activities. Finally, this work provides the first description of a true animal enterotoxin, extending by convergent evolution the presence of plant- and bacteria-like enterotoxins to unattended reproductive stages in animals and expanding the varied roles of MACPF in nature.



METHODS

Purification and Fluorescent Labeling of PmPV2

PmPV2 was purified from newly laid P. maculata egg clutches as previously described (8). Total protein was quantified following the method of Lowry et al. (67) using a standard curve prepared with bovine serum albumin (BSA) (Sigma-Aldrich, St. Louis, MO, USA). The protein was labeled using the Alexa Fluor 488 Protein Labeling Kit (Life Technologies-Molecular Probes, Eugine, OR, USA) following manufacturer instructions. Labeled BSA (Life Technologies-Molecular Probes, Eugine, OR, USA) was employed as negative control.



Cell Culture

For experimental analysis, we used the Caco-2 line of human colorectal adenocarcinoma cells, commonly used as a model of intestinal physiology and toxicology (68). Caco-2 cells were cultured in Dulbecco's modified Eagle's medium (DMEM) with 0.45% (w/v) D-glucose and supplemented with 10% (v/v) newborn calf serum, penicillin/streptomycin, amino acids and vitamins (Life Technologies-Invitrogen, Gaithersburg, MD, USA). Cells were cultured at 37°C in a humidified atmosphere of 5% CO2. The culture medium was replaced every 2 days. After reaching 95% confluence, cells were subcultured by trypsinization. Cell viability was checked by trypan blue exclusion assay (69). Passages from 80 to 105 were used, with a window no higher than 10 passages within each experiment. All experiments were conducted with a confluence of cells above 90%.



Mice

BALB/c AnN mice, Mus musculus Linnaeus, 1758 (body mas = 20.2 ± 1.7 g), were obtained from the Experimental Animals Laboratory of the School of Veterinary Science, UNLP. All experiments were performed in accordance with the Guide for the Care and Use of Laboratory Animals (70) and were approved by the Comité Institucional de Cuidado y Uso de Animales de Experimentación (CICUAL) of the School of Medicine, UNLP (Assurance No. P08-01-2013).



PmPV2 Resistance to in silico and in vitro Gastrointestinal Digestion

Before the in vitro assay, we analyzed the protein digestibility in silico using the amino acid sequences of both PmPV2 subunits already published (5). The number of putative cleavage sites of pepsin and trypsin was determined using the PeptideCutter server (https://web.expasy.org/peptide_cutter/) (71).


Gastric Phase

A simulated gastrointestinal digestion of PmPV2 was performed using the method described by Moreno et al. (72) with some modifications (9, 27). Briefly, PmPV2 in Mili-Q water was dissolved in simulated gastric fluid (0.15 M NaCl, pH 2.5) to a final concentration of 0.5 μg/μL. The gastric phase was conducted at 37°C in the presence of porcine pepsin (Sigma-Aldrich) at an enzyme:substrate ratio of 1:20 (w/w). Aliquots of 5 μg protein were taken at 0, 60 and 120 min after the addition of the pepsin. The reaction was stopped by increasing the pH with 150 mM Tris-HCl buffer pH 8.5.



Intestinal Phase

For in vitro duodenal digestion, 100 μL of the 120 min gastric digest was used as starting material. The pH of the digests was adjusted to 8.5 with 0.1 M NaOH and the following were added: 22.8 μL of 0.15 M Tris/HCl buffer (pH 8.5) and 4.17 μL of 0.25 M sodium taurocholate (Sigma-Aldrich) solution. The simulated duodenal digestion was conducted at 37°C using bovine pancreas trypsin (Sigma-Aldrich) at an enzyme:substrate ratio of 1:2.8 (w/w). Aliquots were taken at 0, 60, and 120 min.



Electrophoretic Analysis

Samples taken from both gastric and duodenal phases were immediately boiled for 10 min in SDS electrophoresis buffer with β-mercaptoethanol (4%) and analyzed by SDS-PAGE using 4–20% gradient gels prepared following the Laemmli (73) method. Gels were stained with Coomassie Brilliant Blue G-250 (Sigma-Aldrich). BSA (Sigma-Aldrich) in the presence and in absence of enzymes was used as positive and negative controls, respectively.




Structural Stability Against pH

Structural stability against pH was determined in PmPV2 (65 μg/mL) at pH values ranging from 2.0 to 12.0. Buffers of the desired pH were prepared using sodium phosphate salts and citric acid buffers (74). After overnight incubation, samples were analyzed by fluorescence spectroscopy, CD, and SAXS as follows.


Fluorescence

Fluorescence emission spectra of PmPV2 (65 μg/mL) in PBS buffer (1.5 mM NaH2PO4, 8.1 mM Na2HPO4, 140 mM NaCl, 2.7 mM KCl, pH 7,4) were recorded in scanning mode in a Perkin-Elmer LS55 spectrofluorometer (Norwalk). Protein was exited at 280 nm (4 nm slit) and emission recorded between 275 and 437 nm. Fluorescence measurements were performed in 10 mm optical-path-length quartz-cells. The temperature was controlled at 25 ± 1°C using a circulating-water bath.



Circular Dichroism

Spectra of PmPV2 (70–140 μM) were recorded on a Jasco J-810 spectropolarimeter using quartz cylindrical cuvettes of 1-mm or 10-mm path lengths for the far-UV (200–250 nm) and near-UV (250–310 nm) regions, respectively. Data were converted into molar ellipticity [θ]M (deg.cm2. dmol−1) using a mean residue weight value of 115.5 g/mol for PmPV2.



Small-Angle X-Ray Scattering (SAXS)

Synchrotron SAXS data from solutions of PmPV2 at different pH values (74) were collected on the SAXS2 beamline at the Laboratório Nacional de Luz Sincrotron (Campina, Brazil) using MAR 165 CDD detector at a sample-detector distance of 1.511 m and at a wavelength of λ = 0.155 nm (I(s) vs. s, where s = 4πsinθ/λ, and 2θ is the scattering angle). Protein concentrations ranging between 0.8 and 2 mg/mL were measured at 20°C; BSA (Sigma-Aldritch) was measured as a molecular mass standard. Five successive 300-s frames were collected. The data were normalized to the intensity of the transmitted beam and radially averaged; the scattering of the solvent-blank was subtracted. Radius of gyration (Rg), molecular mass and maximum intraparticle distance (Dmax) were estimated from the final curves using ATSAS 3.0.1 (r12314) (75). Molecular mass was estimated from intensity at s = 0 (I0) of the sample and reference (BSA) calculated by the software.




PmPV2 Interaction With Caco-2 Cells


Binding Assay

Caco-2 cells were seeded on a 24-well plate (Greiner Bio-One, Monroe, NC, USA) and were incubated at 37°C for 48 h. Then, cells were washed twice with PBS (1.5 mM NaH2PO4, 8.1 mM Na2HPO4, 140 mM NaCl, 2.7 mM KCl pH 7.4) and incubated with Alexa488-labeled PmPV2 or BSA in PBS (0.4 mg/mL) for 1 h at 37°C. Cells were observed in an inverted fluorescence microscope (Olympus IX-71).



Effect of PmPV2 on Cell Morphology

Changes in Caco-2 cell morphology and membrane roughness was determined by atomic force microscopy (AFM) following the protocol of Cattaneo et al. (76). Cells were cultured on slide covers and incubated at 37°C for 24 h. Then, the medium was replaced by a PmPV2 solution in DMEM (0.05 μg/μL) and incubated at 37°C for 24 h. After treatment cells were washed twice with PBS and fixed using an ethanol dehydration train (35°, 45°, 55°, 75°, 85°, 96°, and 100°) at room temperature and air-dried (77). Cells were photographed before and after fixation to check any morphological effect due to this step. Six different cell samples (three controls and three treated) were analyzed by AFM in air, using a MultiMode Scanning Probe Microscope (Veeco Instruments Inc., Santa Barbara, CA, USA) coupled with a Nanoscope V controller (Veeco Instruments Inc.). Measurements were obtained with Tapping® mode, using probes doped with silicon nitride (RTESP, Veeco Instruments Inc., with tip nominal radius of 8–12 nm, 271–311 kHz, force constant 20–80 N/m). The typical scan rate was 0.5 Hz. The analysis was performed on either a large area (50 × 50 μm) or a smaller area of the cell surface of 15 × 15 μm2 and 5 × 5 μm2. Membrane roughness was evaluated in 5 × 5 μm2 sections taking into consideration the Ra, Rq and Image Surface Area Difference (ISAD) parameters determined using the Nanoscope Analysis 1.5 software package. The parameter Ra is the arithmetic mean of the deviations in height from the roughness mean value, Rq is the root mean square of the height distribution, and ISAD is the difference between the tridimensional area and the bidimensional area.



Cytotoxicity

The cytotoxic effect of the PmPV2 on enterocytes was evaluated on Caco-2 human colorectal adenocarcinoma cells following the method described in Dreon et al. (23). In brief, once cell cultures reached the desired confluence, 50 μl/well of a 2-fold serial dilution of PmPV2 (0.111 mg/mL) in PBS were added and incubated at 37°C for 24 h. Control wells were prepared with 50 μL/well of PBS. Cell viability was measured using the 3-(4,5-dimethythiazol-2-yl)-2,5-diphenyl tetrazolium bromide (MTT) assay (78), in a microplate Multimode Detector DTX-880 (Beckman Coulter, Inc., CA, USA). Cell viability was expressed as control percentage: % Viability = (OD treated cells/OD control cells) × 100.



Apoptosis vs. Necrosis Assay

Knowing that the PmPV2 was cytotoxic to Caco-2 cells we performed an assay to determine whether the toxin induces apoptosis or necrosis. Caco-2 cells were cultured in 6-well plates (Greiner Bio-One) and incubated at 37°C for 24 h. Then 100 μL of a PBS solution containing 100 μg of PmPV2 was added 24, 12, 3, 1, 0.5, and 0.25 h before trypsinization; 100 μL of PBS buffer was used as control. After harvest, cell suspensions were washed two times and resuspended in binding buffer (10 mM HEPES, 140 mM NaCl, 2.5 mM CaCl2 pH 7.4) at 2 × 106 cells/mL. Next, 5 μL of annexin V-FICT (BD Biosciences, San Jose, CA, USA) and 10 μL of propidium iodide (PI, BD Biosciences) solutions were added to 100 μL of each cell suspension and incubated at room temperature for 15 min in the dark. After adding 300 μL of binding buffer and stirring, cell fluorescence was determined immediately using a BD FACSCalibur flow cytometer (BD Biosciences) and data were analyzed with Flowing Software v. 2.5.1. The percentage of apoptosis was taken as the percentage of only annexin V-positive (FICT+/PI−), the percentage of necrosis was either double-positive (FICT+/PI+) or only PI-positive cells (FICT−/PI+), while percentage of viable cells was double-negative cells (FICT−/PI−).



Transepithelial Electric Resistance (TEER) Assay

A volume of 500 μL of a Caco-2 cell suspension was cultured in 8.4 mm ThinCert transwell system of 0.4-μm pore size (Greiner Bio-One) for 24-well plates. Two milliliters of medium were added to each well. The medium was changed every 2 days in both compartments. Changes in TEER were followed by measuring the culture every 24 h using an EVOM-Epithelial voltohmmeter (World Precision Instruments Inc., Sarasota, FL, USA) until resistance reached a constant value (i.e., the monolayer was completely formed). Then, 100 μL of a 10-fold serial dilution of PmPV2 (2 mg/mL) in PBS was added. TEER was measured at different times within 96 h post-treatment. Data were expressed as percentage of TEER relative to the starting value at 0 h.




PmPV2 Interaction With Mice Intestine


Histological Analysis

Small intestine morphology was analyzed in three groups of treated mice, six animals each (three males and three females). One group was gavaged with a single dose of 300 μL of PBS containing 400 μg (<1% of the amount found in one clutch) of PmPV2 (1-dose group). Another group of mice was gavaged with doses of 300 μL of the same solution every 24 h during 4 days before intestine extraction (4-dose group). The control group (6 mice) received the equivalent volume of PBS. Oral gavage was performed using a winged needle infusion set and was completed within 30 s. Twelve hours after the single or last dose the intestines of the mice were removed and cylindrical tissue samples were fixed and analyzed as previously reported (24). Samples were stained using hematoxylin-eosin or PAS. PmPV2 binding to intestinal mucosae was analyzed by immunohistochemistry (IHC) using rabbit IgG anti-PcPV2 antibodies following previous reports (9). Apoptosis was also detected by IHC using mouse IgG anti-Caspase 3 monoclonal antibodies diluted 1:100 in PBS buffer (Santa Cruz Biotechnologies Inc., Santa Cruz, CA, USA).



Fate and Internalization of PmPV2 in vivo

To evaluate PmPV2 fate and internalization Alexa488-labeled PmPV2 and BSA in PBS were used. Three sets of nine mice (females and males) each were gavaged with (i) PBS, (ii) Alexa488-labeled BSA (75 μg) as control, or (iii) Alexa488-labeled PmPV2 (75 μg). At 2, 6 and 8 h post-administration three mice of each treatment were sacrificed and Peyer's patches (PPs) (9 PPs/mice) and the remaining small intestine (SI) were aseptically removed. SI was homogenized with 5 mL of PBS in a Potter type homogenizer OS-40 Pro (DLAB Scientific Inc., Riverside, CA, USA). Single-cell suspensions were prepared (79) from PPs and washed twice in PBS solution in order to remove extracellular labeled protein. Cell suspensions were resuspended in 5 mL of PBS. Then 100 μL of homogenate or cell suspensions were seeded in 96-well, flat-bottom, black microplate (Corning Inc., Corning, NY, USA) and fluorescence was measured in a microplate reader Multimode Detector DTX-880 (Beckman Coulter Inc., Brea, CA, USA). Arbitrary fluorescence units (A.U.) were corrected by labeling efficiency (effi) and molarity (A.U./effi.mol).




Oral Immunization

Groups of three female mice each were gavaged with two boosters of 100 μL of PBS containing 800 μg of PmPV2 with 19 days between each other; mice gavaged with 100 μL of PBS were used as control (n = 3). Immunization was determined by measuring IgG anti-PmPV2 in serum and by analyzing mice resistance to PmPV2 lethal toxic effect. Three days after the second boost blood was sampled by cheek puncture and serum obtained as previously described (9) and kept at −70°C until used. Spots of 0.05 μg of PmPV2 were pipetted onto nitrocellulose membranes (GE Healthcare-Amersham Biosciences Inc., Piscataway, NJ, USA) and membranes blocked with 5% (w/v) non-fat milk in PBS with 0.05% (v/v) Tween 20 (Anedra S.A., San Fernando, BA, Argentina) (PBST) at 4°C overnight. Then membranes were incubated with anti-sera solutions (1:100) in 3% (w/v) non-fat milk in PBST. After washing 5 times with PBST for 5 min each time, the presence of anti-PmPV2 antibodies was detected using anti-mouse IgG horseradish peroxidase conjugate (1:3,000, Bio-Rad Laboratories Inc., Hercules, CA, USA). Membranes were washed as above and revealed by chemiluminescence. Twelve days after the second boost, mice were intraperitoneally (i.p.) injected with 200 μL of a PBS solution containing 22.4 μg of PmPV2 (i.e., 1 mg/kg), a dose 4 times higher than the reported LD50, 96 h (8). Animals were observed every day for 4 days to check for neurological signs and survival.



Statistical Analysis

Statistical analyses were conducted with GraphPad PRISM v. 5.03 software and results expressed as mean ± 1 SEM. Mucosal-to-serosal amplification ratio (M), TEER and absorption parameters were determined by one-way analysis of variance (one-way ANOVA) with post-hoc Bonferroni's test. The significance level selected to accept difference for all statistical analysis performed was α < 0.05.
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The pore forming Plasmodium Perforin Like Proteins (PPLP), expressed in all stages of the parasite life cycle are critical for completion of the parasite life cycle. The high sequence similarity in the central Membrane Attack Complex/ Perforin (MACPF) domain among PLPs and their distinct functional overlaps define them as lucrative target for developing multi-stage antimalarial therapeutics. Herein, we evaluated the mechanism of Pan-active MACPF Domain (PMD), a centrally located and highly conserved region of PPLPs, and deciphered the inhibitory potential of specifically designed PMD inhibitors. The E. coli expressed rPMD interacts with erythrocyte membrane and form pores of ~10.5 nm height and ~24.3 nm diameter leading to hemoglobin release and dextran uptake. The treatment with PMD induced erythrocytes senescence which can be hypothesized to account for the physiological effect of disseminated PLPs in loss of circulating erythrocytes inducing malaria anemia. The anti-PMD inhibitors effectively blocked intraerythrocytic growth by suppressing invasion and egress processes and protected erythrocytes against rPMD induced senescence. Moreover, these inhibitors also blocked the hepatic stage and transmission stage parasite development suggesting multi-stage, transmission-blocking potential of these inhibitors. Concievably, our study has introduced a novel set of anti-PMD inhibitors with pan-inhibitory activity against all the PPLPs members which can be developed into potent cross-stage antimalarial therapeutics along with erythrocyte senescence protective potential to occlude PPLPs mediated anemia in severe malaria.

Keywords: perforin like proteins, malaria, erythrocyte, anemia, invasion, egress, atomic force microscopy, Raman spectroscopy


INTRODUCTION

Malaria remains a serious global health challenge and major roadblock for the economic growth of the poor and developing economies. The rapid emergence of drug-resistant malaria parasites has exceeded the rate at which anti-malarial therapies are presently being introduced. Though currently available antimalarial therapies target blood-stage to reduce the disease burden, the next-generation therapeutics demands development of drugs with potent cross-stage protection, for complete prevention (WHO, 2018). Therefore, an efficient treatment regimen needs to be both curative and transmission-blocking. In lieu of the same, molecular players performing multiple roles across the life cycle of the malaria parasite would thus serve as ideal targets for developing pan-active therapeutic interventions. In this regard, Plasmodium Perforin like proteins (PPLPs) are excellent candidates in this regard and need to be further characterized.

Perforin like proteins (PLPs) are the eukaryotic pore forming proteins conserved across the apicomplexan parasites, and are the crucial players in the biology of malaria parasite across all the stages of Plasmodium life cycle (Tavares et al., 2014; Alaganan et al., 2017). The genome of Plasmodium spp. encodes for five PPLPs (PPLP1-5) that work in different combinations at different stages of the parasite life cycle, and are indispensable for the parasite growth and survival (Kadota et al., 2004; Ishino et al., 2005; Ecker et al., 2007; Deligianni et al., 2013; Wirth et al., 2014, 2015; Yang et al., 2017). In the liver stage, PPLP1 has a distinct role in the successful establishment of hepatocyte infection (Ishino et al., 2005; Yang et al., 2017). By HA tagging of the PPLP1 locus followed by immunoblotting with HA antibody, Yang et al. could not detect its expression in the blood stage. However, other reports confirm the expression of PPLP1 and PPLP2 in blood-stage schizonts and merozoites using LC-MS/MS (Lasonder et al., 2002; Garg et al., 2013). PPLP1 and PPLP2 are involved in the permeabilization of the host erythrocyte membrane during the egress of malarial parasites (Garg et al., 2013). In the gametocytes, PPLP2 is responsible for the egress of activated gametocytes from the host erythrocytes (Deligianni et al., 2013; Wirth et al., 2014). PPLP3, PPLP4, and PPLP5 are expressed in ookinete and are involved in mosquito midgut traversal to form oocysts (Kadota et al., 2004; Ecker et al., 2007; Wirth et al., 2015). Despite the importance that PPLPs have in the parasite life cycle, no chemotherapeutic interventions have been developed against them. Although single knockout suggests that individually they are not essential for the blood stage, functional knockout of both PfPLP1 and PfPLP2 can better reveal their role. Since the double knockout is a challenging task for malaria parasites, inhibitors can be mimic of functional knockout of PfPLPs. A few reported inhibitors for eukaryotic pore-forming proteins identified till date, mostly exert their effects indirectly through inhibition of protein processing, storage, or secretion from organelles rather than directly inhibiting perforin's function in the target cell (Kataoka et al., 1996a,b). Recently, a few small molecule inhibitors were identified from a high throughput screening which inhibited mouse perforin at sub-micromolar doses (Lena et al., 2008; Spicer et al., 2013). These studies proved motivational for the development of anti-PPLP molecules, which required identification and functional characterization of a common motif of PPLPs that can serve as the universal target for chemotherapeutics.

PPLPs have an N-terminal signal sequence, a central MACPF (membrane attack complex/ perforin) domain, and a C-terminal β-sheet rich domain (Garg et al., 2015). The central MACPF domain is the functional unit of PPLPs containing the characteristic signature motif of eukaryotic pore-forming proteins and two transmembrane helical domains (CH1 and CH2) that exhibit the typical arrangement of alternate hydrophilic and hydrophobic residues and is involved in membrane insertion (Hadders et al., 2007; Pipkin and Lieberman, 2007; Rosado et al., 2007). The C-terminal domain (CTD) is rich in the β-sheet and is involved in membrane binding similar to eukaryotic pore-forming proteins (Voskoboinik et al., 2005). PPLP molecules are initially secreted as monomers that bind to the target cell membrane and oligomerize on its surface to form functional, transmembrane pores (Pipkin and Lieberman, 2007; Baran et al., 2009). The structure of PPLPs remains unsolved, however, recently the crystal structure of a closely related PLP of another apicomplexan parasite Toxoplasma gondii, TgPLP1 was deciphered (Gilbert et al., 2018). The structure of TgPLP1 is similar to the reported eukaryotic pore-forming proteins, but, bulkier than others due to the presence of extra helices that may play roles in pore formation (Gilbert et al., 2018). The structure of PPLPs can now be predicted using TgPLP1 as a template for designing anti-malarial chemotherapeutics.

In this study, using various biochemical, biophysical, and pharmacological evidences, we characterized the pore forming activity of PLPs on erythrocytes. Further, the specifically designed inhibitors could restrict this pore formation, impede the exit/entry of the parasites and also could exert multiple-stage inhibition and rescue the uninfected erythrocytes from death. Together, we highlight the mechanism of pore formation by PPLPs and evaluate their potential for the development of pan-active inhibitors to provide both symptomatic and transmission-blocking cure for malaria.



MATERIALS AND METHODS


Expression and Activity of Recombinant Pan-MACPF Domain 1 (rPMD1) and Recombinant Pan-MACPF Domain 2 (rPMD1)

Codon optimized gene encoding for rPMD1 (Figure S1A) and rPMD2 domain (Figure S1B) were subcloned into bacterial expression vector PET28a (+) and protein expression in E.coli cells was induced with 1 mM isopropyl-β-D-thiogalactoside (IPTG). His-tagged rPMD1 was purified from inclusion bodies while his-tagged rPMD2 was purified from the soluble fraction using Ni-NTA chromatography. The gene encoding for rPLP2 C-terminal domain was subcloned into bacterial expression vector pQE 30. The protein expression in E. coli cells was induced with 1 mM isopropyl-β-D-thiogalactoside (IPTG) and the his-tagged protein was purified from the soluble fraction using Ni-NTA chromatography. The concentration of purified proteins was measured using the BCA estimation kit (Pierce, USA).



Erythrocyte Lysis and Permeabilization Assays

5 × 106 human erythrocytes were incubated with rPMD1 or rPMD2 in lysis buffer for 1 h at 37°C as described previously (Garg et al., 2013). The release of hemoglobin into the supernatant was estimated by measuring absorbance at 405 nm. RBCs incubated in lysis buffer alone or rPPLP2-C-ter protein were taken as the negative control. Maximum hemoglobin release is lysis of 5 × 106 human RBCs in water which is considered as 100% lysis. For the permeabilization assays, lysis was performed in the presence of Rhodamine-phalloidin and 10 kDa FITC-dextran.



Binding and Oligomerization Assays

Binding of rPMD1and rPMD2 to human erythrocytes was performed as described previously (Gaur et al., 2007). Briefly, erythrocytes were incubated with rPMD1 or rPMD2 for 1 h at 4°C and bound proteins were eluted using 1.5 M NaCl and detected by Western blotting. For the oligomerization assay, rPMD1 or rPMD2 was incubated with human erythrocytes for 1 h at 37°C and centrifuged. The oligomerized protein was detected in erythrocyte pellets using Western Blot analysis (Garg et al., 2013).



Modified Cellular Thermal Shift Assay (CETSA)

Interaction between the PMIs with rPMDs was tested using CETSA as described previously (Jafari et al., 2014). Briefly, the rPMDs alone or in combination with the compounds were treated at 4, 60, and 80°C and cooled down followed by centrifugation. The supernatant was analyzed by SDS-PAGE. The band intensities for each of the protein lane was determined using Image J software (NIH, USA) and plotted considering the band intensity of untreated 4°C erythrocytes as maximum (100%).



In vitro Culture of P. falciparum

Laboratory strain of P. falciparum, 3D7 was cultured in RPMI 1640 (Invitrogen, USA) supplemented with 27.2 mg/L hypoxanthine (Sigma Aldrich, USA) and 0.5% Albumax I (Invitrogen, USA) using O+ erythrocytes in mixed gas environment (5% O2, 5% CO2, and 90% N2) as described previously (Trager and Jensen, 1976). Parasites were synchronized by sorbitol selection of rings and percoll selection of schizonts.



HepG2 Cytotoxicity Assay

Human liver hepatocellular carcinoma cell line (HepG2 cells) were cultured in Dulbecco's Modified Eagle's Medium as described previously (Ramu et al., 2017). HepG2 cells were seeded at a density of 30,000 cells per well and allowed to grow overnight. Adhered cells were treated PMIs and kept for 48 h. Cytotoxic effect was assessed using MTT (3-[4,5- dimethylthiazol-2-yl]-2,5-diphenyl tetrazolium bromide) assay (Sigma-Aldrich, USA).



Parasite Growth Inhibition Assay (GIA)

To access the effect of PMIs on parasite growth, synchronized trophozoites were treated with different concentrations of C01 or C02 compounds along with DMSO control at 37°C for one cycle of parasite growth. The smears were prepared after 48 h and stained with Giemsa solution and scored for infection under a light microscope. IC50 was calculated using graph pad prism 8.0 (CA, USA). To access the non-specific effect of PMIs on erythrocytes, erythrocytes were treated with different concentrations of C01 or C02 at 37°C for 3 h and washed with incomplete RPMI. Purified schizonts were added to treated erythrocytes at a hematocrit of 2% and parasitemia of 1.0%. Parasites added to untreated erythrocytes were used as a control. The parasite invasion was scored after 8 h by counting the number of infected erythrocytes in Giemsa (Sigma, USA) stained smears under the light microscope.



Parasite Egress and Invasion Assay

To assess the effect of PMIs on parasite egress, late-stage schizonts [~46 h post-invasion, (hpi)] were diluted to a final hematocrit of 2% and parasitemia of ~10% and treated with different concentrations of C01 and C02 along with DMSO control for 6 h. Subsequently, the erythrocytes were smeared and counted for schizonts as well as rings by staining with Giemsa under the light microscope. Percent Egress was calculated as the fraction of schizonts ruptured in treatment and control during the incubation time as compared with the initial number of schizonts at 0 h, using the formula as described below. Percent Egress was then plotted considering the fraction of schizonts ruptured in control as 100% egress.
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I, initial no. of schizonts; T, no. of schizonts in treatment; C, no. of schizonts in DMSO control.

For scoring invasion, the number of rings formed per egress of schizont was counted and plotted.



Ring and Trophozoites Toxicity Assay

To assess the effect of C01 and C02 on the ring stage, early rings (~6 hpi) at a parasitemia of 1% were treated with different concentrations of PMIs along with DMSO control. All the wells were washed following 6 h and replenished with media and harvested after 48 h. The parasite growth was assessed by fluorimeter using SYBR green (Thermo Fisher Scientific, USA) staining. For trophozoites toxicity assay, early trophozoites instead of rings were taken and a similar protocol was performed.



In vitro Growth Inhibition Assay for Liver-Stage Parasites

The diluted PMI solutions were added to 24-well culture plates (final DMSO concentration was 1%) containing human HepG2 cells seeded a day prior to the experiment and 0.5 ml complete Dulbecco modified Eagle medium (DMEM) containing 10% fetal bovine serum (FBS), together with a cocktail of penicillin, streptomycin and amphotericin. Infection was initiated by adding 10,000 Plasmodium berghei ANKA sporozoites. Infected cultures were then allowed to grow at 37°C in a 5% CO2 atmosphere for 51 h. The culture medium was changed 24 h after infection, and fresh compounds were added at the same concentration as on the previous day, to maintain inhibitor pressure throughout the growth period. At the end of the 51 h incubation period, total RNA was extracted using TrizolTM (Invitrogen, USA) reagent. Reverse transcription from 1 μg RNA was performed using a cDNA synthesis kit (GCC Biotech, India) to obtain cDNA. In a real-time PCR mix (H-eff qPCR mix, GCC Biotech, India) of 20 μl, a cDNA equivalent of 0.1 μg RNA was used. The real-time PCR mix also contained P. berghei 18S rRNA specific primers. Real-time PCR was performed using an Eppendorf Mastercycler realplex4, and the copy numbers were calculated, using the known amount of plasmid standard having the amplification target sequence. Parasite growth inhibition was calculated by dividing the 18S rRNA copy number of the experimental group by that of the untreated control group. The fraction obtained was then converted into % inhibition (with respect to untreated as 100%).



Annexin and Calcium Staining Assays

Erythrocytes were treated with a sublethal concentration of rPMD1 or rPMD2 along with the different concentrations of C01 and C02. The samples were incubated for 48 h at 37°C and 5% CO2. After 48 h, the samples were stained with Annexin-FITC (Life Technologies, USA) and Fluo-4 AM (Life Technologies, USA). The erythrocytes were imaged using a Nikon A1R microscope and also quantified using FACS BD Fortessa (Becton & Dickinson, USA) using Cell Quest software by scoring 100,000 cells per sample. Samples were analyzed using FlowJo software (Tree Star Inc, Ashland) by determining the proportion of FL-2 positive cells in comparison to the stained untreated erythrocytes.



Live-Cell Microscopy and Flow Cytometry for Calcium Influx

The erythrocytes were loaded with Fluo-4 AM (Life Technologies, USA), placed in coverslip bottom petri dishes and observed under a confocal microscope equipped with a temperature-controlled stage (Nikon A1R). These erythrocytes were treated with a sub-lethal concentration of rPMD1 (1 μg) or rPMD2 (50 ng) in the presence or absence of PMIs. DIC and fluorescent images were captured using a 100X, 1.4 numerical aperture lens at 1 frame per second. The recording was started for 30 s and then rPMD2 (rPMD2 along with PMI in case of inhibitor treatment) was added and captured for a total of 10 min at 37°C. The staining was also quantified using BD Fortessa (Becton & Dickinson, USA) by scoring 100,000 cells per sample and analyzed using FlowJo software (Tree Star Inc, Ashland).



Gametocyte Exflagellation Assay

To initiate P. falciparum gametocyte cultures, synchronized asexual blood-stage cultures were grown to a parasitemia of 10–15%, treated with 50 mM N-acetyl-D-glucosamine containing medium for 4 days to remove asexual stages and maintained in complete RPMI/HEPES to allow gametocyte development. Stage V gametocytes were incubated with activation medium (100 nM xanthuneric acid (XA), 20% AB+ human serum in RPMI1640/HEPES) in the presence of C01 and C02 at 25°C. Activated gametocytes were spread on glass slides 5 min after activation, fixed with methanol and stained with Giemsa (RAL Diagnostics, France). Around 200–250 gametocytes were scored to determine the percentage of rounded up gametocytes. The number of exflagellation centers was scored in gametocyte cultures by light microscopy at 40X magnification in 30 optical fields 15 min after activation.



Surface Plasmon Resonance

To determine the C01 and C02 interaction with rPMD11, SPR was performed using Auto-Lab Esprit SPR. rPMD1 (10 μM) was immobilized on the surface of the nickel-charged NTA SPR chip. Interaction analysis was studied by injecting C01, C02 along with rPMD1 over the chip surface, with association and dissociation time of 300 and 150 s, respectively. HEPES buffer was used both as immobilization and binding solutions. The surface of the sensor chip was then regenerated with a 50 mM NaOH solution. Data were fit by using Auto-Lab SPR Kinetic Evaluation software provided with the instrument.



In silico Docking

Using I-Tasser and PHYRE2, domain-based modeling and threading were performed to obtain the 3D structures of P. falciparum PLP1-5. Following this, structure refinement was done using ModRefiner. To characterize the catalytic pocket, SiteHound software was used while utilizing the structural motif of the MACPF domain in each of the proteins (PLP1-5). Further, molecular docking of two PMIs (C01 and C02) was done using AutodockTools and Autodock vina with an exhaustiveness cut-off of eight for each run. All the ligands were kept flexible by examining torsions.



Atomic Force Microscopy

Erythrocytes treated with rPMD or in combination with PMIs were smeared and air-dried on a clean grease-free glass slide and imaged using WITec alpha using NSG30 probes with force constant of 22–100 N/m, the resonant frequency of 240–440 Hz, tip curvature radius of 10 nm (Tips nano) in non-contact mode. Topographic images were obtained at points per line and lines per image of 512 ×512 with the scan rate of 0.5 times/line (Trace) (s). All the AFM images were recorded using the Control Four 4.1 software. The images were 3D processed and analyzed using software Project Four 4.1 software (WITec, Germany).



Raman Imaging and Analysis

The Raman measurements of all the samples were performed using WITec alpha 300RA combined confocal Raman microscope. The spectrometer was equipped with solid-state diode lasers operating 532 nm and a suitable CCD detector that was cooled to −60°C. A Zeiss Fluor (100X) EC Epiplan-NEOFLUAR objective was used. The spectral resolution was equal to 1cm−1. The integration time for a single spectrum varied from 2 to 5 s. Raman measurements and data analysis were performed using software Project Four 4.1 software (WITec, Germany). All Raman spectra presented were after pre-processing (baseline correction, smoothening and background removal) using asymmetric least squares smoothing method.



Statistical Analysis

For all the experiments, the data are presented as the mean ± standard deviation of the results and the number of biological replicates per experimental variable (n) is given in the figure legends. The data for the half-maximal inhibitory concentration (IC50) value and the % growth inhibition activity of compounds were analyzed and calculated using non-linear regression in Graph Pad Prism 8 (CA, USA). A student's t-test was performed to calculate the p-values, where p < 0.05 represents *, p < 0.01 represents **, and p < 0.005 represents *** significance.




RESULTS


The Pan-MACPF Domain of PfPLPs Forms Pores at Physiological Relevance

The presence of the MACPF domain in PfPLPs is necessary for pore formation. We mapped the minimal, active domain of PfPLPs and named it as pan-MACPF domain (PMD) (Figure S2A). The PMD harbors a signature motif ((Y/W)-X6-(F/Y)GTH(F/Y)-X6-GG) along with two clusters of helices (CH1 and CH2) to form pores in the cell membrane (Figure 1A). Interestingly, the sequence analysis of different PMDs revealed that they are highly conserved and closely related to each other. This stretch of a sequence is also evolutionarily conserved across Plasmodium spp. (Figure S3).
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FIGURE 1. Purification and activity of rPMDs. (A) Domain architecture of the MACPF domain of PfPLPs. The signature motif (green box) and two transmembrane helical domains, CH1 and CH2 (yellow boxes) are depicted. Scale bar represents 50 aa. (B) Structural superimposition of PMD domain of PfPLP1 and PfPLP2. RMSD value is indicated in white. (C) (i) Coomassie and Western blot of affinity-purified rPMD1 probed with the anti-his antibody. (ii) The dose-dependent membranolytic activity of rPMD1. The lysis of human erythrocytes was analyzed in the presence of different concentrations of rPMD1. The graph indicates the percent lysis of human erythrocytes by rPMD1 as compared with 100% hypotonic lysis of human erythrocytes in water (n = 3). (D) (i) Coomassie and Western blot of affinity-purified rPMD2 probed with the anti-his antibody. (ii) The dose-dependent membranolytic activity of rPMD2. The lysis of human erythrocytes was analyzed in the presence of a different amount of rPMD2. The graph indicates the percent lysis of human erythrocytes by rPMD2 as compared with 100% hypotonic lysis of human erythrocytes in water (n = 3). (E) Permeabilization activity of rPMD1 and rPMD2. The human erythrocytes were incubated with Phalloidin Alexa 594 and 10 kDa FITC-Dextran in the presence and absence of rPMD1 and rPMD2 and visualized under a confocal microscope. Phalloidin staining was detected in the human erythrocytes treated with rPMD1 and rPMD2 but not in untreated human erythrocytes. (F) Western blot analysis of bound rPMD1 and rPMD2 eluted by 1.5 M NaCl. (G) Oligomerization of rPMD1 and rPMD2. rPMDs are incubated with human erythrocytes at 37°C for 30 min and analyzed for oligomeric rPMD1 and rPMD2 by Western blotting. (H) Visualization of oligomeric pores by AFM. (i) Erythrocytes were treated without (top) or with rPMD2 (bottom) for 30 min at 37°C and visualized under the AFM for pore formation. The image was 3D constructed using project Witec 4.1 software (n = 2). Scale bar represents 50 nm. (ii) Line profile of rPMD2 oligomers. Representative images of the height of the oligomer measured along the pore in AFM topographs are depicted. (iii) The average ring diameter and height of rPMD2 treated oligomers protruding from the erythrocytes membrane. Diameter and height were measured for oligomers formed on the erythrocyte membrane. Bars represent an average of 30 oligomers and error bars SD.


To investigate whether the conservation of sequence is also reflected in structural conservation, we in silico modeled the structure of PMDs based on the MACPF domain of a closely related apicomplexan parasite T. gondii, TgPLP1. Like other MACPF domains, PMDs contain a central β-pleated sheet, surrounded by CH1 and CH2 on either side. In addition, two helical inserts are additionally present in PMDs, similar to TgPLP1, that is absent in all other reported structures of the MACPF domain. Overall, the structural prediction revealed significant conservation of the MACPF domain fold across different PMDs (Figure 1B and Figure S2B).

The expression and purification of the recombinant MACPF domain from the earlier reported mammalian or insect cell system yield insufficient quantities of recombinant protein. To characterize, the pore-forming activity of PMDs in vitro, we cloned the codon optimized MACPF domain of PfPLP1 (rPMD1) and PfPLP2 (rPMD2) in pET28a (+) and recombinantly expressed rPMD1 and rPMD2 in E. coli. We could successfully purify the active protein from bacteria (Figures 1Ci,Di) and demonstrate the erythrocyte lysis activity of both, rPMD1 and rPMD2, in vitro (Figures 1Cii,Dii). Both PMDs lysed erythrocytes in a dose-dependent manner which is due to their pore-forming activity on the erythrocyte membrane. Whereas, the histidine-tagged, C-terminal domain of PPLP2 did not demonstrate any lytic activity toward erythrocytes further confirming that the lytic activity of PPLPs is due to the central MACPF domain only (Figures S4A–C).

To confirm the permeabilization activity of rPMDs, the activity of rPMD1 and rPMD2 were monitored in the presence of rhodamine Phalloidin and 10 kDa FITC-dextran. The rPMD1 and 2 treated erythrocytes displayed phalloidin positivity accompanied by the uptake of 10 kDa FITC-dextran indicating permeabilization of the cell membrane (Figure 1E).

The PFPs binds to lipid bilayer and oligomerizes on it to create pores. To test the binding of rPMDs to the erythrocytes, sublytic concentration of rPMDs was incubated with erythrocytes and their binding was detected by Western blotting. We found that the monomers of rPMD1 and rPMD2 can bind to erythrocytes (Figure 1F and Figure S4D). We further investigated whether the binding of rPMDs leads to their oligomerization. To test this, lytic concentrations of rPMD1 and rPMD2 were incubated with erythrocytes and the ghosts thus formed were evaluated rPMD oligomers by Western Blot analysis. rPMD1 and rPMD2 formed SDS resistant, higher molecular weight oligomers (>250 kDa) suggesting the involvement of more than 8 monomers in the formation of pores (Figure 1G).

Although many studies indicate the pore-forming capacity of PPLPs, this process has not been characterized in detail. Hence, to gain in-depth insights into the characteristics of PPLP pores, we performed high-resolution atomic force microscopy (AFM) of oligomers on the erythrocyte membrane. Erythrocytes serve as the physiological host of PfPLP1 and PfPLP2 in vivo and hence we performed studies on red cells rather than model lipid bilayer membranes. AFM topographs of erythrocytes incubated with rPMD2 showed pore-forming oligomers in circular forms (Figure 1H). Height analysis demonstrated that rPMD2 oligomers have a vertical measurement of 10.55 ± 3.22 nm (mean ± SD, n = 30) on the erythrocyte surface (Figure 1Hi,ii). The diameter of oligomers was distributed widely between 10 and 40 nm, showing a mean at 24.33 ± 7.42 nm (mean ± SD, n = 30). The line profile reveals the height and diameter of a single pore formed by rPMD2 (Figure 1Hiii). Overall, this result confirms that PMD can drill pores in the membrane of erythrocytes.



Sub Lytic Concentration of PMDs Trigger Premature Senescence of Bystander Erythrocytes

The evolutionary conservation of PPLPs and their importance in disease pathogenesis prompted us to develop novel inhibitors against pan-MACPF domain. Recent reports demonstrate the identification of anti-perforin inhibitors through a high-throughput screen (Miller et al., 2016). Inspired by this, anti-PMD inhibitors (PMI), C01 and C02, were designed with a hypothesis that they can be pan-active against all PPLPs (Figure 2Ab,i,ii).
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FIGURE 2. Inhibition of bystander effect mediated by C01 and C02. (A-a) Time course of rPMD2-induced calcium channel formation. Erythrocytes were loaded with Fluo-4 AM. Sub lytic concentration of rPMD2 (50 ng) was added and the increase in calcium was monitored by confocal microscopy. Selected pairs of DIC and fluorescence images with time elapsed between frames in seconds (Sec) are shown. In the case of PMI treatment, C01 or C02 were added along with rPMD2. (A-b) (i) The structures depict scaffold of (Z)-5-((1-methyl-1H-indol-3-yl)methylene)-2-thioxoimidazolidin-4-one (C01) and (ii) (Z)-5-(benzo[b]thiophen-3-ylmethylene)-2-thioxoimidazolidin-4-one (C02). (B) Phosphatidylserine exposure on the erythrocyte surface. The erythrocytes were treated with rPMD1 or rPMD2 in the presence or absence of PMIs and stained with Annexin V-FITC after 48 h. The stained erythrocytes were visualized under a confocal microscope. (C) The annexin positive erythrocytes were quantitated using a flow cytometer. (D) Average Raman spectra of the untreated erythrocytes or erythrocytes treated with rPMD2 in the presence or absence of C01 was captured using 532 nm excitation. All the Raman spectra were presented after pre-processing (baseline correction, smoothening and background removal) using asymmetric least squares smoothing method (n = 2). (E) Raman images of erythrocytes were observed at 1,131 cm−1 which demonstrates the distribution of methemoglobin (n = 2).


An earlier report has revealed that secretion of TgPLP1 from one parasite can induce pore formation and egress of bystander parasites (Kafsack et al., 2009). Since PfPLP1 and PfPLP2 are secreted during the egress of merozoites and binds to the erythrocyte membrane (Garg et al., 2013), we thought to analyze the role of secreted PfPLPs on RBC senescence. We incubated the purified late-stage schizonts (~44 h) with uninfected erythrocytes for 10 h at 37°C. To determine the effect of purified rPMDs on the bystander erythrocyte, time-lapse microscopy was performed, mimicking in vivo condition. Addition of sublytic concentration of rPMD1 (1 μg) and rPMD2 (50 ng) induced calcium influx in erythrocytes leading to changes in erythrocyte deformability followed by echinocytosis (Figure 2A-a, Movie 1). Initially, to check the non-specific calcium increase, we incubated the erythrocytes with PMIs that did not show any calcium increase (Figure S5A). Moreover, the PMIs alone also could not cause any erythrocyte lysis (Figure S5B). Inhibition of PMD binding to erythrocyte by PMIs restricted the influx of calcium and echinocytosis (Figure 2A-a, Figure S5Ci,ii and Movies 2, 3). The calcium intake was further quantitated by flow cytometry also depicted an increase in intracellular calcium in response to rPMDs (Figure S5C). These results suggest that PfPLPs form smaller pores on erythrocytes at sub lytic concentrations that induce calcium influx but do not lead to lysis of erythrocytes.

Calcium influx also leads to phosphatidylserine (PS) exposure on the surface of erythrocytes that can lead to phagocytosis of cells by macrophages (Callahan et al., 2003; Brown and Neher, 2012). To assess this effect, erythrocytes were treated with sub lytic concentrations of rPMD1 and rPMD2 in the presence and absence of PMIs and stained with Annexin V-FITC after 48 h. The Annexin V-FITC positivity was analyzed by microscopy and flow cytometry (Figures 2B,C and Figure S5D). rPMDs treated erythrocytes in the absence of PMIs were Annexin-positive suggesting induction of PS exposure while the presence of PMIs abrogated their Annexin positivity (Figure 2C). This result indicates that at sub lytic concentrations, PfPLPs can induce delayed erythrocyte sequestration.

Oxidation of hemoglobin, leading to the formation of methemoglobin, is a marker for erythrocyte senescence (Umbreit, 2007). The methemoglobin carries the oxidized form of the heme (Fe3+) that leads to changes in its porphyrin ring (Umbreit, 2007). To detect these changes in heme, we used Raman spectroscopy that is a non-invasive and label-free technique for the detection of metabolic changes at the single-cell level (Barkur et al., 2018). When 532 nm is applied to rPMD2 treated erythrocytes, v15 gains intensity (pyrrole gains intensity) which is co-related well with the increase in intensity at band 749 cm−1. A similar increase of band intensity was observed for the band located at 1,131 cm−1 that suggests the asymmetrical pyrrole half-ring stretching vibration (Figure 2D). The 1,550 cm−1 demonstrates the stretching mode v (CbCb) (Dybas et al., 2018). The untreated and PMI treated erythrocytes demonstrated similar peak profiles (Figure 2D). Further, Raman imaging of 1,131 cm−1 also confirmed an increase in methemoglobin concentration within erythrocytes (Figure 2E). These results suggest the formation of methemoglobin following rPMD2 treatment that could lead to erythrocyte senescence.



Anti-PMD Inhibitors Bind to PfPLPs

To validate the binding of PMIs to PMDs in silico docking analysis was performed. The structure-refined models of PMD1-5 having an RMSD score of <2.0 were used for docking with PMIs. The molecular docking results revealed that C01 and C02 could efficiently bind to PMD1-5 as evident from strongly stable docking energy scores (Figure 3Ai,ii, Figures S6Ai–iii,B). The similar binding energy suggests that PMIs can inhibit PMDs with identical activity in vitro. In silico data further revealed that PMIs are binding in the same pocket of all PMDs. This pocket is not only structurally conserved but also has sequence identity as revealed by sequence alignment of PfPLP1-5 (Figure S6C).
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FIGURE 3. In silico and in vitro interaction of C01 and C02 with rPMDs. (A) The PyMOL rendered surface structures of docked complexes have shown strong binding of C01 and C02 to the signature motif of PMD1 (i) and PMD2 (ii). The ligplot+ rendered scheme demonstrates strong interactions as shown by the close proximity between the C01 and C02 and hydrophobic amino acids (depicted by bold, eyelash-like structures), and hydrogen bonds formed with polar residues. (B) Interaction of PMIs and PMDs by CETSA. The drug-target engagement between the compounds and recombinant proteins was analyzed by subjecting the samples to thermal denaturation at 60 and 80°C (i) (ii). The protein intensity at 4°C was taken as control. The band intensities graph was plotted considering the 4°C samples as 100% non-denatured protein. UT indicates PMI untreated sample. Error bar represents SD (*p < 0.05; **p < 0.01). (C) rPMD1 was immobilized onto a nickel charged NTA SPR chip. C01 (i) and C02 (ii) were injected over immobilized rPMD1. The PMIs show concentration-dependent binding to rPMD1 with a Kd value of 0.1183 ± 0.0370 and 0.0866 ± 0.0709 for C01 and C02, respectively.


To evaluate the binding of PMI to the rPMD, we modified and performed cellular thermal shift assay (CETSA). This technique involves the detection of a target protein by monitoring the thermostability of native protein in the presence of its selective inhibitor (Hashimoto et al., 2018). In principle, specific binding of the drug to its target protein increases the stability of protein at high temperatures (Jafari et al., 2014). In a similar line, we treated the purified rPMD1 and rPMD2 with C01 and C02 and heated them at 60 and 80°C while the sample at 4°C, served as a loading control. Analysis of band intensities demonstrated significant thermal protection of both rPMD1 and rPMD2 in the presence of compounds suggesting that C01 and C02 are interacting with rPMDs (Figure 3Bi,ii). Further, the interaction of PMIs to PMDs is strong enough to impart thermal protection to the recombinant protein.

Surface Plasmon Resonance (SPR) is a sensitive technique to validate the protein-protein as well as protein-drug interactions (Vuignier et al., 2010; Frostell et al., 2013). To further confirm the interaction of PMIs with rMAC1, we performed SPR with different compound concentrations (1–100 μM). In both cases, the compounds showed concentration-dependent binding to the coated rMAC1 (Figure 3Ci,ii). Together, SPR and CETSA confirm the binds of PMIs to rPMD.



PMIs Inhibit PMD Mediated Pore Formation

We analyzed the inhibitory activity of PMIs by performing rPMD mediated erythrocyte lysis assay in the presence of C01 and C02. The results demonstrated that C01 and C02 could inhibit the activity of both rPMD1 and rPMD2 in the sub-micromolar range (Figures 4A,B). Together, these data demonstrate the designing of anti-PMD inhibitors that inhibit the pore-forming ability of PMDs.
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FIGURE 4. C01 and C02 rescue RBCs from rPMD mediated lysis. (A,B) Anti-PLP effect of C01 and C02. The inhibition in erythrocytes lysis was evaluated by treating different concentrations of compounds with EC50 (effective concentration of rPMD that causes 50% erythrocyte lysis) of rPMD1 (45 μg) (A) and rPMD2 (500 ng) (B). The lysis caused by recombinant protein alone was considered as 100% and was plotted respectively for the compound treated erythrocytes (n = 3). The error bar represents SD. (C) Inhibition of permeabilization activity by PMIs. The erythrocytes were incubated with Rhodamine-phalloidin and 10 kDa FITC-dextran in the presence of recombinant proteins in the presence or absence of PMIs and visualized under the confocal microscope. PMI treatment inhibited phalloidin staining and dextran entry into the erythrocytes. The phalloidin positive erythrocytes were counted under the microscope for different treatments and their relative percentage was plotted. Error bar represents SD (*p < 0.05; **p < 0.01). (D) Inhibition of PMD binding to erythrocyte membrane in the presence of PMI. Western blot was performed to detect the effect of PMIs on the binding of rPMD2 to the erythrocyte membrane. Membrane Palmitoylated Protein 1 (MPP1) was taken as the initial erythrocytes loading control. The relative band intensity of bound rPMD2 was analyzed using Image J. Error bar represents SD (**p < 0.01). (E) Erythrocytes were treated with rPMD2 in the presence and absence of PMIs and pore formation was observed under the AFM (n = 2). (ii) The PMD treated erythrocytes demonstrate the formation of pores on the erythrocyte surface. The line profile further depicts the roughness of erythrocytes. The PMD treated erythrocytes (iii, iv) in the presence of PMIs does not demonstrate the formation of pores and the surface roughness was also reduced to normal erythrocytes (i).


To investigate the complete disruption of pore formation in PMI treated erythrocytes, the influx of small molecules such as rhodamine-Phalloidin (~1 kDa) and FITC-dextran (10 kDa) was investigated. PMD treated erythrocytes could not uptake dextran or Phalloidin in presence of PMI as compared to PMI treated erythrocytes (Figure 4C). This confirms that there is a complete abrogation of pore formation in the presence of PMIs.

Since the pore formation is chiefly dependent on the binding of monomers, we tested the binding of monomer to erythrocyte membrane in the presence of PMIs. rPMDs could not bind to the erythrocyte membrane in the presence of PMIs suggesting that inhibition in pore formation is due to the restriction of monomer binding to erythrocyte membrane (Figure 4D). Next, to closely monitor that PMIs are completely abrogating formation of pores and there is little to no change in membrane roughness due to rPMD binding, AFM was performed to evaluate surface topology of treated erythrocytes. We could clearly detect the formation of pores on the erythrocyte membrane treated with rPMD2 (Figure 4Eii). Also, the surface of rPMD treated erythrocytes was very rough and uneven. In comparison, treatment with rPMD2 in presence of PMIs, displayed no evident structures on the surface of erythrocytes, indicating the impairment in oligomerization and subsequent pore formation (Figure 4Eiii,iv). Further, the smooth surface of PMI treated erythrocytes, similar to untreated erythrocytes, suggests that PMIs could revert all the phenotypes induced by rPMDs (Figure 4Ei–iv). Taken together, this data indicates that C01 and C02 inhibit pore formation by a decrease in binding of the rPMD to the erythrocyte membrane.



PMIs Demonstrate Anti-parasitic Activity at Multiple Stages of Parasite Life Cycles

To monitor the effect of PMIs on parasite growth, Giemsa stained smears were prepared for the treated as well as untreated parasites at different time points. PMI treatment (10 μM) did not affect the parasite growth from ring to schizont stages. However, the treated parasites could not egress, and the merozoites that came out could be seen attached to erythrocytes but not forming rings (Figure 5A). Having confirmed the inhibitory activity of PMIs we further evaluated their anti-malarial activity. The ring infected parasites (~5–6 hpi) were treated with different concentrations of drugs for 72 h. The parasites treated with DMSO served as a control and the parasite growth was measured by fluorimetry using SYBR green I-based assay. Both C01 and C02 demonstrated the ability to inhibit parasite growth with an IC50 of 3.54 μM for C01 and 3.31 μM for C02 (Figure 5B). This is similar to the reported role of PfPLPs in egress and invasion of merozoites suggesting the specific action of PMIs toward PMDs.
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FIGURE 5. C01 and C02 show multistage inhibition. (A) Images of Giemsa stained smears of PMI treated (10 μM) and untreated parasites. Early rings were treated with PMIs and smears were prepared 10, 28, 40, and 48 h post-treatment (HPT). Pie charts show relative proportions of schizonts, invading merozoites and rings. (B) C01 and C02 inhibit the in vitro growth of P. falciparum. The effect of PMIs on growth inhibition of P. falciparum was evaluated after one cycle of parasite growth (n = 3). Scale bar represents 2 μm. (C) Late-stage schizonts were treated with different concentrations of compounds. The relative inhibition in egress was calculated by counting the number of remaining schizonts after 7 h of treatment as compared to control (n = 3). Error bar represents SD (*p < 0.05; **p < 0.01; ***p < 0.005). (D) Permeabilization of PMI-treated schizonts was measured by flow cytometry using Phalloidin. Error bar represents SD (*p < 0.05). (E) Late-stage schizonts were treated with different concentrations of PMIs. The ability to form rings per schizont egress was calculated by counting the number of schizonts and rings after 7 h using Giemsa stained smears (n = 3). Error bar represents SD (*p < 0.05; **p < 0.01; ***p < 0.005). (F) Treatment of male gametocytes with PMIs inhibits exflagellation. The number of exflagellation centers was scored 15 min post-activation in 30 optical fields at 40X magnification by light microscopy. Exflagellation efficiency of PMI treated vs. untreated gametocytes is shown (n = 2). (G) HepG2 cells were infected with P. berghei sporozoites and treated with PMIs. Parasite growth was assessed after 51 h via real-time PCR using P. berghei 18S rRNA specific primers. Parasite growth inhibition was calculated by dividing the 18S rRNA copy number of the experimental group by that of the untreated control group. The fraction obtained was then converted into % inhibition (with respect to untreated as 100%) (n = 2).


To confirm the egress defect, late schizonts (~44–46 hpi) were treated with different concentrations of C01 and C02 for 6 h and a decrease in the number of schizonts was scored (Figure 5C). The intracellular Ca2+ chelator BAPTA-AM was used as a positive control. We observed a dose-dependent defect in egress. PfPLPs have a role in host erythrocyte permeabilization that facilitates the egress of merozoites. We observed that PMI treated schizonts demonstrated restriction in permeabilization of host erythrocyte as compared to untreated schizonts (Figures 5C,D), implying specific action of PMIs toward PfPLPs in egress.

Since the Giemsa scoring also suggested a defect in the invasion, we scored for ring formation after 10 h post-treatment. To specifically assess the effects of C01 and C02 on invasion and avoid the effects of their influence on egress, we calculated the number of rings formed per schizont egress. A drastic decrease in the number of rings formed in treated parasites as compared to the untreated control was noted (Figure 5E). To check the possibility of any non-specific effect of PMIs on erythrocytes, PMIs treated erythrocytes were incubated with purified schizonts and the parasite growth was accessed after 8 h. The data indicates no significant difference in parasite invasion to the untreated and the PMI erythrocytes, indicating that PMIs do not have any non-specific effect on erythrocytes (Figure S7A).

Further, to rule out the possibility that PMI treatment has any effect on ring and trophozoite stages, we devised a ring toxicity assay and trophozoite toxicity assay. In these assays, rings or trophozoites were treated for 6 h, washed and accessed for their growth during the next cycle. If the compounds have any toxicity on these stages, it will be reflected in this assay. Our data suggest that these compounds do not exhibit any toxicity toward either ring and trophozoite stages (Figures S7B,C). Taken together these findings imply that both compounds act only on the stages which involve the PPLP activity and can be used as a generic inhibitor of PPLPs.

Since PPLPs play a role during multiple stages of the parasite cycle, we studied their cross-stage inhibitory potential. PPLP2 plays a role in gametocyte egress (Deligianni et al., 2013; Wirth et al., 2015) and hence the effect of PMI was monitored during this stage. The egress efficiency of male gametocytes, as revealed by counting exflagellation centers, was markedly reduced following PMI treatment (Figure 5F). To test the inhibitory effect of PMI on sporozoite infection, we infected HepG2 cells with P. berghei sporozoites treated with different concentrations of PMI for 72 h. The sporozoite infection was scored using real-time PCR analysis. As shown (Figure 5G), both compounds displayed an inhibitory effect toward P. berghei sporozoites. Both the compounds showed no defect in the viability of HepG2 cells suggesting the specific effect toward sporozoite but not host (Figure S7D).

Together, this suggests the cross-stage anti-malarial activity of PMIs which can be further exploited to deliver both symptomatic and transmission-blocking cure for the disease.




DISCUSSION

Despite abundant evidence that PPLPs are crucial for the life cycle progression of malaria parasites, the development of chemotherapeutic interventions against them has not been explored. In the blood stage of P. falciparum, PfPLP1 and PfPLP2 create pores on the erythrocyte membrane that help in the exit of merozoites (Garg et al., 2013). For the development of pan-active anti-PLP therapeutics, we first identified central, pan-active motif of PfPLPs, PMD domain, that is highly conserved across all Plasmodium spp (Figure S3) and oligomerize on host membranes to create pores (Pipkin and Lieberman, 2007; Baran et al., 2009). To visualize pore formation at physiological relevance, AFM was performed with a modified protocol to overcome the limitations associated with the non-adherent, rough cell surface of erythrocyte. The modified protocol could successfully demonstrate that rPMD2 drilled pores of 10.55 nm ± 3.22 nm height and 24.33 ± 7.42 nm width on the erythrocytes (Figure 1H). The characteristics of the pore formed by PfPLP are similar to earlier reported eukaryotic PFPs which form smaller pores as compared to prokaryotic PFPs which form larger pores (Metkar et al., 2015). The three-dimensional topology not only confirmed the presence of well-defined pores but also revealed that the rPMD2 treated erythrocyte surface is much rougher and more uneven as compared to the untreated erythrocytes (Figure 1Hi,ii). The roughness of erythrocytes reflects its innate response toward any non-physiological, toxic agent which in this case is rPMD2. This information about the cellular response is usually missed in other studies where they studied pore formation on model membranes.

Given the multi-step process of pore formation by PLP, there exist multiple stages at which a PLP can be targeted for inhibition. The designed PMIs strongly bind to the PMD domain and inhibits its pore forming activity by restricting the initial attachment of the monomer to the erythrocyte surface (Figure 4D). The decreased binding of monomer inhibits the oligomerization of PMD to form pores confirming that PMIs completely abrogated the activity of PfPLPs. Ring stage parasites treated with PMIs progresse to schizonts without any growth defect, but the mature parasites could not egress and re-invade to new erythrocyte (Figures 5A,C,D). This finding is in line with the role of PfPLPs in schizont egress and merozoite invasion and suggests that PMIs are not showing any off-target effect in vivo. Furthermore, PMIs inhibited gametogenesis and sporozoite infection to HepG2 cells validating their potential in blocking the transmission of malaria parasites (Figures 5F,G). The invasion inhibitory activity of PMIs against sporozoite of P. berghei is suggestive of their cross-species activity due to evolutionary conservation and high similarity of PMDs. These scaffolds could be improved for their efficacy and development of better antimalarials.

In this study, we further propose that the secretion of PfPLPs in the blood leads to the formation of pores on bystander erythrocytes leading to their premature senescence and identifies it as one of the probable cause for anemia in severe malaria. This phenomenon was similar to earlier reports where it has been shown that binding of some parasite proteins to erythrocytes leads to anemia (Haldar and Mohandas, 2009; Gómez et al., 2011). But the mechanistic role underlying the induction of anemia remains to be fully elucidated. However, our data defines that the smaller pores created by PfPLPs induce calcium influx (Figure 2A-a) in erythrocytes leading to phosphatidylserine exposure (Figure 2B), as a signal for recognition by macrophages. This is in line with earlier studies that have demonstrated that an increase in intracellular calcium induces premature senescence of erythrocytes (Rettig et al., 1999; Arashiki et al., 2013).

The enhanced oxidative stress in erythrocyte senescence is represented by the formation of the oxidized form of hemoglobin, i.e., methemoglobin (Figures 2D,E) (Umbreit, 2007; Pamplona et al., 2009). The increased levels of methemoglobin in vivo are toxic to the plasma lipoproteins, endothelial cells, and other vascular organs. Therefore, the erythrocytes with increased methemoglobin concentrations are cleared from the body through spleen which is a cause of anemia in methemoglobinemia (Wagener et al., 2001; Umbreit, 2007). The presence of Fe3+ heme form in methemoglobin causes changes in pyrrole ring breathing and asymmetrical pyrrole half-ring stretching vibrations (Dybas et al., 2018). Using Raman spectroscopy, we could detect the presence of these metabolic signatures in erythrocytes after 48 h of PfPLP treatment representing the formation of methemoglobin (Figure 2E). The earlier clinical reports advocate the identification of elevated levels of methemoglobin in severe malaria and directly correlates it with the death of patients (Behera et al., 2016). Our study supports the role of PfPLP in inducing premature senescence of erythrocytes leading to anemia in severe malaria.

Taken together, we identified novel pharmacological inhibitors against PPLPs that can preserve the cell membrane integrity and viability of all host cells and thus aid in facilitating parasite elimination by preventing further infection. Also, the proposed therapy can also be used as anti-virulence therapy along with routine medication for improving treatment outcomes. Since the anti-virulence strategies do not focus on directly killing the pathogen, the parasite is not under the selective pressure of resistance development. Therefore, our study lends weight for the development of novel pharmacological approaches against malaria to not only cure the disease but also ameliorate disease pathogenesis in clinical conditions.
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Streptococcus pneumoniae is an opportunistic pathogen responsible for widespread illness and is a major global health issue for children, the elderly, and the immunocompromised population. Pneumolysin (PLY) is a cholesterol-dependent cytolysin (CDC) and key pneumococcal virulence factor involved in all phases of pneumococcal disease, including transmission, colonization, and infection. In this review we cover the biology and cytolytic function of PLY, its contribution to S. pneumoniae pathogenesis, and its known interactions and effects on the host with regard to tissue damage and immune response. Additionally, we review statins as a therapeutic option for CDC toxicity and PLY toxoid as a vaccine candidate in protein-based vaccines.
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INTRODUCTION

Streptococcus pneumoniae is a commensal organism responsible for a wide array of disease and is the source of considerable morbidity and mortality. Able to colonize the nasopharynx of adults and more frequently of children, S. pneumoniae manifests as infections of the ear, respiratory tract, and even severe, life-threatening sepsis and meningitis. The cholesterol-dependent cytolysin (CDC) pneumolysin (PLY), is critical at many steps of pneumococcal disease, working in concert with adhesins, invasins, and proteases to achieve pathogenesis (Cundell et al., 1995; Zhang et al., 2000; Radin et al., 2005; Orihuela et al., 2009). Consequently, PLY’s effects in the body are numerous and diverse – contributing to inflammation and bacterial penetration, causing direct damage to cells through pore-forming cytolytic activity, aiding bacterial escape through blocking complement activation, and being a key factor in host-to-host pneumococcal transmission (Berry et al., 1989b; Rayner et al., 1995; Berry and Paton, 2000; Alcantara et al., 2001; Rogers et al., 2003; Mitchell and Dalziel, 2014; Zafar et al., 2017). Recognizing the multifaceted role of PLY in host-pathogen interactions is therefore paramount to better understand pneumococcal infection and address it as a therapeutic target.



BIOLOGY OF PNEUMOLYSIN

Pneumolysin is a 471 amino acid CDC whose properties and characteristics have been closely studied since the early 20th century (Neill, 1926; Cohen et al., 1942; Walker et al., 1987). Structurally, PLY has four functional domains, which were initially attributed based on sequence similarity to the bacterial pore-forming toxin perfringolysin from Clostridium perfringens (Kelly and Jedrzejas, 2000a, b). Domains 1 and 3 are linked via domain 2 to the membrane-sensing C-terminal domain 4 (Lawrence et al., 2015; Marshall et al., 2015). Like other CDCs, PLY contains the highly conserved undecapeptide sequence known as the tryptophan-rich loop and a threonine-leucine amino acid pair involved in membrane-bound cholesterol recognition and binding (Nollmann et al., 2004; Farrand et al., 2010).

During the course of pore-formation, PLY monomers bind to the targeted cell membrane and interact with other PLY molecules, packing side-by-side to form the pre-pore complex (Marshall et al., 2015) (Figure 1). After undergoing further conformational changes, the final ring-like pore of roughly 30–50 PLY subunits inserts into the membrane (Tilley et al., 2005). These pore and pre-pore formations at the cell membrane are initially shed in toxin-induced microvesicules as a mechanism of repair, with cytotoxic effects occurring via dysregulation of cell homeostasis through influx of calcium (Wolfmeier et al., 2016). Repeated insertion of numerous pore-forming PLY complexes can result in membrane destabilization, loss of ion homeostasis, and ultimately cell death. Intracellular calcium influx via formed pores at the cell membrane can trigger changes in host cell mitochondrial membrane ultrastructure, loss of mitochondrial membrane potential and release of mitochondrial apoptosis-inducing factor (Braun et al., 2007; Nerlich et al., 2018). In addition, PLY can induce double-strand breaks in cellular DNA resulting in loss of genomic integrity and further cytotoxicity (Rai et al., 2016). As will be discussed, PLY’s effects extend beyond cell damage and death, altering cells, cell components, and their respective functions to modulate and facilitate transmission, invasion, and colonization.
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FIGURE 1. PLY pore formation at the host cell membrane. (A) PLY monomers gather at cholesterol-rich lipid rafts at the cell membrane and (B) assemble in the ring-shaped pre-pore complex. (C) Insertion of the PLY pore-forming complex into lipid bilayer results in loss of membrane integrity and cell damage/death. (D) Statin medications oppose PLY-induced pore-formation at the cell membrane.


While it is popularly accepted that cholesterol is a PLY cellular receptor, this has not been definitively demonstrated with intact pneumococcal cells. Early studies observed PLY inhibition in the presence of cholesterol (Walker et al., 1987), possibly due to saturation of binding sites on PLY, indicating that membrane cholesterol may be the target receptor as suggested for other CDCs (Watson et al., 1972). Furthermore, cholesterol was shown to have specific 1:1 stoichiometric interactions with PLY and to be required for PLY hemolytic activity (Nollmann et al., 2004). Recent investigations studied lipid–lipid and lipid–protein interactions at different pore-forming stages of PLY upon exposure to cholesterol-containing liposomes. Gradual decreases in membrane order and increases in rotational diffusion of the lipids during pre-pore oligomerization stages but not during PLY oligomer binding and insertion into the membrane have been described (Faraj et al., 2020). Some evidence suggests that PLY-membrane cholesterol interactions may have more to do with toxin activation than cell binding (Soltani et al., 2007). Notably, PLY has been shown to interact with cellular glycolipid receptors at the surface of human red blood cells, supporting growing evidence that pore-forming toxins possess non-cholesterol receptors (Shewell et al., 2014).

Pneumolysin is not actively secreted by S. pneumoniae owing to a lack of an N-terminal secretion signal (Walker et al., 1987). It is the only member of the CDC class to behave in this manner, though interestingly this trait is universally conserved across pneumococci (Martner et al., 2008). While it was thought that PLY relied on the pneumococcal autolysin LytA and cellular autolysis for release (Berry et al., 1989a; Canvin et al., 1995), it was later revealed that the amount of extracellular PLY released by a lytA-mutant was comparable to the wildtype strain (Balachandran et al., 2001) and that PLY release can occur in early growth phases when the autolytic cascade is inactive (Benton et al., 1997) In the absence of autolysis, PLY localizes to the cell wall (Price and Camilli, 2009). Furthermore, domain 2 is required for PLY export to the cell wall compartment, and interestingly fusion of a secretion signal sequence to PLY did not result in detectable release of PLY protein (Price et al., 2012). While factors such as pyruvate oxidase enhance PLY release, possibly via intracellular H2O2-dependent mechanisms, S. pneumoniae may also modulate the release of PLY exported to the cell wall based on the composition of branched stem peptides and choline-binding proteins in the peptidoglycan cell wall network, and peptidoglycan remodeling by hydrolases may contribute to PLY release (Greene et al., 2015; Bryant et al., 2016).



PNEUMOLYSIN IN HOST TISSUE INJURY

The pneumococcus is a highly successful pathogen that infects the middle ear, lungs, blood, heart, and brain. In the host, PLY works on multiple levels to facilitate invasion by contributing to direct cell damage and escape from the host’s immune system. It has long been known that PLY exhibits cytotoxic activity for virtually every cell type in the body. Lung endothelial cells as well as nasal and tracheobronchial epithelial cells are damaged as a result of pore-forming activity (Steinfort et al., 1989; Rubins et al., 1992; Rayner et al., 1995). Mutants lacking PLY fail to induce lung mucosal damage (Rubins et al., 1995). Acute lung injury has also been attributed to PLY’s effects on specific host factors, such as the increased release of platelet activating factor, which contributes to proinflammatory actions, increased vascular permeability, and vasoconstriction (Witzenrath et al., 2007). Pneumolysin can activate platelets in vitro via calcium influx due to sub-lytic pore formation, which may similarly potentiate lung inflammation (Nel et al., 2016).

In addition to the lung, invasive pneumococcal disease can also lead to cardiac pathologies. For example, intraperitoneal injections into mice with S. pneumoniae led to microlesions in the ventricular myocardium, indicating bacterial translocation into the heart (Brown et al., 2014). Fluorescence microscopy showed that PLY localized to these microlesions and induced cardiomyocyte injury (Alhamdi et al., 2015). Furthermore, even sub-lytic PLY concentrations induced cardiomyocyte dysfunction via calcium influx and a resulting reduction in contractility.

Pneumolysin plays a key role in pathogenesis of pneumococcal meningitis by facilitating bacterial crossing of the blood-brain barrier. In vitro models using human and bovine brain microvascular endothelial cells indicated that PLY induces loss of tight junctions, and this endothelial cell damage may contribute to bacterial translocation (Ring et al., 1998; Zysk et al., 2001). Additionally, PLY-induced remodeling of brain tissue through astrocyte reorganization, in combination with interstitial fluid retention, may promote bacterial invasion (Hupp et al., 2012). Pneumolysin released in the CSF directly damages the ependymal cells lining the ventricles of the brain, resulting in loss of cilia and reduction in ciliary beat frequency indicative of decreased cell viability and flow of cerebrospinal fluid (Mohammed et al., 1999; Hirst et al., 2000a). Subsequently, additional studies have demonstrated that PLY-deficient strains possessed decreased virulence in murine meningitis and, in rabbit models, decreased hippocampal damage via neuronal apoptosis (Braun et al., 2002; Wellmer et al., 2002).

Pneumolysin additionally affects pathogenesis in acute otitis media. Using chinchilla otitis models, the PLY deletion mutant yielded a reduced recovery of bacteria from middle ear fluid and reduced biofilm formation (Keller et al., 2016). Pneumolysin deletion resulted in reduced pathological changes to the round window membrane and less recovered bacteria from middle ear effusions, supporting PLY’s role in virulence during middle ear infections (Schachern et al., 2013).

Pneumolysin demonstrates not only cytolytic activity, but direct interference with host responses. Pneumolysin shows complement-activating and complement consumption properties that divert opsonization and subsequent phagocytosis of intact pneumococcal cells (Paton et al., 1984; Mitchell et al., 1991; Rubins et al., 1995). An early in vitro study showed that PLY inhibited polymorphonuclear leukocytes by interfering with opsonization, reducing respiratory burst response and decreasing leukocyte migratory ability (Paton and Ferrante, 1983). Within the lungs, PLY acts to help S. pneumoniae escape detection via creating a refuge inside dendritic cells. At low doses, PLY binds to the mannose receptor C type 1 (MRC-1) on dendritic cells and, in addition to inhibiting proinflammatory cytokine release, causes dendritic cells to internalize S. pneumoniae (Subramanian et al., 2019). Pneumolysin’s interaction with MRC-1 also inhibits pneumococcal-infected vacuoles from fusing with lysosomes, promoting intracellular pneumococcal survival (Subramanian et al., 2019).

It is especially important to note that many murine studies may underestimate the actual contributions of PLY to pathogenesis. Compared to human serum, pooled mouse serum had a greater ability (62-fold vs. >3000-fold change in EC50) to inhibit PLY hemolytic activity (Wade et al., 2014). Closer inspection revealed that cholesterol carried by mouse ApoB-100 lipoprotein, but not human ApoB-100, possessed potent PLY inhibitory activity, causing premature pore formation and subsequent inactivation of PLY’s lytic activities. Consequently, PLY studies involving mice must be closely examined, as these findings imply that PLY activity in mice may underestimate PLY’s role in human disease and that mouse models expressing human ApoB-100 may represent a better translation to human infections.



PNEUMOLYSIN IN TRANSMISSION AND COLONIZATION

Host-to-host transmission is an important component in the development of pneumococcal infection in which PLY also plays a role. In a study evaluating S pneumoniae transmission between mouse pups, recombinant PLY administered intranasally in doses of 100 ng/pup or greater caused increased levels of bacterial shedding in nasal secretions (Zafar et al., 2017). This increased shedding appeared to be related to acute inflammation since wildtype recombinant PLY resulted in increased proinflammatory cytokine IL-1β, while a mutant PLYW433F, defective in pore-formation, did not show increased inflammation or bacterial shedding. Furthermore, only strains expressing native PLY, and not the PLY-deficient or mutant PLYW433F strains, successfully transmitted (Zafar et al., 2017).

S. pneumoniae is known to form biofilms when colonizing the nasopharyngeal passages and middle ear (Hoa et al., 2009). Biofilm formation plays a significant role in fomite-mediated pneumococcal transmission, allowing S. pneumoniae to survive longer in the environment (Marks et al., 2014). Also, pneumococcal biofilms appear more suited for enhancing colonization and transmission, at the cost of attenuated virulence (Gilley and Orihuela, 2014). Pneumolysin-deficient mutants show significantly reduced biofilm formation compared to the wildtype, even though PLY’s contribution to biofilm development is not dependent on hemolytic ability (Shak et al., 2013; Keller et al., 2016).



PNEUMOLYSIN AS A MEDIATOR OF CELL DEATH AND INFLAMMATION

Due to its pore-forming cytolytic activity, PLY is capable of damaging and killing multiple cell types not just by necrosis but also by triggering programmed cell death pathways (Table 1). This occurs in lung and myocardial tissue during pneumococcal invasive disease and applies to other pneumococcal infections as well (Steinfort et al., 1989; Rubins et al., 1992; Alhamdi et al., 2015; Rashwan et al., 2018). For example, PLY has been shown to induce severe damage to cochlear cells resulting in hearing loss and deafness (Winter et al., 1997). In rat cochlear hair cells, PLY showed preferential killing of inner vs. outer cochlear hair cells via mitochondria-mediated apoptosis due to intracellular increases in calcium (Beurg et al., 2005). Induction of apoptosis is a major mechanism of brain injury in meningitis (Braun et al., 1999, 2001, 2002; Mitchell et al., 2004). Waves of apoptosis are seen in cortical and hippocampal neurons and in microglia in mouse models (Braun et al., 2007). Pneumolysin colocalizes with apoptotic neurons, and damage is significantly decreased during infection by PLY-/- strains. Thus, PLY is a major determinant of the poor outcome and permanent sequelae of meningitis.


TABLE 1. Classifications of PLY-induced cell death pathways.

[image: Table 1]In addition to the necrotic cell death accomplished directly by PLY, the pneumococcal CDC can also induce programmed necroptosis in respiratory epithelial cells and alveolar macrophages (Gonzalez-Juarbe et al., 2017). By inhibiting regulatory kinases (RIP1, RIP3, and MLKL) in the necroptosis pathway, mouse macrophages or human macrophage-like THP-1 cells were partially protected from PLY-induced cell death (Gonzalez-Juarbe et al., 2015). Necroptosis was detected in infiltrating macrophages during S. pneumoniae invasion of the myocardium and was believed to contribute to adverse remodeling in the heart (Gilley et al., 2016). A PLY-dependent increase in nasopharyngeal epithelial cell necroptosis was observed in asymptomatically colonized mice and indicated that this may benefit bacterial clearance at early stages of mucosal colonization (Riegler et al., 2019).

Pneumolysin itself is also a critical mediator of inflammation. An in vivo study in rats showed that PLY injection alone replicated the inflammation and histological findings consistent with pneumococcal pneumonia and found that PLY, independent of hemolytic activity, induced considerable pneumonitis in vivo (Feldman et al., 1991). In vitro, S. pneumoniae increases expression of proinflammatory cytokines like IL-1β and TNF-α in human epithelial cells (Yoo et al., 2010). A calcium-dependent increase in the proinflammatory mediators leukotriene B4 and prostaglandin E2 has also been seen in vitro when examining human neutrophils treated with recombinant PLY, further supporting PLY’s proinflammatory role during invasive disease (Cockeran et al., 2001).

Multiple mechanisms are responsible for the inflammation in response to PLY. Pneumolysin’s ability to activate the classical complement pathway likely contributes to generalized inflammation through the host’s release of C3a and C5a anaphylatoxins (Paton et al., 1984). Several studies have also identified toll-like receptor (TLR) 4 for its role in recognizing PLY and subsequent inflammatory response regulation in murine and human cells (Malley et al., 2003; Bernatoniene et al., 2008; Dessing et al., 2009). Additionally, mice defective for TLR4 signaling were found to be hypersusceptible to pneumococcal disease and more susceptible to nasopharyngeal colonization with S. pneumoniae, suggesting that TLR4 is key to orchestrating proper response to pneumococcal disease.

PLY is necessary for IFN-γ and IL-17A induction in in vivo murine pneumonia models, suggesting that PLY is required for release of some inflammatory cytokines while synergistic with TLR agonists to enhance secretion of others. Of particular significance was the finding that PLY activates the NLRP3 inflammasome in order to induce the processing and secretion of IL-1β from dendritic cells, and interestingly, the PLY-induced cytokine release from mouse dendritic cells was found to be independent of TLR4 (Mcneela et al., 2010). More recently, PLY has been suggested to incite inflammatory cytokine release in neutrophils and THP-1 monocyte-derived macrophages, but actually inhibit release of TNF-α, IL-1β, and IL-12 in human-derived dendritic cells (Subramanian et al., 2019). Infection of dendritic cells showed a STAT1- and NF-κB-dependent inhibition of proinflammatory cytokine release compared to infection with a PLY-deficient mutant. The observed interaction of PLY with the phagocytic receptor, MRC-1, which is highly expressed in dendritic cells compared to neutrophils or GM-CSF derived macrophages, suggests that this dose-dependent inhibition of inflammatory cytokines aids in allowing S. pneumoniae to establish intracellular residency within the dendritic cells (Subramanian et al., 2019). Moreover, these mechanisms may help identify PLY’s contribution to inflammation in the nasopharynx, as MRC-1-expressing macrophages have been observed to be present in low-density pneumococcal carriage (Neill et al., 2014).



PNEUMOLYSIN AS A THERAPEUTIC TARGET

To date, there has been limited study of non-antibiotic strategies for the prevention or improvement of outcome of pneumococcal infection. Statins, the popularly prescribed cholesterol-lowering medication class, inhibit 3-hydroxy-3-methylglutaryl CoA reductase – the rate-limiting step in cholesterol biosynthesis. Furthermore, statins possess beneficial immunomodulatory and anti-inflammatory properties in infection and cardiovascular disease, and some evidence supports a beneficial effect of statins in community-acquired pneumonia outcomes (Ray and Cannon, 2005; Terblanche et al., 2007; Chalmers et al., 2008). One study demonstrated efficacy in using statins to inhibit cell-damaging PLY activity (Figure 1) to improve outcomes in sickle-cell mice (Rosch et al., 2010). Patients with sickle-cell disease experience a 600-fold increase in lethality due to pneumococcus and thus, sickle-cell mice are an excellent animal model to test interventions. Pretreatment of sickle-cell mice with simvastatin resulted in decreased mortality, pneumococcal burden in the lungs and bloodstream, and severity of lung pathology.

Based on this study, statins seemed to have a two-pronged effect on pneumococcal infection. First, statin’s anti-inflammatory activity reduced the expression of platelet activating factor receptor (PAFr) in mouse lungs and vascular endothelium, thus reducing PAFr-mediated bacterial endocytosis and invasion. Second, statins directly reduced PLN cytotoxicity in vivo and in vitro at physiologic concentrations. Protection extended to tetanolysin and streptolysin, suggesting that therapeutic statin levels may be sufficient to impact CDC toxicity in general (Rosch et al., 2010). This was further shown not only for simvastatin and PLN but also for pravstatin protection of airway epithelial cells treated with alpha-hemolysin Statt et al., 2015). Evidence for a commercially available drug class to alter PLY function has far-reaching implications for immediately improving outcomes of pneumococcal infection. Moreover, if drug-mediated inhibition of PLY extends its roles in transmission and colonization, these agents may prevent spread of pneumococcal disease. Future studies are needed to investigate the mechanisms by which statins may affect PLY and prevent fulminant pneumococcal disease and whether their beneficial effects persist in combination with current antibiotic therapies.

It is also important to note the existence of other natural compounds that have been studied as inhibitors of PLY. β-sitosterol, for instance, was shown to bind with high affinity to PLY, inhibit PLY-induced hemolysis, protect human alveolar epithelial cells from injury, and prevent lethal pneumococcal infection (Li et al., 2015). Investigation of other natural compounds have identified chemical moieties important to blocking of PLY hemolytic activity and perhaps to the design of future inhibitors of PLY (Li et al., 2017). Similar studies have also reported prevention and attenuation of pneumococcal infection using compounds that prohibit PLY oligomerization (Li et al., 2020; Lv et al., 2020; Xu et al., 2020). These compounds potentially show promise as tools for developing small molecule adjuvant therapies in the prevention or treatment pneumococcal infection and studying PLY interactions.

The presence of anti-PLY antibodies has shown protective effects in delaying time to first pneumococcal carriage in newborns (Holmlund et al., 2006; Francis et al., 2009). Conversely, there is supportive evidence that patients with low serum antibody to PLY may be at higher risk for developing pneumococcal pneumonia (Huo et al., 2004). Mice administered anti-PLY antibodies showed significantly lower nasopharyngeal colonization compared to mice given nonspecific control antibodies (Kaur et al., 2014). It is therefore not surprising that PLY is one among several pneumococcal antigens studied as a potential vaccine candidate (Rapola et al., 2000; Holmlund et al., 2006; Francis et al., 2009). Pneumococcal protein based vaccines are particularly attractive in that the antigens are independent of capsular serotype and therefore may provide additional coverage compared to current serotype-based pneumococcal vaccines or may enhance protection when conjugated to capsular polysaccharide (Paton et al., 1991; Feldman and Anderson, 2014). Even so, PLY may present some challenges to its effective development as a vaccine target. For example, PLY is released from cells into the supernatant and thus is not present on the pneumococcal cell surface where an antibody could promote opsonization.

Fortunately, PLY shows relatively limited variation between strains and serotypes (Han and Zhang, 2019). Furthermore, PLY cytolytic effects can easily be attenuated with single amino acid substitutions (Boulnois et al., 1991). Specifically, a PLY L460D amino acid substitution disrupting the conserved CDC cholesterol-recognition motif abolishes any detectable cytotoxic effects (Farrand et al., 2010; Chen et al., 2015). This, in combination with the importance of PLY in immune cell recognition, makes PLY toxoid a key component in many protein-based vaccine trials (Malley et al., 2003; Witzenrath et al., 2011). Pneumolysin and attenuated PLY toxoid have since been extensively studied in animals for protective effects as an immunogenic agent (Paton et al., 1983; Alexander et al., 1994; Musher et al., 2001; Ogunniyi et al., 2001; Garcia-Suarez Mdel et al., 2004; Sanders et al., 2010; Denoel et al., 2011; Lu et al., 2014; Hermand et al., 2017). Many pre-clinical studies have additionally investigated protein-based vaccines using PLY toxoid combined with additional surface antigens. For example, a vaccine utilizing fusions of PLY toxoid and the major pneumococcal virulence factor choline-binding protein A was found to have broadly protective activities against pneumococcal infection in mouse nasopharyngeal carriage and infection models of sepsis, meningitis, otitis media, and pneumonia (Mann et al., 2014). Immunization with PLY-peptide fusions results in expanded PLY epitope recognition, indicating such fusions may engender enhanced protective capacity by facilitating recognition of protective epitopes that typically do not elicit a robust antibody response (Mann et al., 2014). While antibody responses against PLY are clearly one important component in protective immunity against S. pneumoniae, protective immunity requires responses against multiple protein antigens underscoring the important of multicomponent vaccines (Wilson et al., 2017).

Human trials using PLY-based vaccines have also been successful in demonstrating protection and immunogenicity (Bologa et al., 2012; Seiberling et al., 2012; Berglund et al., 2014). A detoxified PLY-derivative given to healthy adult humans demonstrated increased IgG titers against the PLY toxoid and increased toxin-neutralizing antibody activity (Kamtchoua et al., 2013). However, a pneumococcal vaccine containing PLY toxoid has yet to show protection in humans. Phase II trials showed no additional protection against infant pneumococcal nasopharyngeal carriage, acute otitis media or pneumonia by adding PLY toxoid in combinations with other antigens (Odutola et al., 2017; Hammitt et al., 2019). This suggests that PLY toxicity may not be a major driver of mucosal disease but the question remains open, as it is generally accepted to be an important component of future protein-based vaccines. As vaccine development continues, the efficacy, safety, and immunogenicity of PLY-based vaccines should be reassessed not only for effectiveness against disease prevention and carriage but also for changes in immune response mediated by PLY.



CONCLUSION

The CDC PLY has multiple interactions with the host leading to extensive spread of disease, intense inflammation and abundant cell damage. Pneumolysin appears to incite tissue damage to increase bacterial penetration and transmissibility while simultaneously disarming elements of host defense. These effects of PLY promoting virulence are balanced against increased bacterial clearance and enhanced immune responses induced via cell damage and inflammation; thus, the timing, magnitude, and localization of PLY release can have a major impact on invasion and host response. Attenuation of tissue damage by statins that interfere with cholesterol in membranes may be a feasible therapeutic strategy for CDCs. Current research into PLY as a vaccine target shows promise especially when addressing infection from strains not currently covered in commercially available pneumococcal vaccines or non-typeable S. pneumoniae.
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Dynamic interactions that govern the balance between host and pathogen determine the outcome of infection and are shaped by evolutionary pressures. Eukaryotic hosts have evolved elaborate and formidable defense mechanisms that provide the basis for innate and adaptive immunity. Proteins containing a membrane attack complex/Perforin (MACPF) domain represent an important class of immune effectors. These pore-forming proteins induce cell killing by targeting microbial or host membranes. Intracellular bacteria can be shielded from MACPF-mediated killing, and Chlamydia spp. represent a successful paradigm of obligate intracellular parasitism. Ancestors of present-day Chlamydia likely originated at evolutionary times that correlated with or preceded many host defense pathways. We discuss the current knowledge regarding how chlamydiae interact with the MACPF proteins Complement C9, Perforin-1, and Perforin-2. Current evidence indicates a degree of resistance by Chlamydia to MACPF effector mechanisms. In fact, chlamydiae have acquired and adapted their own MACPF-domain protein to facilitate infection.

Keywords: immunity, evolution, pathogenesis, pore-forming, obligate intracellular


INTRODUCTION

Obligate intracellular bacteria depend on survival within eukaryotic host cells. The family Chlamydiaceae contains at least nine designated species of obligate intracellular pathogens exhibiting a diverse host range in higher eukaryotes. C. trachomatis and C. pneumoniae represent species commonly impacting human health. C. pneumoniae infects the upper respiratory tract and is associated with 10–20% of adult community-acquired pneumonia (1). C. trachomatis urogenital infection (serovars D-K) continues to be the most common sexually transmitted bacterial infection in the US (2) and ocular infection (serovars A-C) is the leading cause of infectious blindness in developing countries (3). Interestingly, anecdotal evidence suggests that chlamydial ocular infections have affected humans for millennia (4). Regardless of species, all Chlamydia share a biphasic developmental cycle that alternates between infectious elementary bodies (EBs) and non-infectious reticulate bodies (RBs). EBs have minimal metabolic activity and are often referred to as “spore-like” due to a durable cell wall that is resistant to mechanical and osmotic pressures [reviewed in (5)]. EB envelopes are comprised of an “atypical” Gram-negative lipid bilayer that is stabilized through disulfide bonds among cysteine-rich outer membrane proteins [reviewed in (6)]. During invasion, EBs traverse the host-cell plasma membrane and establish an intracellular niche within a membrane bound vesicle termed the inclusion. Once the inclusion is established, EBs differentiate into non-infectious RBs which are capable of robust protein synthesis and replication. This stage of the developmental cycle occurs entirely within the protection of the infected host cell. The cycle is completed by asynchronous differentiation of RBs back into EBs capable of infecting neighboring cells after release. Escape of EBs from the host cell is accomplished by either lysis of the host cell or extrusion of intact inclusions (7).

The Chlamydiales order also contains Chlamydia-related bacteria often referred to as environmental Chlamydia due to their obligate intracellular parasitism of amoeba (8). The Chlamydiaceae family diverged from Chlamydia-related bacteria an estimated 700 million years ago at a time when all eukaryotes were single cell [reviewed in (9)]. Due to a dependence on intracellular survival and long evolution with eukaryotic hosts, it is not surprising that Chlamydia may have adapted multiple immune evasion strategies. During C. trachomatis genital infection, both innate and adaptive immune responses are clearly elicited with innate immunity functioning to limit ascension of infection and a Th1-, IFNγ-dependent adaptive response being required for control and resolution [reviewed in (10)]. Reinfection is common, and the majority of infections are asymptomatic, particularly in women (11). Progress in developing an efficacious vaccine has been challenged by poor protective immunity and increased pathology (12). Detrimental patient outcomes, such as tubal factor infertility and pelvic inflammatory disease, are associated with severe immunopathology which is initiated by the infected epithelium (13). Taken together, it is evident that Chlamydia maintain a finely tuned relationship with their host to interfere with productive immune recognition and clearance.

Formation of targeted membrane spanning pores using membrane attack complex/Perforin (MACPF)-domain proteins represents one mechanism used by both innate and adaptive arms of immunity. The MACPF-containing host proteins Perforin-2 and Complement C9 represent innate immune effectors whereas Perforin-1 functions during adaptive immunity (14). Both C9 and Perforin-2 are evolutionarily ancient whereas Perforin-1 likely arose by gene duplication of Perforin-2 during evolution of adaptive immunity in multi-cellular organisms (15, 16). All three function by killing microbes (C9 and Perforin-2) or host cells (Perforin-1) via polymerization and pore formation in target membranes (17). Interestingly, chlamydial genomes also contain a gene encoding a MACPF domain protein. It is hypothesized that this domain was acquired through horizontal gene transfer with a mammalian host (18, 19). A recent metagenomic study found only a small number of protein families that were taxonomically restricted within Chlamydiaceae (20). MACPF-containing proteins were among factors related to specific host interactions, providing further evidence that Chlamydia likely acquired this domain through co-evolution with a mammalian host.

Given the apparent long co-evolution of the host-pathogen interaction exemplified by Chlamydia, this review will summarize current evidence of chlamydial resistance and susceptibility to MACPF domain-mediated attack strategies while highlighting immune evasion mechanisms adapted through co-evolution. The discussion will focus on the more thoroughly characterized human pathogen C. trachomatis and corresponding immune modeling in mice using C. muridarum. We will also discuss the implications of the endogenous chlamydial MACPF domain protein in infection biology.



THE C9 MACPF DOMAIN

Complement is a central defense mechanism of the innate immune system that evolved to inactivate extracellularly localized pathogens (16). The complement system consists of more than 30 soluble serum proteins culminating in formation of the membrane attack complex (MAC) for complement-mediated cell lysis. The pore forming complex targets outer membranes of Gram-negative bacteria, enveloped viruses, and parasites. Activation of the complement cascade can occur via lectin, classical, or alternative pathways. Each pathway differs in the early mechanism used to recognize pathogens, but all converge through the covalent attachment of C3b to the target cell which then recruit downstream factors leading to MAC formation. Complement activation clearly occurs during chlamydial infection with the antibody-independent alternative pathway playing a major role (21). Multiple studies using a tissue-culture infection model have demonstrated that Chlamydia inclusion formation is significantly inhibited when EBs are pre-incubated with normal human sera (21–25) indicating complement factors may be important for controlling infection.

After typical C3b deposition on a bacterial surface, subsequently recruitmented components C5b-C8 then recruit soluble C9 monomers and facilitate C9 polymerization and the assembly of an 88-strand β-barrel membrane spanning pore (26). CryoEM studies have revealed that active pores contain 6 poly peptide chains, C5b, C6, C7, C8a, C8β, and C8γ, with 18 C9 monomers (27, 28). In experiments using C3 deficient mice, C. muridarum infectivity was not impacted during genital infections (29), however, C. psittaci pneumonia was significantly exacerbated when chlamydiae were introduced via a respiratory route (30). These data raise the possibility that C5b-C8 recruitment of C9 and pore formation may lead to fatal disruption of the chlamydial envelope; yet, formation of the MAC appears to be dispensable as a primary control mechanism for Chlamydia infections. Depletion of factors C5 and C8 from serum had no effect on in vitro anti-chlamydial activity (24). Additionally, C. muridarum shedding and ascension into the upper genital tract was not impacted in C5-deficient mice (29). Together these data indicate that late complement factors do not play a significant role in directly inactivating Chlamydia. The anaphylatoxin activities of C5a and C3a have been proposed as mediators of complement-dependent effects on infectivity and pathogenesis in mice (29–31). The antibody-independent inhibitory activity of complement in human serum could be mediated by opsonization and inactivation of chlamydial surface proteins required for cellular attachment and invasion (21), or deposition of other components such as properdin leading to targeting of Chlamydia to the lysosomal pathway for degradation (32). It remains undefined, however, how findings in cell culture are related to those observed in vivo. Clearly, further investigation of this interesting area is warranted.

Given that the complement system primarily targets extracellular invaders, the obligate intracellular lifestyle of all Chlamydia spp. represents the most obvious defense mechanism. Beyond that, the biphasic developmental cycle represents an additional layer of protection. The extracellular, infectious EB possess a rigid and highly disulfide crosslinked outer envelope. Assembly of the MAC requires a fluid membrane capable of allowing lateral diffusion of MAC components and dramatic structural changes associated with pore formation (33). We therefore speculate that the EB envelope would be impervious to the MAC. A highly conserved chlamydial protease, CPAF, cleaves C3, and factor B in vitro and may inhibit activation of the alternate complement pathway (25). Host cell escape through extrusion, one of two chlamydial exit strategies, may be another defense mechanism. During extrusion, the inclusion pinches off from the host cell in an exocytosis-like mechanism. Both the host cell and inclusion remain intact, and the now double-membrane-bound inclusion is released into the extracellular space where it is stable up to 4 h in vitro (7, 34–36). We predict that it is unlikely that complement factors could gain access through the multiple layers of membrane comprising this barrier. Chlamydia-mediated recruitment of CD59 to the inclusion membrane (37) would represent an additional layer of defense. CD59 regulates formation of the MAC to prevent uncontrolled complement-mediated cell lysis (38) and would prevent any lytic pore formation should barrier integrity be compromised.



PERFORIN

The cytotoxic functions of natural killer cells (NKs) and cytotoxic T lymphocytes (CTLs) represent an adaptive defense mechanism against viral and intracellular pathogens. NKs and CTLs release cytoplasmic granules containing Perforin and proteolytic granzymes onto the surface of infected cells. In the presence of Ca2+, Perforin binds to the target membrane and forms a transmembrane β-barrel pore. The N-terminal domain of Perforin contains a MACPF domain that allows insertion into lipid bilayers (39). Once assembled, the Perforin pore functions to deliver the proteolytic granzymes to the cytosol of the targeted cell. Two models of Perforin mediated granzyme delivery exist. The original model proposes that the Perforin pore provides direct delivery of granzymes to the cytosol, and a second model proposes that both Perforin and granzymes are endocytosed into the cell with subsequent delivery of granzymes by Perforin (40, 41). This model is supported by data demonstrating Perforin alters membrane curvature and stimulates the formation of endocytic vesicles (42).

During respiratory infection with C. muridarum, NKs infiltrate the lungs and become activated (43). Multiple studies have shown that NKs contribute modestly to clearance of chlamydial infection, however, this effect may be driven by IFN-γ expression and independent of Perforin targeting (43–45). Chlamydia infected cells are highly resistant to induction of apoptosis which is predicted to be due to chlamydial proteins that interrupt events such as cytochrome C release from mitochondria (46). NK cells extracted from C. trachomatis infected patients have also be shown to have decreased lytic capability (47). In two studies, Perforin knockout mice were not compromised in their ability to clear C. muridarum genital infection (48, 49), indicating Perforin-mediated cytotoxicity is not required for clearance of primary chlamydial infection. A third study, using lower infectious doses, did note a delayed clearance of infection in Perforin -/- mice (50); however, the authors concluded from their additional data that the phenotype occurred independently of direct interaction of cytotoxic cells with infected epithelia. Finally, the IFN-γ dependent/Perforin independent clearance of Chlamydia is supported by the finding that NK cells have a differential effect during infection where IFN-γ production is increased, yet cytolytic function is decreased (43).

Although some studies indicated Chlamydia-mediated interference with inducible expression of class I MHC on infected cells (51), primary chlamydial defense against Perforin may be more passive. Ex vivo studies indicated that Chlamydia-infected epithelial cells can be lysed by cytotoxic cells (52–54). Whether host cell lysis would directly contribute to control of chlamydial infection, however, is unclear since the disrupted cells would merely release any infectious EBs that had formed. Indeed, in vivo work noted above is consistent with Perforin-independent control mechanisms. In addition, the female genital tract represents one location where tolerance to foreign antigens must be greater for sustainment of the natural microbial flora. In both the gastrointestinal and female genital tracts, CD8+ T-cells have decreased expression of Perforin, thus comparatively limited cytotoxic activity (8, 55). In endocervical samples from both non-infected and C. trachomatis infected patients, effector memory T cell subsets showed decreased Perforin expression as compared to paired blood controls (55). Therefore, infection of the genital tract likely provides an advantageous niche for chlamydial infection.



PERFORIN-2

In contrast to the relative lack of susceptibility of Chlamydia to Perforin-1 and Complement C9, there does appear to be a role for the most recently described MACPF protein, Perforin-2. Perforin-2, encoded by the intronless MPEG1, represents perhaps the most evolutionary ancient and conserved member of the MACPF family of proteins (16, 56, 57). Originally shown to have anti-bacterial properties in sponges (58) and zebrafish (59), it is now established that Perforin-2 is capable of killing a range of cell-associated bacteria including Gram positive, Gram negative, and acid fast bacteria (60). A model has emerged where Perforin-2 is trafficked to bacteria-containing vacuoles and disrupts the integrity of bacterial envelopes by polymerizing into multi-subunit pores (14, 57). To date, the susceptibility of Chlamydia spp. to Perforin-2 represents the sole indication for how an obligate intracellular bacterium might respond to this novel innate immune mechanism (61).

Professional phagocytes, including macrophages and neutrophils, represent a functionally important arm of innate immunity, and Perforin-2 expression is constitutive in these cells (60). Cumulative data using murine-specific C. muridarum in a well-established mouse model of genital tract infection indicate robust recruitment of professional phagocytes to infected tissues. Although innate immunity is not required for resolution of infection, it has been proposed to function in opposing ascension of chlamydial infection into the upper genital tract (10). Although some degree of chlamydial growth can be detected in macrophage cell lines, Chlamydia spp. do not productively infect primary cells (62). RNAi knock-down of MPEG1 message was used to provide direct evidence for Perforin-2-mediated eradication of Chlamydia in infected macrophages (61). Transmission electron microscopy revealed that mock-treated murine BV2 macrophages contained vacuoles harboring debris and few intact chlamydiae, whereas Perforin-2-deficient cells contained intact inclusions that yielded 103 more progeny 24 h post infection. Knock-down of Perforin-2 resulted in levels of progeny C. trachomatis L2 EB production equivalent to similarly infected HeLa cells. Comparable results were seen for C. trachomatis serovars B and D indicating that Perforin-2 is capable of inhibiting a range of C. trachomatis serovars. In addition, C. muridarum was also susceptible to Perforin-2 activity. The BV2 line was initially tested due to the comparatively high level of constitutive Perforin-2 expression, yet similar results were obtained using the murine RAW 264.7 cell line (61). To date, the potential role of Perforin-2-dependent inhibition of Chlamydia has not been tested in human cell lines such as THP-1 or HL-60; however, Perforin-2 has been shown in these cells to limit growth of other bacteria such as Salmonella, S. aureus, and Mycobacterium (60) raising the probability that the observed anti-Chlamydia potential of Perforin-2 also occurs in humans cells.

These data are consistent with macrophage-produced Perforin-2 having a significant role in controlling chlamydial infection. How Perforin-2 inactivates intra-inclusion chlamydiae remains an open question. Chlamydia are rapidly targeted to lysosomal compartments in macrophages (61), yet develop normally in Perforin-2 deficient macrophages. Hence, Perforin-2 plays an active role in clearance at the cellular level. Based on a proposed working model for susceptibility of intracellular bacteria (14), deployment of Perforin-2 to the luminal face of subsequent Chlamydia-containing vacuolar membranes would culminate in insertion and polymerization of the Perforin-2 pore in chlamydial membranes. This would be predicted to disrupt the integrity of the RB envelope and lead to lysis. This model is supported by electron micrographs of Perforin-2 sufficient and deficient cells were clearly lysed chlamydial material is detected within an apparently intact vacuole (61). The Chlamydia highly cross-linked envelope of the EB developmental form (6) is likely resistant to Perforin-2 insertion. However, Perforin-2-mediated killing of Mycobacteria spp., which possess a highly impermeable, mycolic acid-containing envelope, suggest that the atypical RB envelope may be susceptible to Perforin-2 attack. Perforation of bacterial envelopes has also been shown to promote access of antimicrobial substances like reactive oxygen species (63). This mechanism may contribute to observed Chlamydia clearance since RAW 264.7 macrophages generate ROS and iNOS in response to infection, and pharmacologic inhibitors or scavengers of reactive species benefit chlamydial survival (64). Finally, macrophage-mediated killing of C. trachomatis has also been linked to autophagy (65–67). It is possible that Perforin-2 and autophagy mechanisms are linked, yet Perforin-2 has been proposed to function upstream of autophagy based on the greater impact on chlamydial survival (61).

Interestingly, chlamydial exit from infected epithelial cells via extrusion may subvert Perforin-2-mediated killing. Chlamydia-containing extrusionsare phagocytosed by bone marrow-derived macrophages and retain infectivity compared to non-encapsulated Chlamydia (36). In this scenario, the extra lipid bilayer could shield Chlamydia from detection and Perforin-2-mediated killing since machinery necessary for targeting Perforin-2 to membranes would be absent from the extrusion membrane (68) Finally, C. pneumoniae appears to be capable of replication in a subset of primary phagocytes (62), raising the possibility of additional, species-specific protective mechanisms. This would be consistent with observations that other pathogens such as Salmonella and enteropathogenic E. coli have evolved Perforin-2-specific mitigation mechanisms (68).

Columnar epithelial cells lining target mucosa represent the productive replication niche for all Chlamydia spp. Therefore, Chlamydia would be predicted to possess effective Perforin-2 protective mechanisms in this cell type. MPEG1 is inducible in non-myeloid cells, and Perforin-2-specific signal is below detection in multiple epithelial lines (60). Indeed, Perforin-2 was absent in both mock-treated and Chlamydia-infected cells in a HeLa-cell infection model (61). In contrast, treatment of cells with heat-killed Chlamydia resulted in significant up-regulation of Perforin-2, indicating that stealthy subversion of signals leading to MPEG1 expression as one protective mechanism. MPEG1 is inducible with IFNγ and type I interferons (60), both of which play important roles in limiting chlamydial infection in vivo (10). Indeed, MPEG1 upregulation was evident in early microarray analyses of IFNγ-treated oviduct epithelial cells (69). Interestingly, cells containing established inclusions prevent IFNγ-mediated induction of Perforin-2 in epithelial cells. This effect required viable Chlamydia. The role of IFNβ-mediated induction of MPEG1 during chlamydial infection has not been tested, yet a recent report indicated a requirement of Perforin-2 in transducing activation signals through the cognate receptor, IFNAR (70). Hence, Perforin-2 mediated killing is counter-indicated in infected epithelial cells. Importantly, ex vivo treatment of murine genital tract-derived epithelial cells with Chlamydia-conditioned media resulted in upregulation of MPEG1 (50). Proinflammatory signals are certainly capable of acting on uninfected, bystander cells which could then be more resistant to chlamydial infection in a Perforin-2-dependent manner. In support of this notion, ectopic overexpression of RFP-tagged Perforin-2 in HeLa cells resulted in efficient killing of Chlamydia (61). It is important to note that polymerization of Perforin-2 for crystallographic studies required an acidic environment and is postulated to reflect delivery of Perforin-2 to acidified phagolysosomes (71, 72). The chlamydial inclusion, however, does not acidify and remains segregated from the lysosomal pathway (73), raising the possibility of alternative polymerization mechanisms. It is also possible that non-physiologic levels due to ectopic expression favor polymerization in vivo. Regardless, it seems apparent that Chlamydia avoid Perforin-2 killing in epithelial cells by avoiding and suppressing MPEG1 expression. Although Perforin-2 proteins levels were not shown, inhibition of C. muridarum in IFNγ-primed murine embryonic fibroblasts was unchanged after Perforin-2 knockdown using siRNAs (74). These data may, once again, elude to alternative, species-specific susceptiblity of Chlamydia to Perforin-2.

Mice deficient in MPEG1 have subsequently been employed to test the anti-bacterial role of Perforin-2 in an animal model. Cells derived from MPEG1 -/- mice are deficient in ex vivo killing of a range of bacteria including L. monocytogenes (75), Mycobacteria spp., S. aureus, S. enterica Typhimurium, and enteropathogenic E. coli (60, 68). MPEG1 -/- mice are more susceptible to systemic listeriosis (75) and succumb to sublethal doses of S. aureus and Salmonella in cutaneous and orogastric infection models, respectively (60). Collectively, these data indicate the fundamental importance of Perforin-2 in controlling a diverse array of bacterial infections. It remained unclear how the impact of Perforin-2 would manifest during a mammalian model of chlamydial infection. To that end, the well-established intravaginal infection model was employed were Chlamydia are deposited at the cervical vault and bacterial shedding is enumerated by swabbing over time. We infected groups of 5 wild type or MPEG1 -/- mice with 5 × 104 infectious particles of C. muridarum and monitored chlamydial shedding and mouse body weight over time (Figure 1). Time to resolution was not extended in the absence of Perforin-2. However, MPEG -/- mice shed statistically fewer IFUs overall with a ca. log10 decrease observed on days 11 and 15. Interestingly, the MPEG1 -/- mice did appear ill with ruffled fur (Fields, unpublished) and decreased body weight (Figure 1B). These symptoms persisted until times corresponding to resolution. We speculate that these data could indicate systemic dissemination of chlamydiae beyond the genital tract. Infiltration of macrophages and neutrophils to the sites of active infection functions to contain chlamydiae (10). Less efficient killing by professional phagocytes could allow rapid ascension and seeding of peripheral sites. The role of these myeloid cells could be easily tested using bone-marrow chimeric mice expressing or lacking MPEG1. A functional adaptive response is likely intact given that infections in MPEG1 -/- mice were resolved comparable to wild type. As is the case with the molecular mechanisms of Perforin-2 function in cell culture, many provocative questions remain to be resolved.
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FIGURE 1. C. muridarum infection of Perforin-2 KO mice. Groups of 5, 6–7 week-old female wild type (MPEG1+/+) or KO (MPEG1 -/-) C57BL/6 × 129 × 1/SJV mice (60) were infected intravaginally with 5 × 104 C. muridarum 5 days after synchronization with medroxyprogesterone. Shed IFUs (A) and body weights (B) were measured over time (days). (A) Shed IFUs were enumerated every 4 days according to standard protocols and averages within groups are shown with standard deviations. Curves were different (*p < 0.01) by two-way ANOVA. (B) Average body weights (+/– standard deviation) within groups are shown. KO weights were significantly different (**p < 0.0001) from WT via two-way ANOVA. Data represent one of two replicate experiments (n = 2).




THE CHLAMYDIAL MACPF

Whole-genome sequencing of Chlamydia spp. originally identified a gene encoding a MACPF domain protein (18). In the reference strain C. trachomatis serovar D, this protein is designated CT153 (76). Gene orthologs were conserved in all C. trachomatis genomes sampled and located within the highly variable plasticity zone, immediately upstream pzPLD genes encoding putative lipid-modifying proteins (77, 78). Although similarity varies, orthologs are also present in other Chlamydia spp (Figure 2). Consistent with acquisition through horizontal gene transfer during co-evolution, the MACPF gene sequence of C. pneumoniae can differentiate bacteria isolated from indigenous and non-indigenous human sources from varying geographical regions (79). C-terminal amino acid residues 427–621 share homology with the MACPF domain found in C9 and Perforin. CT153 appears to undergo some proteolytic processing (78). The full length p91 was observed as the dominant polypeptide in EBs and is rapidly cleaved (15 min) into p57 and p41 fragments independent of de novo chlamydial protein synthesis. Processing may occur through host-mediated proteolytic cleavage or auto-proteolysis. This suggests distinct functions for full-length and processed peptides, yet it should be noted that the possibility of post-lysis degradation has not been ruled out (80). Currently, there is limited understanding regarding the function and cytolytic activity of this protein. It was originally postulated that the MACPF domain protein may be essential for Chlamydia since a saturating screen for chemically-induced mutations in C. muridarum failed to reveal nonsense mutations in tc0431 (81). However, inactivating transposon insertions were subsequently observed in both C. muridarum and C. trachomatis (82, 83). None of the mutations abolished intracellular survival, indicating that this protein is not essential for cultivation in tissue culture. These data are in line with the apparent lack of a MACPF-encoding gene in C. abortus which can infect the same cells (84). CT153 is expressed during mid-cycle (85) and has been shown to localize with both RBs near the inclusion membrane and within the inclusion membrane (78). These data suggest that CT153 may permeabilize the inclusion membrane. Complete lysis of the inclusion membrane is likely retarded by structural integrity conferred by chlamydial inclusion membrane proteins (86). For example, loss of specific Incs results in premature lysis of the parasitophorous vacuole (87, 88). The embedded pore could instead facilitate diffusion of small molecules into or out of the inclusion or be involved in fusion events during exocytic exit from cells. Clearly, this is a rich area needing further investigation.


[image: Figure 2]
FIGURE 2. Similarity of C. trachomatis CT153 domains to orthologs in other Chlamydia spp. The 810 residue CT153 of C. trachomatis D/UW-3 is shown schematically with predicted functional domains highlighted. These include the MACPF and Mannosyltransferase, Inositol 1,4,5-trisphosphate receptor and Ryanodine receptor (MIR) domains. Residues corresponding to the N-Terminal domain (aa 1-427), MACPF (aa 428-621), Intervening domain (aa 622-733), or MIR (aa 734-780 and aa 759-786) were used as query sequences in NCBI BLAST searches. Searches were performed using C. pneumoniae TW-183, C. psittaci 6 BC, C. muridarum Nigg, C. suis S45, C. felis DSM:26967, and C. pecorum Bo/E58 data bases. Calculated percent identity in respective species is shown for each domain.




CONCLUDING REMARKS

Chlamydia are ancient bacteria that have evolved with mammalian hosts for of millions of years. To sustain a privileged niche and intracellular survival, Chlamydia have adapted resistance mechanisms to major host defenses that include formation of the MAC and Perforin mediated cytotoxicity. Chlamydia are not completely resistant to MACPF attack strategies since these pathogens are susceptible to Perforin-2 activities of professional phagocytes. Finally, acquisition of the MACPF domain from hosts may have given the bacteria an edge for survival, however it is unclear whether this domain is responsible for resistance to host immunity or has other functions.
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The invertebrate innate immune system is surprisingly complex, yet our knowledge is limited to a few select model systems. One understudied group is the phylum Cnidaria (corals, sea anemones, etc.). Cnidarians are the sister group to Bilateria and by studying their innate immunity repertoire, a better understanding of the ancestral state can be gained. Corals in particular have evolved a highly diverse innate immune system that can uncover evolutionarily basal functions of conserved genes and proteins. One rudimentary function of the innate immune system is defense against harmful bacteria using pore forming proteins. Macrophage expressed gene 1/Perforin-2 protein (Mpeg-1/P2) is a particularly important pore forming molecule as demonstrated by previous studies in humans and mice, and limited studies in non-bilaterians. However, in cnidarians, little is known about Mpeg-1/P2. In this perspective article, we will summarize the current state of knowledge of Mpeg-1/P2 in invertebrates, analyze identified Mpeg-1/P2 homologs in cnidarians, and demonstrate the evolutionary diversity of this gene family using phylogenetic analysis. We will also show that Mpeg-1 is upregulated in one species of stony coral in response to lipopolysaccharides and downregulated in another species of stony coral in response to white band disease. This data presents evidence that Mpeg-1/P2 is conserved in cnidarians and we hypothesize that it plays an important role in cnidarian innate immunity. We propose that future research focus on the function of Mpeg-1/P2 family in cnidarians to identify its primary role in innate immunity and beyond.
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OVERVIEW OF CNIDARIA, INNATE IMMUNITY, AND MACROPHAGE EXPRESSED GENE 1/PERFORIN-2 PROTEIN

The phylum of Cnidaria possesses over 10,000 extant species which are united by the innovation of stinging cnidocyte cells and a polyp life stage (1). Cnidarians include stony corals, soft corals, sea anemones, and jellyfish and are known to be some of the most important organisms for promoting ocean biodiversity, as well as sources of novel compound discovery (2, 3). From an evolutionary perspective, Cnidaria is critical for our understanding of ancestral traits because they are the sister group with Bilateria, from which they split ~604–748 million years ago [Figure 1A; (6, 7)].


[image: Figure 1]
FIGURE 1. Mpeg-1/P2 is highly diversified in Cnidarians. (A) Between 604–748 million years ago, bilaterians split from cnidarians. Cnidaria as sister group to Bilateria can inform our understanding of ancestral traits. (B) Domain architecture of P2. Amino acid sequence and domain lengths are drawn to scale. Signal peptide (blue), membrane attack complex/perforin (MACPF; pink), and transmembrane (orange) domains were identified using Hmmer. The P2 (green) domain was identified by aligning the P2 sequence of the human P2 protein. (C) A Maximum likelihood tree created in PhyML using the WAG +G +I model, as predicted by Smart Model Selection and ProtTest [Version 3.4.2; (4, 5)]. This tree shows the predicted evolutionary relationship of the whole P2 protein using 38 protein sequences. The percentage of replicate trees associated with the given taxa clustered together using 1000 bootstrap tests are shown at the nodes. All amino acid positions with <95% coverage were eliminated from the model. Tree is rooted taxonomically by A. queenslandica. (D) The response of Mpeg-1 to an immune stimulus and active white band disease infection in two coral species. In P. damicornis LPS exposure causes significant upregulation of a Mpeg-1 transcript (pdam_00017055, Swiss-prot E-value = 7.43E-143) compared with control. In A. palmata, exposure to white band disease identified two significantly differentially expressed downregulated Mpeg-1 transcripts (Apalm_v2_evm.model.Sc0a5M3_382_HRSCAF_692.335, Swiss-prot E = 3.55E-158; Apalm_v2_evm.model.Sc0a5M3_382_HRSCAF_692.340 Swiss-prot E-value = 1.69E-159).


The advent of next-generation sequencing technologies has revealed that stony corals possess a highly redundant and diverse innate immune system at the gene and protein levels (8–10). Stony corals maintain symbiotic associations with a diverse microbial community including bacteria, fungi, archaea, and dinoflagellates of the family Symbiodiniaceae (11). To maintain these relationships, they must possess a complex innate immune repertoire that can decipher between symbiont and pathogen (12). These intricate symbioses, paired with old evolutionary age are hypothesized to be the primary factors that have led to the complex diversity of stony coral innate immune proteins (13–15). We currently do not understand the function of many of these innate immune factors, but by examining their phylogenetics, protein domain architecture, and gene expression we can begin to better understand their possible significance.

Macrophage expressed gene 1/Perforin-2 protein (Mpeg-1/P2) is a pore forming effector molecule that is crucial for the innate immune response of both vertebrates and invertebrates (16). It has been identified in multiple organisms, including sponges, mollusks, zebrafish, ctenophores, sea anemones, and humans (16–27). Within invertebrates, limited studies have shown that both sponges and oysters upregulate Mpeg-1 in response to viral or bacterial infections (18, 28). In other invertebrates, including stony corals, little is known about the function or diversity of the Mpeg-1/P2 family. Previous studies have identified MACPF containing proteins in stony corals including within toxins from cnidocyte cells (29–34), however proteins containing both MACPF and P2 domains such as Mpeg-1/P2 have not been well-described.

In this perspective article, we will discuss the diversity of the Mpeg-1/P2 family within Cnidaria, with a focus on stony corals. Additionally, we describe the conserved protein domains of P2 in Cnidaria and show that Mpeg-1 homologs react to both a natural disease challenge, as well as a synthetic pathogen mimic. Lastly, we discuss the possible role of Mpeg-1/P2 in cnidarian innate immunity and future areas of investigation.



CNIDARIA MPEG-1/P2 IS HIGHLY CONSERVED, DUPLICATED, AND COMPLICATED

To identify cnidarian homologs, BLASTp (Version 2.2.29+) searches using the Mus musculus P2 protein sequence were employed (35). To locate the P2 domain, each sequence was aligned against the isolated Homo sapiens P2 domain (amino acids 351–653) using Clustal Omega (36). From this, we identified cnidarian P2 protein homologs as highly conserved (Figure 1B, Supplementary Table 1). This is supported by both protein domain analysis and phylogenetic analysis (Figures 1B,C). There is a diversity of P2 homologs present indicating multiple duplication events within each cnidarian species and thus paralogs. One hypothesis for the retention of multiple P2 paralogs is that it may have evolved additional functions in cnidarians through the process of neofunctionalization. Alternatively, subfunctionalization could have occurred requiring multiple paralogs to perform the original ancestral function.

P2 proteins consist of an N-terminus regulatory signal peptide, the membrane attack complex/perforin (MACPF) domain, the perforin-2 (P2) domain, and the C-terminus transmembrane anchor (16). The MACPF domain generates pores in the lipid bilayer of bacteria cell membranes that leads to bacterial lysis (37). The defining P2 domain is important for Mpeg-1/P2 identification, but little is known about the functional mechanisms of this domain. A single missense or stop mutation in the P2 domain causes an inability to fight off bacterial infections indicating that it is important for the overall primary function of the P2 protein (38).

Using PhyML (Version 3.0) phylogenetic trees were constructed to identify the relationships between cnidarian, mammalian, and sponge P2 proteins (Figure 1C) (39). A maximum-likelihood tree was created using the WAG +G +I model as recommended by both Smart Model Selection and ProtTest [Version 3.4.2; (4, 5)]. The resulting tree shows P2 homologs partitioning into groups based on the major clades of stony corals with Corallimorpharia forming a paraphyletic group sister to the stony corals in accordance with their known evolutionary relationship (40, 41). The 60% of the bootstrap support are over 90% indicating high confidence in our model (Figure 1C).

Taken together these results show that P2 proteins are highly conserved and diverse within Cnidaria, a pattern which has also been observed in other innate immunity genes (13, 14). The phylogenetic relationship of P2 clearly shows that diversification of this protein occurred within species which resulted in many unique paralogs for P2. Given this protein domain analysis and phylogenetic information, understanding if the genes associated with Mpeg-1 are expressed in response to an active infection or a synthetic immune stimulus would further bolster our hypothesis that Cnidaria possesses functional Mpeg-1/P2.



STONY CORAL MPEG-1 GENES EXHIBIT ALTERNATE REACTIONS TO IMMUNE STIMULUS AND ACTIVE INFECTION

Two scleractinian coral transcriptomic datasets were mined for homologs of P2; one from Pocillopora damicornis exposed to the synthetic immune stimulus lipopolysaccharide (LPS), NCBI SRA BioProject PRJNA587509, (34) and the second from Acropora palmata exposed to the naturally occurring white band disease (WBD); NCBI SRA BioProject PRJNA529682, (42); Figure 1D. In P. damicornis, one Mpeg-1 homolog was found to be significantly upregulated (pdam_00017055, LFC = 1.21), while in A. palmata two paralogs of Mpeg-1 were found to be significantly downregulated in response to WBD (Apalm_v2_evm.model.Sc0a5M3_382_HRSCAF_692.340, LFC = −1.38; Apalm_v2_evm.model.Sc0a5M3_382_HRSCAF _692.335, LFC = −0.94). The presence of Mpeg-1 significant differential gene expression in these different coral species is evidence that it is responding to bacteria much like what has been previously seen in other organisms, however, unlike these other organisms, the response is more complicated and variable (16–24, 26, 43). With the presence of multiple paralogs, it is possible that some of these genes are not involved in innate immunity. Additionally, the variation in gene expression in A. palmata could be due to environmental challenges, as these were nursery reared corals (42). Further investigation into the function of these genes in multiple species of coral will be valuable for our understanding of the functional repertoire of this gene family in cnidarians, as well as, the effects of environmental stress.



FUTURE DIRECTIONS FOR CNIDARIAN MPEG-1/P2

The conservation of Mpeg-1/P2, across both the cnidarian lineage and throughout evolutionary history provides evidence that it is an ancient immune factor important for survival. Specifically, within cnidarians, there is much we do not understand: (1) What is the function of Mpeg-1/P2? (2) What is the protein structure? (3) Why are there abundant gene duplications? (4) What other proteins do cnidarian Mpeg-1/P2 associate with? (5) Why do different Mpeg-1/P2 respond differently in distinct cnidarians? (6) In what cell lineage is Mpeg-1/P2 expressed? Investigating Mpeg-1/P2 within non-traditional model systems such as cnidarians will shed light on its full functional capabilities and lead to novel discoveries on the function of this family that could have medically relevant applications.
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Objective: The aim of this study was to investigate the molecular mechanism of inflammasome activation in response to Streptococcus suis serotype 2 (SS2) infection and its contribution to the development of streptococcal toxic shock-like syndrome (STSS).

Methods: To verify the role of suilysin (SLY) in STSS, we infected bone-marrow-derived macrophages (BMDMs) in vitro and C57BL/6J mice intraperitoneally (IP) with the SS2 wild-type (WT) strain or isogenic sly mutant (∆SLY) to measure the interleukin (IL)-1β release and survival rate. To determine the role of inflammasome activation and pyroptosis in STSS, we infected BMDMs from WT and various deficient mice, including Nlrp3-deficient (Nlrp3−/−), Nlrc4-deficient (Nlrc4−/−), Asc-deficient (Asc−/−), Aim2-deficient (Aim2−/−), Caspase-1/11-deficient (Caspase-1/11−/−), and Gsdmd-deficient (Gsdmd−/−) ex vivo, and IP injected WT, Nlrp3−/−, Caspase-1/11−/−, and Gsdmd−/− mice with SS2, to compare the IL-1β releases and survival rate in vivo.

Results: The SS2-induced IL-1β production in mouse macrophages is mediated by SLY ex vivo. The survival rate of WT mice infected with SS2 was significantly lower than that of mice infected with the ∆SLY strain in vivo. Furthermore, SS2-triggered IL-1β releases, and the cytotoxicity in the BMDMs required the activation of the NOD-Like Receptors Family Pyrin Domain Containing 3 (Nlrp3), Caspase-1/11, and gasdermin D (Gsdmd) inflammasomes, but not the Nlrc4 and Aim2 inflammasomes ex vivo. The IL-1β production and survival rate of WT mice infected with SS2 were significantly lower than those of the Nlrp3−/−, Caspase-1/11−/−, and Gsdmd−/− mice in vivo. Finally, the inhibitor of the Nlrp3 inflammasome could reduce the IL-1β release and cytotoxicity of SS2-infected macrophages ex vivo and protect SS2-infected mice from death in vivo.

Conclusion: Nlrp3 inflammasome activation triggered by SLY in macrophages played an important role in the pathogenesis of STSS.

Keywords: Streptococcus suis, suilysin, interlukin-1β, inflammasome, caspase-1


INTRODUCTION

Streptococcus suis is a common swine pathogen, which not only results in a great loss to swine industry every year but also causes meningitis and streptococcal toxic shock-like syndrome (STSS) in humans (Ye et al., 2006; Yu et al., 2006; Gottschalk et al., 2007; Huong et al., 2014). More than 30 serotypes of S. suis have been identified (King et al., 2001), among which serotype 2 is considered as the most common and virulent. Streptococcus suis serotype 2 (SS2) is further divided into four predominant sequence types using multilocus sequence typing, including sequence types 1, 7, 25, and 28 (Fittipaldi et al., 2011). Among patients infected with strain ST7 of S. suis, the incidence of STSS is significantly higher than that among patients infected with the other sequence type of SS2. ST7 is thought to have been responsible for two large outbreaks of human SS2 infections in China in 1998 and 2005 (Hu et al., 2000; Ye et al., 2006; Yu et al., 2006). The serum proinflammatory cytokines in STSS patients, especially interleukin 6 (IL-6), IL-1β, and tumor necrosis factor (TNF), gamma interferon (IFN-ɣ), IL-12, and monocyte chemoattractant protein 1 (MCP-1), are significantly higher than those in meningitis patients (Ye et al., 2009). It was generally accepted that the severe outcome of the SS2 infection was closely related to the excess innate immune response of the host. However, how the overproduction of proinflammatory cytokines occurs in STSS is not fully understood.

A variety of virulence factors participate in the S. suis pathogenesis, for example, the capsular polysaccharide and lipoprotein (LP). Among these virulence factors, suilysin (SLY) was found to be closely related to bacterial dissemination and host inflammation (Lun et al., 2003). SLY, an extracellular protein secreted by SS2, belongs to a family of cholesterol-dependent cytolysins, including listeriolysin O of Listeria monocytogenes and pneumolysin of Streptococcus pneumonia, which are the multifunctional proteins responsible for hemolytic activity, apoptosis, and cytokine-inducing activity (Kim et al., 2010; Witzenrath et al., 2011). Notably, a highly virulent strain (ST7) that causes a more severe invasive infection can produce a greater amount of SLYs than non-epidemic strains (He et al., 2014). SLY-positive strains have also been reported to result in more severe symptoms than SLY-negative strains (Jacobs et al., 1996; He et al., 2014). Moreover, it was reported that SLY could stimulate the host immune system to produce massive amounts of proinflammatory cytokines, for example, IL-1β, IL-6, and TNF-α (Lun et al., 2003; Tenenbaum et al., 2016). The vaccine containing purified SLY derived from SS2 had immuno-protective effects against SS2-induced STSS for swine and mice due to its reduction of the proinflammatory response during SS2 infection (Jacobs et al., 1996). Furthermore, passive immunization using anti-SLY antisera protected mice from acute death after infection with SS2 and significantly reduced levels of proinflammatory cytokines. Therefore, it is necessary to further explore the role of SLY in the pathogenesis of SS2 infection.


Lavagna et al. (2019) reported that the IL-1β release plays a protective role during SS2 systemic infection by activating various inflammasomes, thus promoting host survival. The inflammasome is commonly composed of NOD-like receptors (NLRs) and the adapter molecule Asc. Multiple inflammasomes are involved in the host defense responses against various pathogens. The activated inflammasome can recruit and activate proinflammatory protease, Caspase-1. The activated form of Caspase-1 then cleaves the precursors of some subsequent cytokines (pro-IL-1β and pro-IL-18) into their corresponding mature forms, and it cleaves gasdermin D (Gsdmd) to remove its auto-inhibition. The N-terminal of Gsdmd generated by the cleavage induces cell pyroptosis, a programmed cell necrosis accompanied by the activation of the inflammatory cytokines IL-1β and IL-18, and forms pores on the cell membrane for IL-1β secretion (Shi et al., 2017). However, existing studies have not revealed the comprehensive molecular mechanism for the inflammasome activation triggered by SLY of SS2 and have not clarified the role of Nlrp3 inflammasome activation and pyroptosis in the pathogenesis of SS2-induced STSS.

To investigate the issues mentioned above, we constructed a SLY-mutant strain and used mouse macrophages deficient in Nlrp3, Nlrc4, Aim2, Caspase-1/11, Asc, and Gsdmd to determine whether SLY mediates inflammasome activation and pyroptosis and explored the role of inflammasome activation and pyroptosis in SS2-induced STSS. Our findings demonstrate a critical role of SLY in activating inflammasomes during STSS; the deficiencies in the Nlrp3 or Nlrp3 inhibitors could protect SS2-infected mice from death.



MATERIALS AND METHODS


Ethics Statement

This study was approved by the Laboratory Animal Welfare & Ethics Committee of the National Institute for Communicable Disease Control and Prevention, Chinese Center for Disease Prevention and Control. This study was carried out in accordance with the recommendations of the Animal Management Regulations (2017/03) and measures for the Ethical Review of Biomedical Research Involving Humans (2016/12) [SYXK (Beijing 2012-0022)].

All operations in our study are performed in the Biosafety Level II laboratory and Animal Biosafety Level II laboratory.



Bacterial Culture and Preparation of the Concentrated Supernatant Protein (SS2-S/N and ∆SLY-S/N)

The wild-type (WT) SS2 strain 05ZYH33 (ST-7) and its isogenic sly mutant (∆SLY; He et al., 2014; Pian et al., 2015) were obtained from Yongqiang Jiang’s laboratory at the Institute of Microbiology and Epidemiology, Academy of Chinese Military Medical Sciences. These bacteria were cultured on goat blood agar at 37°C overnight. The isolated colonies were inoculated into Todd–Hewitt broth (BD, USA).

Bacterial culture supernatants of the SS2 WT or ∆SLY strain were centrifuged at 10,000 rpm for 10 min and then filtrated with a 0.22 μM filter. Then, both the cell-free supernatants were centrifuged using Amicon Ultra-4 10 K Centrifugal Filter Devices (Millipore, USA) and concentrated. The concentration of the supernatant protein containing SLY (SS2-S/N) or without SLY (∆SLY-S/N) was measured using a Pierce™ BCA protein kit (Pierce, USA).



Mice and Cell Culture

All mice used in our experiments are on a C57BL/6 genetic background and all experiments were carried out with age and gender matched mice (8–10 weeks old, female). C57BL/6 WT mice were obtained from Beijing Vital River Laboratory Animal Technology Co. Ltd., Asc-deficient (Asc−/−) mice were provided by Vishva M. Dixit of Genentech, and Nlrp3-deficient (Nlrp3−/−) mice were provided by Warren Strober from NIH, Aim2-deficient (Aim2−/−) were obtained from Dr. Meng Guangxun’s lab (Mariathasan et al., 2004; Hornung et al., 2009; Meng et al., 2009; Mao et al., 2013), and Caspase-1−/−mice were obtained from the Jackson Laboratory and crossed onto the C57BL/6 genetic background for 10 generations. These mice are also deficient for functional Caspase-11 (Kayagaki et al., 2011). Nlrc4-deficient (Nlrc4−/−) and Gsdmd-deficient (Gsdmd−/−) mice on a C57BL/6 background were obtained from Feng Shao’s lab at the Beijing Institute of Life Sciences (Shi et al., 2015).

Mouse bone-marrow-derived macrophages (BMDMs) were isolated from the abovementioned mice and cultured as previously described (Song et al., 2015). Peritoneal macrophages (PMs) were collected from peritoneal lavage using the procedure utilized by Kumagai et al. (1979). The purity of the macrophages obtained was around 90%, which was assessed by a flow cytometer using the F4/80 antibody. Differentiation of the THP-1 human monocytic cell line was achieved after incubation for 48 h in the presence of 10 nM phorbolmyristate acetate (PMA, P8139). All of the cultured cells were grown in RPMI 1640 at a maximum density of 1 × 106 cells/ml.



BMDMs Infected With Bacteria (SS2 or ∆SLY) and Treated With Concentrated Supernatant Proteins (SS2-S/N or ∆SLY-S/N) ex vivo

BMDMs from WT mice or deficient mice (Asc−/−, Nlrc4−/−, Aim2−/−, Nlrp3−/−, Casp-1/11−/−, and Gsdmd−/−) were infected with the SS2 WT or ∆SLY strain ex vivo at a multiplicity of infection (MOI) of 1 for 16 h without lipopolysaccharide (LPS,100 ng/ml, L3012, Sigma) priming. BMDMs treated with phosphate buffer saline (PBS) or LPS plus adenosine triphosphate (ATP; 500 μM, A2383, Sigma) were used as the negative and positive control, respectively.

In parallel, BMDMs from the WT mice or deficient mice (Asc−/−, Nlrc4−/−, Aim2−/−, Nlrp3−/−, Casp-1/11−/−, and Gsdmd−/−) were pretreated with LPS priming (100 ng/ml) for 3 h and washed off with PBS. Then, the cell-free concentrated supernatant proteins SS2-S/N (containing SLY) or ∆SLY-S/N (without SLY) were incubated with the primed BMDMs in a 24-well plates at a concentration of 200 ng/ml for 16 h, respectively.

Both the unprimed BMDMs and LPS-primed BMDMs were pre-incubated with various inhibitors, including KCl (50 mM, PB0440), oxidized ATP (oATP, 500 μM, A6779), N-acetyl-L-cysteine (NAC; 20 mM, A7250), Nlrp3 inhibitor MCC950 (10 μM, S7809), and Caspase-1 inhibitor Z-YVAD-FMK (10 μM, A3707) at the indicated concentrations for 1 h. Then, these unprimed BMDMs were infected with the SS2 WT or ∆SLY strain, and LPS-primed BMDMs were treated with the concentrated supernatant proteins SS2-S/N or ∆SLY-S/N for 16 h ex vivo, as described above.



Mice Infection in vivo

To observe the survival of mice from a high-dose infection, C57BL/6J WT mice (female, 18–20 g) and various deficient mice (Nlrp3−/−, Casp-1/11−/−, and Gsdmd−/−) were injected intraperitoneally (IP) with 2 × 109 CFU SS2 or its mutant (∆SLY) strain in 200 μl PBS. The mice of the negative control group received the same volume of PBS. There were 10 mice in each group, and their survival was monitored every 2 h up to 24 h.

To detect the inflammatory response to a low dose of SS2 infection without death, BMDMs of C57BL/6J WT and various deficient mice (Nlrp3−/−, Casp-1/11−/−, and Gsdmd−/−) were injected IP with 2 × 108 CFU SS2 in 200 μl PBS, and the negative control mice were treated with the same volume of PBS (six mice per group). Mice were sacrificed 24 h after injection. The peritoneal lavage fluid (PLF) was harvested by rinsing the peritoneal cavity with 500 μl PBS. The harvested PLF was used for the IL-1β detection by ELISA.

To determine the effect of the Nlrp3 inhibitor MCC950 on the survival and inflammatory response of SS2-infected mice in vivo, mice were injected IP with MCC950 (50 mg/kg, qd) for 2 days and then infected with 2 × 108 CFU SS2 2 h after injection. Mice were sacrificed 24 h after infection, then the PLF was harvested for IL-1β detection by ELISA. Those mice infected with 2 × 109 CFU SS2 were monitored for their survival for 24 h.

The WT mice group infected with SS2 was used as common positive control group in all in vivo experiments. The WT mice treated with PBS were used as shared negative control group in all in vivo experiments.



Detection of Cytokines and Lactate Dehydrogenase

All the cultured supernatants mentioned above were collected at the indicated time in this study. Lactate dehydrogenase (LDH) was measured for the cytotoxicity assessment using the Cytotox96 assay kit (Promega, USA). Interlukin 1β (IL-1β) and IL-6 were tested using ELISA kits (BD Biosciences, USA).



Western Blotting Analysis

The cultured supernatants and bacterial lysates were collected at the indicated time after treatment (Liu et al., 2015). Proteins in the supernatants were extracted using the methanol – chloroform approach, and the cell pellets were lysed with the RIPA Lysis buffer (89901, Thermo) supplemented with a protease inhibitor cocktail (Roche). Finally, all the protein pellets were mixed with the SDS loading buffer. Both of the obtained proteins were applied to detection for pro-IL-1β/IL-1β, and pro-Caspase-1/Caspase-1 by immunoblotting. β-actin was chosen as the positive control. The antibodies against IL-1β (sc-52012), Caspase-1 (sc-56036), β-actin (4967S), and the secondary antibodies (IRDye 800-labeled anti-rabbit IgG; 611-132-002) were obtained from Santa Cruz Biotechnology. The proteins were quantified using an Odyssey infrared imaging system (LI-COR, Lincoln, NE).



Statistical Analysis

All continuous variables were represented as the means ± standard deviations. The unpaired 2-tailed Student’s t test was used to compare the differences between two groups. Differences among three or more groups were compared using ANOVA. The survivals of different groups of mice were plotted with Kaplan Meir and their comparison was performed using the log-rank method. A value of p < 0.05 was considered statistically significant. Statistical analysis was done using SPSS 17.0 (SPSS Inc., Chicago, IL).




RESULTS


IL-1β Releases and Cytotoxicity Are Induced by SS2 in vitro

To measure the kinetics of the IL-1β secretion and cytotoxicity induction by SS2 in macrophages, we infected mice PMs with SS2, as explained in the “Materials and Methods” section, and the data showed that SS2 gradually increased IL-1β and the cytotoxicity during the time course after the SS2 challenge. The optimal stimulation conditions for SS2 to induce IL-1β production was 16 h post infection and a MOI of 1 (Figures 1A,C) with peaked IL-1β production (2,200 ± 605 pg/ml) without too much cytotoxicity (20.2 ± 4.6%). Thus, this optimal condition was used for subsequent ex vivo experiments. Figures 1B,D show that SS2 induced cytotoxicity in a time‐ and dose-dependent manner.
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FIGURE 1. Streptococcus suis serotype 2 (SS2) trigged interleukin (IL)-1β production and induced cytotoxicity in vitro. (A,B) Bone marrow derived macrophages (BMDMs; 1 × 106 cells/ml) were infected with SS2. The supernatants were harvested at different time points after infection. The IL-1β release was measured with ELISA (A), and lactate dehydrogenase (LDH) leakage was detected using the CytoTox96® non-radioactive cytotoxicity kit (B). (C,D) BMDMs were infected with SS2 at different doses, and the supernatants were harvested for IL-1β (C) and LDH detections (D) The data shown have the means ± standard deviations from three independent experiments. *p < 0.05; **p < 0.01.




SLY Contributes to the IL-1β Release and Cytotoxicity of BMDMs in vitro and a Deficiency of SLY Protects Mice From Death in vivo in Response to the SS2 Infection

To determine which component of SS2 mediates the IL-1β secretion and cytotoxicity in multiple cells, PMs, BMDMs, and human THP-1 cells were infected with SS2 and its SLY-deficient isogenic mutant (∆SLY; MOI, 1). SS2 induced significantly more IL-1β and cytotoxicity compared with the ∆ SLY strain 16 h post infection (Figures 2A,B). To confirm whether the secreted SLY triggered the IL-1β and LDH release, we treated BMDMs with concentrated supernatant proteins (SS2-S/N containing SLY or ∆SLY-S/N without SLY). The SS2-S/N induced a significantly greater IL-1β and LDH release in BMDMs than ∆SLY-S/N did (Figures 2C,D). In contrast, the IL-6 secretions induced by different strains were comparable, suggesting that the production of IL-6 was not affected by SLY and was independent of the IL-1β release (Figure 2E). These results further confirmed that the SS2-induced-IL-1β secretion and cytotoxicity in the BMDMs were mediated by SLY.
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FIGURE 2. SS2-induced secretion of IL-1β is dependent on suilysin (SLY) in vitro and in vivo. (A,B) Three types of cells, including human monocytic THP-1 cells, mouse peritoneal macrophages (PMs), and BMDMs, were infected with SS2 or its SLY-deficient mutant (∆SLY); multiplicity of infection (MOI, 1) for 16 h. The supernatants were harvested for the measurement of IL-1β (A) and LDH (B). (C–E) BMDMs (1 × 106 cells/ml) were infected with SS2 or ∆SLY (MOI, 1) for 16 h and also treated in parallel with the concentrated supernatant proteins SS2-S/N (200 ng/ml) or ∆SLY-S/N (200 ng/ml) for 16 h after LPS priming for 3 h. Phosphate buffer saline (PBS) and LPS plus adenosine triphosphate (ATP) were used as the negative control and positive control, respectively. The supernatants were collected for IL-1β (C) and IL-6 (E) by ELISA and LDH assay (D). (F) Immunoblotting was performed, and the culture supernatants were measured for IL-1β p17 and Caspase1 p10, and the cell lysates were analyzed for proIL-1β p31 and pro-Caspase1 p45. (G) 8-week-old C57BL/6J WT mice were injected intraperitoneally (IP) with a higher dose of SS2 or ∆SLY (2 × 109 CFU/mouse in 200 μl PBS) and their survivals were observed every 2 h up to 24 h, with 10 mice in each group. The WT mice treated with SS2 and PBS were considered as the positive and negative control group, respectively. (H) 8-week-old WT C57BL/6J mice were injected IP with a lower dose of SS2 or ∆SLY (2 × 108 CFU in 200 μl PBS). The WT mice treated with SS2 and PBS were considered as the positive and negative control group, respectively. These mice were sacrificed 24 h after injection. Their peritoneal lavage fluids (PLFs) were harvested by rinsing the peritoneal cavity with 500 μl PBS and measured for IL-1β by ELISA (six mice in each group). The data shown in panels (A–E) are the means ± standard deviations from three independent experiments. The data shown in panels (F–H) are from one of two independent experiments. *p < 0.05; **p < 0.01.


To explore the molecular mechanisms of the SS2-induced IL-1β in BMDMs, we measured the amount of IL-1β (p17) and its immature precursor pro-IL-1β (p31) and the amount of Caspase-1 (p10) and its immature precursor pro-Caspase-1 (p45) in both supernatants and cell lysates using western blotting. The BMDMs were treated as indicated in the “Materials and Methods” section and LPS plus ATP was used as a positive control to stimulate the secretion of IL-1β. The data showed that all strains and concentrated supernatant proteins induced similar levels of immature pro-IL-1β in the cell lysates, but SS2 or SS2-S/N induced significantly more mature IL-1β in the supernatants than the ∆SLY strains or ∆SLY-S/N did. We also observed the presence of active Caspase-1 in the supernatants of the BMDMs treated with SS2 or SS2-S/N, but not in the supernatants of the cells treated with ∆SLY or ∆SLY-S/N (Figure 2F).

To verify the role of SLY in the pathogenicity of SS2 in vivo, we infected WT mice as noted in the “Materials and Methods” section and observed their activity and survival every 2 h until 24 h post infection. Eight out of ten WT mice infected with a higher dose of 2 × 109 CFU SS2 strain died within 24 h, but only 2 out of 10 WT mice infected with 2 × 109 CFU ∆SLY strains died within 24 h post infection (Figure 2G). To further evaluate whether SLY was involved in the IL-1β release in response to the SS2 infection in vivo, we injected IP WT mice with a lower dose of 2 × 108 CFU SS2 or ∆SLY. Our results proved that the IL-1β production in the PLF from the SS2-infected WT mice was significantly higher than that in the ∆SLY-infected WT mice (Figure 2H). These findings suggested that SLY is a very important virulent factor.



SS2-Triggered IL-1β Releases and Cytotoxicity Require the Activation of Caspase-1/11 and Gsdmd

To verify the role of Caspase-1 and Gsdmd during SS2-induced-IL-1β release and the cytotoxicity in macrophages, we treated BMDMs isolated from WT, Caspase-1/11−/− and Gsdmd−/− mice with SS2, ∆SLY, SS2-S/N, and ∆SLY-S/N. The data showed the SS2 and SS2-S/N that induced IL-1β and the cytotoxicity were abolished in BMDMs isolated from Caspase-1/11−/− mice, but partly inhibited in BMDMs from Gsdmd−/− mice, compared with the cells of WT mice (Figures 3A,B).
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FIGURE 3. The SS2-induced IL-1β secretion was dependent on Caspase-1/11 and gasdermin D (Gsdmd) in vitro and in vivo. (A,B) BMDMs were isolated from 8-week-old WT C57BL/6J, Caspase1/11-deficient (Caspase-1/11−/−) and Gsdmd-deficient (Gsdmd−/−) mice, which were treated with SS2 (MOI, 1), ∆SLY (MOI, 1), SS2-S/N (200 ng/ml), and ∆SLY-S/N (200 ng/ml) for 16 h (LPS priming for 3 h was needed prior to the treatments of SS2-S/N and ∆SLY-S/N). The supernatants were collected for the IL-1β ELISA (A) and LDH assays (B). (C) 8-week-old WT C57BL/6J, Caspase-1/11−/−, and Gsdmd−/− mice were injected IP with a higher dose of SS2 (2 × 109 CFU in 200 μl PBS) and monitored for 24 h for their survival, with 10 mice per group. The WT mice infected with SS2 were considered as the positive control group. (D) 8-week-old WT C57BL/6J, Caspase-1/11−/−, and Gsdmd−/− mice were injected IP with a lower dose of SS2 (2 × 108 CFU in 200 μl PBS). The wild-type (WT) mice infected with SS2 and PBS were considered as the positive and negative control group respectively. These mice were sacrificed 24 h after injection and their PLFs were harvested for the measurement of IL-1β (six mice per group). The data in panels (A,B) are the means ± standard deviations from three independent experiments. The data in panels (C,D) are from one of two independent experiments. *p < 0.05; **p < 0.01.


To confirm the roles of Caspase-1/11 and Gsdmd in the pathogenicity of SS2-induced STSS in vivo, we infected IP WT, Caspase-1/11−/−, and Gsdmd−/− mice with a higher dose of 2 × 109 CFU SS2 and observed their activity and survival every 2 h until 24 h post infection. Three (3/10) Gsdmd−/− mice and one (1/10) Caspase-1-deficient mouse died within 24 h post infection, and the deaths all decreased significantly compared to those of WT mice (8/10 died; Figure 3C).

To further evaluate whether Caspase-1/11 and Gsdmd were involved in the IL-1β release in response to the SS2 infection in vivo, we also injected IP WT, Caspase-1/11−/−, and Gsdmd−/− mice with lower dose of 2 × 108 CFU SS2. Our results showed that the IL-1β production in the PLF from SS2-infected WT mice was significantly higher than that in Caspase-1/11−/− mice and Gsdmd−/− mice (Figure 3D).

Thus, we confirmed that the activation of Caspase-1/11 and Gsdmd was required for the SS2-induced IL-1β release and cytotoxicity in BMDMs ex vivo, and this activation contributes to mouse death and IL-1β release in response to the SS2 infection in vivo.



SS2-Triggered Caspase-1 Activation via the Nlrp3 Inflammasome, but Not the Nlrc4 and Aim2 Inflammasome

To characterize the specific inflammasome involved in SS2-induced Caspase-1 activation, we infected BMDMs of WT, Nlrp3−/−, Nlrc4−/−, Asc−/−, and Aim2−/− mice with SS2, ∆SLY, SS2-S/N, and ∆SLY-S/N and measured the IL-1β release and cytotoxicity. The SS2-induced IL-1β and the cytotoxicity were completely abrogated in the Nlrp3−/− and Asc−/− BMDMs but unaltered in the Nlrc4−/− and Aim2−/− BMDMs (Figures 4A,B). Similarly, SS2-S/N induced significantly a greater amount of IL-1β and cytotoxicity in the BMDMs of WT, Nlrc4−/−, and Aim2−/− BMDMs compared with those in the BMDMs of the Nlrp3−/− and Asc−/− mice (Figures 4C,D). In contrast, the IL-6 secretions from different genotypes of BMDMs were comparable, suggesting that Nlrp3 and Asc were dispensable for the production of IL-6 in response to the SS2 and ∆SLY strains (Figure 4E). Thus, the SS2-induced IL-1β secretions depend primarily on the Nlrp3 inflammasome activation.
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FIGURE 4. The SS2-induced IL-1β secretion is dependent on the Nlrp3 inflammasome activation in vitro and in vivo. BMDMs were isolated from WT C57BL/6J mice and multiple deficient mice [Nlrc4-deficient (Nlrc4−/−), Aim2-deficient (Aim2−/−), Nlrp3-deficient (Nlrp3−/−), and Asc-deficient (Asc−/−)] and infected with SS2 (MOI, 1) and ∆SLY (MOI, 1) for 16 h. The supernatants were harvested and assayed for IL-1β (A), LDH (B), and IL-6 (E). These cells were also treated parallel with SS2-S/N (200 ng/ml) and ∆SLY-S/N (200 ng/ml) for 16 h after LPS priming for 3 h. Their supernatants were collected for IL-1β ELISA (C) and LDH assays (D). (F) Along with immunoblotting, the supernatants were also measured for IL-1β p17 and Caspase1 p10, and the cell lysates were analyzed for pro-IL-1β p31 and pro-Caspase1 p45. (G) Three groups of 8-week-old mice, including WT mice (C57BL/6J), Nlrp3−/− mice, and WT mice treated with the Nlrp3 inhibitor MCC950 (the WT mice were injected IP with Nlrp3 inhibitor MCC950 prior to SS2 infection), were injected IP with a higher dose of SS2 (2 × 109 CFU in 200 μl PBS), and their survival was monitored for 24 h, with 10 mice per group. The WT mice infected with SS2 were considered as the positive control group. (H) Three groups of the abovementioned mice were injected IP with a lower dose of SS2 (2 × 108 CFU in 200 μl PBS). The WT mice infected with SS2 were considered as the positive control group. These mice were sacrificed 24 h after injection and their PLF was harvested and measured for IL-1β (six mice in each group). The data in panels (A–E) are the means ± standard deviations from three independent experiments. The data in panels (F–H) are obtained from one of two independent experiments. *p < 0.05; **p < 0.01.


We then measured the amount of inactive pro-IL-1β (p31), pro-Caspase-1 (p45), mature active IL-1β (p17), and Caspase-1 (p10) in the supernatants and cell lysates in SS2-infected-BMDMs from the WT and various deficient mice with immunoblotting. Consistent with the ELISA results, SS2 induced significantly more active IL-1β and Caspase-1 in the supernatants of the BMDMs of the WT, Nlrc4−/−, and Aim2−/− mice but not in the BMDMs isolated from the Nlrp3−/− and Asc−/− mice. However, SS2 induced similar levels of biologically inactive pro-IL-1β and pro-Caspase-1 in cell lysates from various cells (Figure 4F). Thus, we demonstrated that the Nlrp3 inflammasome mediated the SS2-induced IL-1β release.

To further clarify the role of the Nlrp3 inflammasome activation in developing STSS caused by SS2, we infected three genotypes of mice [WT mice, Nlrp3−/− mice, and WT mice injected with the Nlrp3 inhibitor (MCC950) prior to infection] with a high dose of 2 × 109 CFU SS2. The results showed that the survival of the Nlrp3−/− group (2 of 10 died) and WT mice treated with the inhibitor group (3 of 10 died) was both significantly higher than that of the WT group (8 of 10 died; Figure 4G). Therefore, we confirmed that the Nlrp3 inflammasome played a crucial role in the host’s combat against SS2 infection in vivo.

To further evaluate the role of the Nlrp3 inflammasome in the IL-1β release in response to the SS2 infection in vivo, we also injected IP three groups of the abovementioned mice with a lower dose of 2 × 108 CFU SS2. The results showed that the IL-1β production in the PLF from the SS2-infected WT mice was significantly higher than that in the Nlrp3−/− mice and WT mice injected with the Nlrp3 inhibitor (Figure 4H).



SS2 and SS2-S/N-Induced IL-1β Release in BMDMs Requires K+ Efflux and ROS Production

To find whether potassium (K+) efflux participates in the inflammasome activation induced by SS2 in BMDMs, a high concentration of KCl was added to the supernatants of a cell culture to block the K+ efflux before the cells were treated with SS2. The IL-1β production and cytotoxicity were almost completely abrogated by KCl (Figures 5A,B). To investigate whether SS2 activated the inflammasome via the ATP receptor P2X7R, BMDMs were pretreated with the P2X7R inhibitor (oATP) prior to the SS2 infection. The results showed that the IL-1β release and cytotoxicity were significantly reduced by blocking the ATP receptor P2X7R (Figures 5A,B). To study the involvement of the ROS production in activating the inflammasome in response to the SS2 infection, BMDMs were pretreated with the ROS inhibitor (NAC). The IL-1β release and cytotoxicity triggered by SS2 was impaired by inhibiting ROS (Figures 5A,B). Together, these results indicated that the K+ efflux, ATP receptor P2X7, and production of reactive oxygen species (ROS) were all involved in IL-1β secretion during the SS2 infection. Furthermore, we pretreated BMDMs with the Nlrp3 inhibitor (MCC950) and Caspase-1 inhibitor (Z-YVAD-FMK) prior to the infection with SS2, and we observed the expected significant inhibitions to the IL-1β release and cytotoxicity (Figures 5A,B).
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FIGURE 5. SS2-induced IL-1β secretion in BMDMs requires potassium (K+) efflux, ATP, and reactive oxygen species (ROS) production. BMDMs were infected with SS2 (MOI, 1) 16 h in the absence or presence of the K+ efflux blocker (KCl, 50 mM), ATP blocker (oxidized ATP, oATP, 500 μM), ROS inhibitor (N-acetyl-L-cysteine, NAC, 20 mM), Nlrp3 inhibitor (MCC950, 10 μM), and Caspase-1 inhibitor (Z-YVAD-FMK, 10 μM). IL-1β in the supernatants was measured with ELISA (A) and LDH was assayed using a Cytotox96 kit (B). BMDMs were also incubated with SS2-S/N 16 h after lipopolysaccharide (LPS) priming for 3 h in the absence or presence of the above-mentioned inhibitors. The IL-1β in the supernatants was measured with ELISA (C), and LDH was assayed using a Cytotox96 Kit (D). The results are represented as the means ± standard deviations of three independent experiments. *p < 0.05; **p < 0.01.


Similarly, the abovementioned five kinds of inhibitors, including KCl, P2X7R receptor inhibitor (oATP), ROS inhibitor (NAC), Nlrp3 inhibitor (MCC950), and Caspase-1 inhibitor (Z-YVAD-FMK), impaired the IL-1β release and cytotoxicity induced by SS2-S/N (Figures 5C,D).

All of the data suggested that the IL-1β secretion in BMDMs induced by SS2 or SS2-S/N was mediated by K+ efflux and ROS production via the Nlrp3 inflammasome activation.




DISCUSSION

Innate immunity is critical to the pathogenesis of the SS2 infection. The infected individuals rely exclusively on their innate immune response to clear bacteria but the massive release of proinflammatory mediators by innate immune cells can cause severe pathophysiological injury to the host (Li et al., 2019). In this study, we focused on the role of SLY and inflammasome activation in the pathogenesis of STSS-induced by SS2. Our results demonstrated that SLY mediated IL-1β release and cytotoxicity in the BMDMs, which contributed to the higher mortality of mice infected with SS2. We also found that the activation of the Nlrp3 inflammasome mediated by SLY played a key role in the IL-1β release, cytotoxicity, and protecting mice from early death due to the high dose of the SS2 infection in a mouse STSS model.

In this study, we proved that SLY, a member of cholesterol-dependent cytolysins, contributed to the IL-1β release, cytotoxicity, and activation of the Nlrp3 inflammasome that was involved in STSS caused by SS2. Our results add SLY to the growing list of bacterial toxins, including various pore-forming toxins, hemolysins, and cholesterol-dependent cytolysins, which can trigger the Nlrp3 inflammasome activation (Muñoz-Planillo et al., 2009; Meixenberger et al., 2010). SLY was also studied as a potential vaccine candidate (Du et al., 2013) because the increased SLY release promotes S. suis entering into and surviving in the blood stream, thereby contributing to the infection (Jacobs et al., 1996). Therefore, SLY plays a key role in the pathogenesis of SS2-induced STSS.

It has been reported that both Caspase-1‐ and Caspase-11-deficient mice are more resistant to LPS-induced shock than WT mice controls (Wang et al., 1998). SS2 is a gram-positive bacterium without LPS to activate Caspase-11. Therefore, we speculated that the STSS and pyroptosis induced by SS2 were mainly attributed to the canonical inflammatory Caspase pathway. Two studies reported that Gsdmd as a key mediator of pyroptosis was essential for IL-1β secretion in both the canonical‐ and non-canonical inflammatory Caspase pathways (He et al., 2015; Shi et al., 2015). The 31 kDa N-terminal fragment of Gsdmd is cytotoxic and capable of triggering pyroptosis when expressed aberrantly. Gsdmd-deficient macrophages failed to induce pyroptosis after exposure to cytosolic LPS and other known inflammasome stimuli, and therefore, Gsdmd was regarded as a shared component of Caspase-1‐ and -11-mediated pyroptosis. Whether Gsdmd is involved in the development of STSS in SS2 infection is uncertain. In this study, SS2-infected BMDMs from Caspase-1/11−/−and Gsdmd−/− mice had a lower IL-1β release and cytotoxicity than the BMDMs from WT mice ex vivo. In vivo results further confirmed that Caspase-1/11−/− mice and Gsdmd−/− mice had a lower IL-1β production in the PLF and were more resistant to SS2-induced STSS and death compared with WT mice. These findings suggest that IL-1β release and pyroptosis mediated by activations of Caspase-1/11 and Gsdmd contribute to STSS during SS2 infection. Recent studies (Antonopoulos et al., 2015; Gurung and Kanneganti, 2015) revealed novel non-apoptotic function of caspase-8 to modulate IL-1β production via NLRP3 inflammasomes activation. It is proposed that caspase-8 regulates expression of pro-IL-1β and NLRP3 mRNA activation via nuclear factor-kB (NF-kB) pathway. In the NLRP3 inflammasome, caspase-8 is required for both canonical‐ and non-canonical assembly and activation of the inflammasome complex. In the absence of caspase-1, NLRP3 inflammasomes directly utilize caspase-8 as both a proapoptotic initiator and major IL-1β-converting protease. In the presence of caspase-1, caspase-8 acts as a positive modulator of the NLRP3-dependent caspase-1 signaling cascades that drive both IL-1β production and pyroptotic death. It remains to be determined whether caspase-8 is involved in SLY-induced NLRP3 activation and IL-1β production during SS2 infection.

Several types of streptococci have been reported to activate inflammasomes. For example, production of IL-1β in macrophages infected with Streptococcus pyogenes depends on the TLR and Nlrp3 signaling and the activation of Caspase-1 is mediated by the pore-forming toxin streptolysin O (Harder et al., 2009). Furthermore, Nlrp3 activation depends on pneumolysin, which is required for the protection against respiratory infections with S. pneumonia (McNeela et al., 2010). Moreover, the IL-1β secretion in Group B Streptococcus-stimulated mouse dendritic cells depended on the Nlrp3 inflammasome and on production of β-hemolysin by Group B Streptococcus (Costa et al., 2012). Recent studies indicated that Streptococcus sanguinis could trigger the IL-1β release via Nlrp3 inflammasome in macrophage and dendritic cells and that interaction of purinergic receptors with ATP released is involved in the activity (Saeki et al., 2017). How SS2 activates inflammasomes has not been well studied.


Coll et al. (2015) found that a small-molecule inhibitor, MCC950, showed its potential as a therapeutic drug in many NLRP3-associated syndromes, including autoinflammatory and autoimmune diseases. MCC950 specifically inhibits NLRP3 activation but not AIM2, NLRC4, or NLRP1 activation, and it blocks both canonical‐ and non-canonical inflammasome activation at nanomolar concentrations. Here, we reported that SS2-infected BMDMs from Nlrp3−/− mice had a lower IL-1β release and cytotoxicity ex vivo. Both Nlrp3−/− mice and WT mice treated with the Nlrp3 inhibitor MCC950 had a lower IL-1β production in the PLF and were more resistant to STSS and death caused by SS2 in comparison to the WT mice. Consistent with our results, Li et al. (2019) reported that myricetin, a natural compound, could reduce the production of the proinflammatory cytokines TNF-α and IL-1β effectively, and confirmed that myricetin exerted an obvious protective effect against SS2 infection in vitro and in vivo. Similarly, Shen et al. (2018) chose a mentoflavone, a biflavonoid compound that has been widely used in traditional Chinese medicine, to block SLY oligomerization and inhibit its pore-forming activity and suppress the excessive inflammation without interfering with SS2 growth, which were observed to clearly increase the survival of mice infected with highly virulent SS2. In contrast, Lavagna et al. (2019) reported that the survival of IL-1β receptor-deficient mice decreased compared to that of the WT mice when infected with 1 × 107 CFU highly virulent SS2. The infection doses in Lavagna’s study were significantly lower than those in our study (2 × 109 CFU) and Shen’s studies (2 × 109 CFU; Shen et al., 2018). Besides the virulence of the pathogen and the genetic characters of the host, the infection dose of the pathogen may be another important risk factor that can induce an excessive inflammatory response and cause a severe outcome from the infection. We compared different infection doses and found that a higher infection dose can quickly induce an acute excessive inflammatory response as a cytokine storm and cause septic shock and death within 24 h. However, mice infected with a lower infection dose almost all survived. The inflammatory response to infection is beneficial to the host to combat bacterial growth. However, the massive release of proinflammatory mediators may cause severe pathophysiological phenomena that are the hallmark of SS2-induced septic shock and lethality. Therefore, reducing an excessive inflammatory response by using the SLY antibody or NLPR3 pathway inhibitor at an early stage may protect the host from severe acute STSS but might not play protective role at any stage of infection for any host with a different immune function.

The Nlrp3 inflammasome activation can be induced by diverse stimuli, including bacterial toxins and endogenous danger signals. We still do not know how the activation of the Nlrp3 inflammasome was initiated in the BMDMs infected with SS2. The K+ efflux occurs upon the extracellular ATP engagement with the ATP receptor P2X7R. Bacterial pore-forming toxins can cause plasma membranes to become more permeable, allowing the K+ efflux to be independent of the ATP receptor (Muñoz-Planillo et al., 2013). In this study, the IL-1β release in BMDMs was significantly reduced via blocking the K+ efflux and A2X7R receptor and inhibiting ROS generation. The roles of blocking the K+ efflux and A2X7R receptor were more effective than the inhibition of the ROS generation, suggesting that the K+ efflux may play the most important role in the SS2-induced IL-1β release. Lavagna et al. (2019) also reported consistent findings on the role of the K+ efflux in the Nlrp3 activation induced by SS2, although they also observed the activation of the NLRP1, Nlrc4, and Aim2 inflammasomes; Nlrp3 was the major one being activated (Mariathasan et al., 2006; Rathinam et al., 2010). The precise mechanism of the Nlrp3 inflammasome activation induced by SS2 should be further investigated.

In summary, we reported that SLY was essential for mediating the IL-1β secretion and triggering pyroptosis during the SS2 infection in vitro and in vivo. Our data suggested that Nlrp3 inflammasome activation and pyroptosis participated in the proinflammatory response upon SS2 infection. Furthermore, the K+ efflux and ROS generation are involved in the SLY-induced Nlrp3 inflammasome activation. Our study sheds light on the role of SLY and the activation of Nlrp3 inflammasomes and pyroptosis in the pathogenesis of STSS caused by the SS2 infection, and this may hold promise for the potential prevention and therapy for STSS.
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Gamma delta (GD) T cells are an unconventional T cell type present in both the epidermis and the dermis of human skin. They are critical to regulating skin inflammation, wound healing, and anti-microbial defense. Similar to CD8+ cytotoxic T cells expressing an alpha beta (AB) TCR, GD T cells have cytolytic capabilities. They play an important role in elimination of cutaneous tumors and virally infected cells and have also been implicated in pathogenicity of several autoimmune diseases. T cell cytotoxicity is associated with the expression of the pore forming protein Perforin. Perforin is an innate immune protein containing a membrane attack complex perforin-like (MACPF) domain and functions by forming pores in the membranes of target cells, which allow granzymes and reactive oxygen species to enter the cells and destroy them. Perforin-2, encoded by the gene MPEG1, is a newly discovered member of this protein family that is critical for clearance of intracellular bacteria. Cutaneous GD T cells express both Perforin and Perforin-2, but many questions remain regarding the role that these proteins play in GD T cell mediated cytotoxicity against tumors and bacterial pathogens. Here, we review what is known about Perforin expression by skin GD T cells and the mechanisms that contribute to Perforin activation.
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INTRODUCTION

Gamma delta (GD) T cells are an unconventional T cell type that constitutes about 1–5% of circulating lymphocytes (1, 2). Despite low numbers in circulation, GD T cells are enriched in barrier tissues including the skin, gut, and reproductive tract (3–8). The skin is an epithelial tissue that serves as a barrier to protect against physical and chemical insults as well as potentially pathogenic microorganisms. It is composed of two main layers, the epidermis and dermis, and GD T cells are present in both layers in both mice and humans (2, 9). Epidermal GD T cells in mice are referred to as dendritic epidermal T cells (DETCs) because of the dendritic processes they use to survey surrounding keratinocytes for signs of stress or damage (10, 11). These cells all express an identical invariant TCR and are potent producers of IFN-g (12–14). Dermal GD T cells on the other hand are not dendritic and they produce IL-17 (5, 6). Human GD T cells, however, exist primarily in the dermis (15, 16). Small numbers are observed in the epidermis in steady state, but unlike mouse DETCs, they do not exhibit dendritic processes (17). Human GD T cells also express an invariant TCR. Skin resident cells express a delta 1 TCR, while circulating GD T cells express a delta 2 TCR (18–20).

In recent years, researchers have begun to elucidate the vast roles that GD T cells play in skin inflammation and anti-microbial defense. GD T cells serve as bridges between the innate and adaptive immune system. Although they express a recombinant TCR as alpha beta (AB) T cells do, they can bind to and recognize antigens directly without processing and presentation by MHC molecules (21). They can also respond to antigens without the need for pre-stimulation (6, 22). These innate-like characteristics position GD T cells to respond quickly to signs of stress caused by damage or infection. GD T cells play an important role in the response to pathogens in the skin. They produce IL-17 and IL-22 upon stimulation with IL-23, which triggers antimicrobial peptide production by keratinocytes as well as neutrophil recruitment to the site of infection (5, 9, 23). GD T cells also contribute to wound healing, particularly through their production of fibroblast growth factor-7 (FGF-7) and insulin-like growth factor-1 (IGF-1), which promote keratinocyte proliferation and reepithelialization (24, 25), as well as through their production of IL-17 (26). They also secrete fibroblast growth factor-9 (FGF-9), which triggers Wnt activation in wound fibroblasts and modulates hair follicle regeneration after wounding (27). In addition, GD T cells play a role in tumor surveillance. They have the ability to kill a variety of cutaneous tumors including melanoma and carcinomas, and they express cytotoxic molecules including Perforins and granzymes (18, 28, 29). Although researchers have documented Perforin production by GD T cells, the mechanisms regulating Perforin production and the pathways through which it stimulates GD T cell cytotoxicity are not fully understood. This review will cover what is known about the role of Perforin as well as the novel pore forming protein Perforin-2 in GD T cells in the skin.



OVERVIEW OF THE PERFORINS

Some of the most well-characterized pore forming proteins include the pore forming toxins expressed by pathogenic bacteria (30). One example is the cholesterol dependent cytolysins (CDC) which are produced by several gram-positive bacterial species. These virulence factors promote bacterial pathogenesis by lysing or permeabilizing host cell membranes or intracellular organelles (30–32). CDC proteins share a complex core fold with proteins from the membrane attack complex/perforin (MACPF) superfamily (33–35). This structural homology underlies the similar mechanism of pore formation and membrane disruption shared by both protein families. Pore forming proteins in the MACPF family are named as such because they all contain a domain that is shared by the proteins that form the membrane attack complex and the Perforins (36). Hundreds of MACPF domain- containing proteins have been identified, but some of the most well-characterized are the mammalian MACPF immune proteins, which include complement proteins C6-C9, Perforin, and Perforin-2 (34, 37, 38). Perforin, encoded by the gene PRF1, is located within cytolytic granules inside cytotoxic T cells and natural killer (NK) cells (39). When the cytotoxic cell recognizes a transformed or infected target cell, the granules containing Perforin, granzymes, and granulysin migrate to the cell membrane and release their contents into the immune synapse (40). Perforin binds to the plasma membrane of the target cell and forms pores in the cell membrane, allowing delivery of cytolytic effector proteins and subsequent destruction of the cell (39–41). Perforin-2, encoded by the gene MPEG1, is a recently discovered innate immune protein that is highly conserved throughout the animal kingdom (42–44). Perforin-2 is the more ancient of the two Perforins and it is thought that Perforin originated as a gene duplication of MPEG1 (45). Perforin-2 differs from other MACPF pore formers in that it has a transmembrane domain and localizes to endosomal membranes. The Perforin-2 cytosolic tail directs the endosomes to bacteria- encapsulating phagosomes (46). Acidification of the phagosome stimulates reconfiguration of the MACPF domain, resulting in pore formation on the bacterial cell membrane (46, 47). Our group was the first to demonstrate the essential role of Perforin-2 in eliminating intracellular bacterial infections (48, 49), confirming the importance of this protein as an antimicrobial effector protein expressed by both phagocytic and tissue forming cells.



PERFORIN EXPRESSION BY SKIN GD T CELLS

The tumor-lysing capabilities of GD T cells have been well-documented in human skin (Figure 1A). Human skin derived GD T cells were purified using single cell sorting and tested in cytotoxicity assays against a variety of melanoma cell lines. They demonstrated cytotoxicity against SK-Mel2 and HS-294 melanoma cells, resulting in up to 90% cell death. This was comparable to the cytotoxic activity of the CD8+ AB T cells and NK cells that were also tested (18). GD T cells, CD8+ AB T cells, and NK cells only expressed Perforin after being cultured in the presence of IL-2, which is a previously established mechanism of Perforin induction in cytotoxic CD8+ T cells (18, 50, 51). Murine cutaneous Vdelta1+ GD T cells also express Perforin both at the mRNA and protein levels (51). They exhibited cytotoxicity against several tumor cell lines and also expressed granzyme B in amounts comparable to cytotoxic CD8+ AB T cells. Cytotoxic GD and AB T cells both produced IFN-g and TNF-a (18, 52, 53). Additionally, increased numbers of circulating CD3+TCR GD+ cells were observed in melanoma patients in comparison to healthy controls. These cells highly expressed Perforin in both normal individuals and melanoma patients, which may be important to anticancer surveillance (54). However, a study using a mouse model of skin carcinoma reported that circulating IL-17 producing GD T cells supported cutaneous tumor progression by promoting angiogenesis (55). In contrast to cytotoxic skin resident GD T cells, these non-skin resident IL-17 producing GD T cells that infiltrated the skin after tumor formation expressed low levels of Perforin and increased levels of the tumor-promoting factor COX-2. Although this paper did not establish a causative link between reduced Perforin expression and IL-17 production by circulating GD T cells, it implies that low levels of Perforin in these cells may contribute to their lack of cytotoxic activity and allow them to acquire a pro-tumor GD T cell phenotype. These results underscore the importance of Perforin as an effector molecule in GD T cell mediated cytotoxicity in the skin.
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FIGURE 1. Functions of Perforin in cutaneous GD T cells. (A) Cutaneous GD T cells exhibit cytotoxicity against an array of tumor cell types, and this is associated with Perforin expression both at the mRNA and protein level. Perforin is located within cytolytic granules inside cytotoxic GD T cells and they are released upon degranulation into the immune synapse. Perforin binds to the plasma membrane of the target cell and forms pores in the cell membrane, allowing granzymes, granulysin, and reactive oxygen species to enter the cell and destroy it. Cytotoxic GD T cells can become activated through TCR stimulation or through ligation of several costimulatory surface molecules, particularly NKG2D. NKG2D recognizes the stress induced ligands MICA and MICB, and NKG2D signaling is sufficient for activation of skin GD T cell cytotoxicity. (B) Perforin expressing GD T cells are also implicated in autoimmune and inflammatory skin diseases. Increased percentages of GD T cells have been observed in the skin of patients with systemic sclerosis, pemphigus vulgaris, Behcet's disease, and psoriasis. These cells express Perforin and granzymes and demonstrate enhanced cytotoxicity in comparison to cells from healthy controls. They also exhibit increased IFN-g expression. (C) Cutaneous GD T cells also express the newly discovered innate immune protein Perforin-2. Unlike other MACPF pore formers, Perforin-2 localizes to endosomes that fuse with the phagosome upon intracellular bacterial infection, facilitating pore formation on the bacterial cell membrane. Perforin-2 is essential for the elimination of intracellular bacteria. Given the established role of GD T cells in the antimicrobial response, it is likely that damage to the skin barrier and bacterial entry into the skin contribute to Perforin-2 induction in these immune surveillance cells.


Despite the clear importance of Perforin expressing cytotoxic GD T cells in the cutaneous anti-tumor response, these cells have the potential to develop into aggressive T cell lymphomas (56, 57). Primary cutaneous GD T cell lymphomas constitute a subgroup of aggressive T cell lymphomas that express a mature cytotoxic phenotype. These tumors are characterized by their expression of T-cell-restricted intracellular antigen-1 (TIA-1), granzyme B, and Perforin (56–58) and there is also a strong correlation between CD30 expression and cytotoxic protein production (59). Cutaneous GD T cell lymphomas, while rare, have a poor prognosis; therefore, appropriate tumor phenotyping could be a useful tool for diagnosing this disease.

Perforin expressing GD T cells are also implicated in autoimmune and inflammatory skin diseases (Table 1). Patients with the autoimmune disease systemic sclerosis exhibit an increased percentage of Vdelta 1+ GD T cells that demonstrate cytotoxic activity in the skin (69, 70). Increased percentages of CD27+ GD T cells expressing Perforin and granzyme B are also present (71). Patients with Pemphigus vulgaris, an autoimmune disease that causes skin blistering, also have an increased percentage of circulating GD T cells. These cells demonstrate increased activation and cytotoxic activity in comparison to healthy controls (72). Behcet's disease, a disorder that causes blood vessel inflammation, is also associated with the expansion of GD T cells exhibiting increased Perforin and granzyme A expression (73, 74). Increased Perforin and granzyme B expression by CD3+ T cells is also evident in the epidermis of psoriasis patients (75–77). Only the CD8+ and CD4+ T cell subsets were analyzed, so Perforin expression by GD T cells in psoriasis has not yet been confirmed. It has been confirmed, however, that dermal GD T cells are recruited to the epidermis in psoriasis by activated keratinocytes that produce the chemokines CCL2 and CCL20 (78). Recruited dermal GD T cells induce an innate-like immune response by producing IL-17 and IL-22 upon IL-1 and IL-23 stimulation. IL-1 is expressed by keratinocytes while IL-23 is expressed by dermal dendritic cells and macrophages. IL-17 and IL-22 production further drives keratinocyte hyperplasia, neutrophil recruitment and disease progression (5). Since pro-inflammatory GD T cells are recruited to psoriatic skin, they are likely to be among the Perforin expressing CD3+ T cells observed in psoriasis patients (Figure 1B). Overall, studies have shown that GD T cells in the skin express Perforin, and this is associated with an activated cytotoxic phenotype. This can contribute positively to skin immune function via induction of the anti-tumor immune response, or it may have deleterious effects in the case of autoimmune and inflammatory skin disorders or cutaneous GD T cell lymphomas.


Table 1. Perforins expressed by cutaneous GD T cells.
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MECHANISMS REGULATING PERFORIN EXPRESSION IN SKIN GD T CELLS

Although it is clear that cutaneous cytotoxic GD T cells express Perforin, the mechanisms that regulate its expression are still unclear. Perforin is copiously expressed once these cells become activated (18). In contrast to CD8+ AB T cells which require TCR binding to MHC for activation (79), cytotoxic GD T cells can become activated through a non-MHC-restricted mechanism (61). In fact, recognition and killing of target cells can proceed through ligation of several costimulatory surface molecules in the absence of TCR stimulation (53). One of these surface molecules is the activating NK receptor NKG2D. It recognizes the MHC class I polypeptide-related sequence A and B (MICA and MICB), which are induced on stressed cells (53). NKG2D is expressed by most NK and CD8+ AB T cells, but it was found that both mouse and human GD T cells constitutively express NKG2D as well (53, 80, 81). Its expression is maintained during cell culture of freshly isolated GD T cells (13, 18, 53). NKG2D ligation stimulates epidermal GD T cell degranulation using a phosphatidylinositol 3-kinase (PI3K)–dependent pathway, and killing of NKG2DL expressing target cells occurs in the absence of CD3 and TCR signaling (60). Treatment of skin GD T cells with anti-NKG2D antibodies impaired lysis of A20 B cell lymphoma cells, but treatment with anti-TCR antibodies had no effect, indicating that NKG2D signaling is sufficient to activate cytotoxicity in skin GD T cells (53). Skin GD T cells also express the surface glycoprotein 2B4. Removal of IL-2 from GD T cell culture media reduced surface expression of 2B4 and also reduced their capacity to lyse target cells (61). Their cytotoxicity was enhanced by treatment with a stimulatory anti-2B4 antibody, indicating the importance of this receptor in cutaneous GD T cell mediated cytotoxicity. B7-1 (CD80) also provides costimulatory signals to both AB and GD T cells by binding to CD28 on the T cell surface, increasing adhesion to the target cell. B7-1 surface expression on Pam212, murine squamous cell carcinoma cells, stimulated cutaneous GD T cell proliferation and increased carcinoma cell sensitivity to GD T cell mediated lysis (62). Cutaneous GD T cell cytotoxicity is regulated through expression of several inhibitory receptors that block cytotoxicity upon binding with their appropriate ligands. Murine skin GD T cells express the inhibitory receptors Ly49 and CD94/NKG2. Presentation with Qdm, the ligand for CD94/NKG2, prevented the epidermal GD T cells from killing target cells (67).

GD T cell cytotoxicity is also activated by their recognition of stress-induced molecules on target cell surfaces. Macrophages and neutrophils externalize the heat shock proteins Hsp60 and Hsp70 under inflammatory conditions to target them for destruction, thus resolving the inflammation and preventing excess tissue damage. Cytotoxic GD T cells recognize these molecules and kill the target cells via direct cell-cell interactions (64). Activation of Perforin expressing cytotoxic GD T cells is also mediated through cytokine expression. IL-2, IL-15, and IL-12 enhance cytolytic activity of cutaneous GD T cells, and the transcription factor IFN regulatory factor-1 (IRF-1) is essential for induction of cytotoxicity (61, 63). The Perforin dependent anti-tumor properties of GD T cells can be enhanced pharmacologically. For example, rapamycin enhances the perforin-dependent cytotoxicity of human GD T cells against squamous cell carcinomas in vitro and in a mouse xenograft model of human squamous cell carcinoma (65). Additionally, Resveratrol enhances Perforin expression in NK cells through an NKG2D dependent pathway, implicating its potential to increase Perforin expression by NKG2D expressing GD T cells as well (82). Given the deleterious effects of Perforin expressing cells in the context of autoimmune and inflammatory disorders, blocking therapeutics targeting Perforin may benefit patients suffering from these illnesses. Compounds identified as Perforin inhibitors in NK and AB T cells include diarylthiophenes and benzenesulfonamide based therapeutics (83–85). In short, cutaneous GD T cells express Perforin upon activation and this activation can be achieved through a variety of mechanisms including stimulation of the TCR, ligation of costimulatory molecules, and cytokine stimulation (Table 1). The critical role of Perforin in executing GD T cell mediated cytotoxicity in the skin warrants further studies on the mechanisms that induce Perforin expression by these cells.



PERFORIN-2 EXPRESSION BY GD T CELLS

Perforin-2 is a recently identified member of the MACPF domain containing pore forming family of innate immune proteins that plays a critical role in clearance of intracellular bacterial infections. However, the mechanisms behind Perforin-2 activation and the extent of its contributions to host immunity have not been fully characterized. Our group was the first to report Perforin-2 expression in a variety of cell types in human skin including keratinocytes, fibroblasts and GD T cells (68). Although it is known that both murine and human GD T cells express Perforin-2, the role that it plays in GD T cell mediated cytotoxicity toward bacterial pathogens is still unknown. We demonstrated that Perforin-2 expression is upregulated in CD45+ cells upon wounding in an ex vivo human skin model. However, infection of the wounds with Staphylococcus aureus inhibited Perforin-2 expression in these cells (68). This indicates a potential role for Perforin-2 in promoting skin homeostasis and barrier integrity by aiding in the clearance of bacteria from the wound site (Figure 1C). This was confirmed by our finding that human keratinocyte cells constitutively expressing a Perforin-2-GFP fusion protein demonstrate improved clearance of intracellular S. aureus infection in comparison to control cells (68). Our group has also demonstrated that Perforin-2 deficient mice infected epicutaneously are unable to clear S. aureus and eventually succumb to the infection (48). Interestingly, in this issue we provide evidence that S. epidermidis, a skin commensal microorganism, induces Perforin-2 in GD T cells in human skin ex vivo (66). Given the established role of GD T cells in the antimicrobial response and in keratinocyte proliferation and migration upon wounding, it is likely that disruption of the epidermal barrier and signals from microorganisms can result in Perforin-2 induction. This warrants further studies on Perforin-2 regulation and its function as an effector protein in GD T cell mediated skin immune responses.



CONCLUSIONS

Maintaining skin homeostasis and barrier function is essential for protection against physical and chemical stress, infections, and malignancies. Recent research has highlighted the significant contributions of GD T cells to skin health through their role in bacterial clearance, wound healing, and tumor killing. Expression of both Perforin and Perforin-2 by GD T cells has been implicated in the activation of these effector functions (Figure 1, Table 1). GD T cells lyse a variety of tumor cell lines and exhibit many characteristics of conventional cytotoxic T cells. Although GD T cells have been shown to produce Perforin, little is known about the signals that stimulate its expression. Additionally, Perforin-2 was recently identified as another member of the MACPF domain containing pore forming protein family. It is critical for clearance of intracellular bacterial infections, and it is expressed constitutively by GD T cells. Given the established role of GD T cells as first responders to bacterial infections in the skin, it is important to further investigate the regulation of Perforin-2 in this GD T cell function. Understanding the signals that activate Perforin expression by GD T cells can help to elucidate the mechanisms governing their diverse roles in skin immunity.
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Perforins are secreted proteins of eukaryotes, which possess a membrane attack complex/perforin (MACPF) domain enabling them to form pores in the membranes of target cells. In higher eukaryotes, they are assigned to immune defense mechanisms required to kill invading microbes or infected cells. Perforin-like proteins (PLPs) are also found in apicomplexan parasites. Here they play diverse roles during lifecycle progression of the intracellularly replicating protozoans. The apicomplexan PLPs are best studied in Plasmodium and Toxoplasma, the causative agents of malaria and toxoplasmosis, respectively. The PLPs are expressed in the different lifecycle stages of the pathogens and can target and lyse a variety of cell membranes of the invertebrate and mammalian hosts. The PLPs thereby either function in host cell destruction during exit or in overcoming epithelial barriers during tissue passage. In this review, we summarize the various PLPs known for apicomplexan parasites and highlight their roles in Plasmodium and Toxoplasma lifecycle progression.

Keywords: apicomplexa, Plasmodium falciparum, malaria, Toxoplasma gondii, perforin, MACPF domain, host cell egress, cell traversal


INTRODUCTION

Members of the pore-forming Membrane Attack Complex/Perforin (MACPF) superfamily are highly conserved in both prokaryotes and eukaryotes, and are mainly used for immune defense or virulence. During the co-evolution of pathogens and hosts, both have developed pore-forming proteins facilitating target membrane lysis and translocation of molecules.

Eukaryotic parasites of the phylum Apicomplexa express MACPF domain-containing proteins termed perforin-like proteins (PLPs). The Apicomplexa comprises a diverse group of intracellularly replicating protozoans that share the apical complex, composed of secretory organelles, such as the micronemes and rhoptries—and structural elements. Calcium-regulated protein discharge from the micronemes is fundamental to motility, cell invasion and egress of apicomplexan parasites (e.g., reviewed in Blackman and Bannister, 2001; Dubois and Soldati-Favre, 2019). Members of the phylum Apicomplexa include parasites that can cause infectious diseases relevant to human or veterinary medicine, such as the malaria parasite Plasmodium or representatives of the genera Toxoplasma, Babesia, and Eimeria.

Many apicomplexan parasites exhibit complex lifecycles, during which they reproduce both asexually and sexually, and which include one or more hosts. For example, the malaria parasite Plasmodium is transmitted from human to human via the bite of an Anopheles mosquito, which serves as the definitive host. The parasite Toxoplasma gondii on the other hand infects members of the family Felidae (domestic cats and their relatives) as its definitive host, but can use other vertebrates as intermediate hosts. Lifecycle progression of apicomplexan parasites is highly dependent on host cell traversal as well as invasion of and egress from host cells.

We here review the role of apicomplexan PLPs (ApiPLPs) during lifecycle progression, with special focus on the processes of cell traversal and host cell egress. As most work about ApiPLPs has been done on Plasmodium and T. gondii, we will concentrate on these species as representatives.



CONSERVATION OF APICOMPLEXAN MACPF PROTEINS

The MACPF superfamily is named after the central protein domain shared by the membrane attack complex (MAC) proteins of the human complement system (C6, C7, C8α, C8β, and C9) and the cytolytic perforin (PF) of cytotoxic T lymphocytes and natural killer cells. However, members of the superfamily can be found in all three domains of life, i.e., eubacteria, archaebacteria, and eukaryotes (Moreno-Hagelsieb et al., 2017). In eukaryotes, they are not only involved in immune defense mechanisms, but additionally play important roles in various biological processes, such as embryonic development or neural migration (reviewed in Lukoyanova et al., 2016).

Among the phylum of Apicomplexa, which almost exclusively comprises obligatory intracellular parasites, MACPF domain-containing proteins are encoded in all genomes sequenced so far, except for Cryptosporidium, which might have lost the genes during evolution. The number of MACPF proteins however varies between the different species, which might be linked to the degree of lifecycle complexity (see Table 1). In general, parasites that are transmitted to vertebrates via insects, such as Plasmodium, Theileria, or Babesia, seem to express more PLPs than parasites, which are restricted to vertebrates, e.g., Toxoplasma, Neospora, or Eimeria. While Plasmodium parasites express five and Theileria and Babesia six to nine PLPs, Toxoplasma, Neospora, and Eimeria only express two to three PLPs.


Table 1. Putative apicomplexan PLPs with their gene identification numbers according to EuPathDB.org (Aurrecoechea et al., 2017), molecular weight (MW), peak expression of the plasmodial genes (López-Barragán et al., 2011; Otto et al., 2014), and function.
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DOMAIN ARCHITECTURE AND MECHANISM OF PORE FORMATION

The apicomplexan PLPs characterized so far share the basic architecture of canonical MACPF proteins but additionally exhibit some unique features. They are composed of a central MACPF domain, surrounded by a variable N-terminal region and an apicomplexan-specific β-pleated sheet-rich C-terminal region (reviewed in Kafsack and Carruthers, 2010). The N-terminal region does not only vary in length and sequence between different apicomplexan PLPs (see Figure 1), but also between proteins of the same species. For example the two MACPF-domain containing proteins that are expressed in T. gondii, TgPLP1, and TgPLP2, only share 13% sequence identity in the N-terminal regions, while the C-terminal regions are 36% identical.


[image: Figure 1]
FIGURE 1. (A) Schematic depicting the modes of action of apicomplexan perforin-like proteins (PLPs). Target membrane lysis mediated by PLP activity is used for cell traversal, egress from the parasitophorous vacuole and the subsequent host cell exit. N, nucleus. (B) Domain architecture of selected ApiPLPs from P. falciparum, T. gondii, T. annulata, and B. bovis. Blue boxes indicate MACPF domains, green boxes indicate signal peptides (predicted using SignalP 5.0; Almagro Armenteros et al., 2019). AA, amino acids.


The canonical MACPF domain, which is structurally similar to prokaryotic cholesterol-dependent cytolysins (CDCs), consists of a central four-stranded β-sheet that is flanked by two α-helical clusters (Hadders et al., 2007; Rosado et al., 2007). The α-helical clusters display the typical pattern of alternating hydrophilic and hydrophobic amino acids and convert into amphipathic transmembrane β-hairpins during pore-formation (Shepard et al., 1998; Shatursky et al., 1999; reviewed in Tweten, 2005; Law et al., 2010; Aleshin et al., 2012). Interestingly, Theileria and Babesia are predicted to encode PLPs that comprise more than one MACPF domain (see Figure 1 and Table 1), which might enable pore-formation using a reduced number of monomers. Further, the MACPF domains of ApiPLPs exhibit several unique characteristics that are absent in canonical MACPF domains. They consist of a pair of anti-parallel α-helices and two pairs of cysteine residues, which are presumably responsible for stabilization. While the first pair is thought to stabilize the unique anti-parallel α-helices in the MACPF domain, the second one might support two strands of the central β-sheet (reviewed in Kafsack and Carruthers, 2010). The C-terminal regions of ApiPLPs contain a β-sheet-rich domain, called APC-β (ApiPLP C-terminal β-pleated sheet) domain, unique to the Apicomplexa, which is probably necessary for initial binding to the target membrane. Analyses of the T. gondii PLP TgPLP1 revealed that both, the N-terminal domain as well as the C-terminal domain, have membrane-binding activity, as shown in membrane flotation experiments with recombinant N- and C-terminal domains of the protein. However, Roiko and Carruthers (2013) demonstrated that only the C-terminal domain is critical for protein function. The authors generated several domain deletion strains expressing separate domains or domain combinations of the protein and subjected them to lysis assays, PVM permeabilization experiments and mouse virulence assays. In these experiments, parasites expressing the MACPF domain and C-terminal region of TgPLP1 mostly behaved like the wildtype, whereas parasites lacking one of these domains had no TgPLP1 activity (Roiko and Carruthers, 2013).

Recently published crystal structures of purified APC-β domains of TgPLP1 gave insight into the architecture and membrane-binding properties of ApiPLPs (Guerra et al., 2018; Ni et al., 2018). The studies revealed that the TgPLP1 APC-β domain has an unusual β-prism fold comprising three subdomains. One of these subdomains exhibits a protruding hydrophobic loop tipped by an exposed tryptophan that is presumably responsible for membrane insertion upon binding (Guerra et al., 2018; Ni et al., 2018). Accordingly, mutant parasites expressing TgPLP1 with a loop that is either shortened or changed in amino acid identity or hydrophobicity display an impaired egress phenotype recapitulating the TgPLP1-knock out phenotype, including the formation of smaller plaques compared to wildtype parasites, impaired PVM rupture and delayed egress as determined via LDH activity measurement in culture supernatants (see below; Kafsack et al., 2009; Guerra et al., 2018).

Successful pore formation by perforin-like proteins relies on several consecutive steps and begins with the release of soluble monomers that bind to their target membrane typically via their C-terminal domain. Oligomerization of PLP monomers by lateral interactions results in the formation of a ring-like structure, the so-called pre-pore that is not yet fully inserted into the membrane. Only after conformational rearrangement of the MACPF domain, during which the two α-helical clusters transform into transmembrane β-hairpins, a β-barrel pore is formed that finally inserts into the target membrane (Shepard et al., 1998, 2000; Shatursky et al., 1999; Law et al., 2010; Lukoyanova et al., 2015). MACPF pores are typically between 80 and 200 Å in diameter and contain 13-20 monomers (reviewed in Pipkin and Lieberman, 2007; Rosado et al., 2007; Lukoyanova et al., 2015). Although gel analyses of TgPLP1 complexes indicated the presence of more than 20 monomers comprising the pore complex (Roiko and Carruthers, 2013), recent crystallographic studies suggested that the TgPLP1 MACPF domain forms rather small, hexameric assemblies (Ni et al., 2018).

In order to ensure membrane specificity, the pore-forming process has to be tightly controlled. Mechanisms to avoid lysis of non-target membranes have been best studied for the pore-formation by human immune molecules, such as perforins and members of the complement system, but potentially also apply for the pore-formation by apicomplexan PLPs. These mechanisms might include the binding to an inhibitor protein prior to the lytic function of the PLP, regulated secretion, pH-dependent activity, protease-mediated activation or the interaction with specific phospholipids in the target membranes, as it has been shown for TgPLP1 (see below). Non-target membranes might further be protected from lysis through the presence of inhibitor proteins as it has been shown in humans as a mechanism to avoid self-cell destruction by the complement system (e.g., reviewed in Pipkin and Lieberman, 2007; Kafsack and Carruthers, 2010; Meri, 2016).



APICOMPLEXAN PERFORINS IN HOST CELL EGRESS

PLPs are involved in the exit of apicomplexan parasites from their respective host cells and hence have important roles for parasite propagation. Apicomplexan parasites mainly egress from their host cells by active lysis of the surrounding membranes, the parasitophorous vacuole membrane (PVM), and the host cell membrane (HCM). Host cell exit follows a strictly regulated programme, during which rupture of the PVM precedes HCM breakdown (the so-called inside-out egress). Both steps may involve lytic PLPs (Figure 1). The involvement of PLPs in host cell lysis, however, has so far only been shown experimentally for Toxoplasma and Plasmodium parasites (reviewed in Kafsack and Carruthers, 2010; Wirth and Pradel, 2012; Flieger et al., 2018).

Of the two PLPs detected in T. gondii, only TgPLP1 hitherto showed a clear involvement in host cell exit (Kafsack et al., 2009; Roiko and Carruthers, 2013; Guerra et al., 2018). TgPLP1 localizes to the micronemes of tachyzoites and is secreted in a calcium-dependent manner during egress similar to other micronemal proteins. Parasites lacking TgPLP1 remain enclosed by the PVM and the HCM, demonstrating its role in lysis of these membranes (Kafsack et al., 2009; Roiko and Carruthers, 2013). Before egress, cytosolic calcium concentrations are suppressed by the activity of a protein kinase A (PKA) and T. gondii tachyzoites impaired in PKA signaling spontaneously egress from their host cells in a TgPLP1-dependent fashion (Uboldi et al., 2018). However, it is not yet known if PKA directly regulates TgPLP1 secretion and activity or if they are part of two different pathways that are required for parasite egress.

It is postulated that the egress of T. gondii tachyzoites from the host cell is dependent on PV acidification, which promotes membrane binding of TgPLP1 (Roiko et al., 2014). TgPLP1 activity appears to be further regulated by interaction with specific phospholipids located in the respective membrane, particularly phosphatidylethanolamine (PE) or phosphatidylserine (PS), which are characteristic components of the inner leaflet of the red blood cell membrane. The availability of PE and PS, e.g., during egress, increases TgPLP1 activity, whereas the absence of these preferred phospholipid receptors in the outer leaflet of the target cell, e.g., during cell invasion, strongly limits the activity of TgPLP1 (Guerra et al., 2018). In a first model of tachyzoite egress, it has been postulated that TgPLP1 is transported to the PV after secretion, where it interacts with the PVM. This interaction triggers the lytic activity of the protein. After dissolution of the PVM, TgPLP1 binds to phospholipids of the HCM and, hence, further lyses this membrane, in consequence facilitating the final exit of the parasite from its host cell (Guerra et al., 2018).

Active host cell lysis by membrane breaching is also a typical mechanism used by the Plasmodium blood stages during exit from the red blood cell (RBC) (reviewed in Wirth and Pradel, 2012; Flieger et al., 2018). Two types of blood stages actively destroy the enveloping RBC during egress, the merozoites and the gametocytes, and for both stages, the involvement of plasmodial PLPs (PPLPs) has been reported. Like for T. gondii, egress of Plasmodium from the host cell is mediated by a signaling cascade that involves the sequential activation of a PKG by cGMP and of CDPKs by increased cytosolic calcium and this process results in the discharge of vesicles important for RBC lysis (reviewed in Flieger et al., 2018). While five PPLPs (termed PPLP1 to PPLP5) are encoded in the Plasmodium genome, only for PPLP1 and PPLP2, an involvement in RBC egress was hitherto shown (Kaiser et al., 2004; Deligianni et al., 2013; Garg et al., 2013; Wirth et al., 2014).

In P. falciparum, PPLP1 expression starts in the trophozoite stage and peaks in the mature schizont, where it initially localizes to the micronemes of the merozoites. Similar to TgPLP1, PPLP1 is secreted by the micronemes in a calcium-dependent fashion at the onset of RBC egress (Garg et al., 2013). Later, PPLP1 localizes to the PVM and RBC membrane (RBCM). Since recombinant PPLP1 demonstrates membrane-lytic activities, a role in membrane rupture during merozoite egress from the RBC was postulated. In this context, inhibition of the type-2 phosphatic acid phosphatase PAP2 of P. falciparum by propranolol results in the early microneme secretion of PPLP1 by merozoites and in consequence RBCM lysis (Kumar Sah et al., 2019). In general, PAP2s are able to phosphorylate diacylglycerol to generate phosphatidic acid, the latter of which was previously shown to be crucial for triggering microneme secretion in T. gondii tachyzoites (Bullen et al., 2016).

PPLP2 is involved in RBC lysis during egress of the Plasmodium gametocytes at the onset of gametogenesis (Deligianni et al., 2013; Wirth et al., 2014). In gametocytes, PPLP2 localizes to distinct vesicles which probably represent specialized egress vesicles presumably containing further egress-related molecules. Interestingly, these PPLP2-harboring vesicles are negative for the protein G377 which is a known component of osmiophilic bodies (OBs) (Wirth et al., 2014). OBs constitute vesicles of mature gametocytes that release their content into the PV lumen during the first minutes after gametocyte activation. They contain a variety of proteins, e.g., G377, MDV-1/Peg3, GEST, and several proteases, which are probably involved in PVM rupture (reviewed in Flieger et al., 2018). In a subsequent step, PPLP2 is discharged from the second type of vesicles in a calcium-dependent process. In accord with these data, PPLP2 was found to be a component of the P. berghei gametocyte egressome (Kehrer et al., 2016). In both P. berghei and P. falciparum, activated gametocytes deficient of PPLP2 remain trapped in the host RBCs (Deligianni et al., 2013; Wirth et al., 2014; Hentzschel et al., 2020). While the PVM ruptures normally, lack of PPLP2 leads to impaired perforation of the RBC membrane, which is essential to release the erythrocyte cytoplasm prior to the final rupture of the RBCM. In agreement with these data, recombinant PPLP2 was shown to form pores in RBCMs leading to hemoglobin release (Garg et al., 2020; this issue). The recombinant protein was further able to induce senescence in bystander RBCs. The lytic activity of recombinant PPLP2 could be blocked by specific MACPF domain inhibitors, suggesting that the plasmodial perforins may represent targets for future antimalarials.



APICOMPLEXAN PERFORINS IN TISSUE TRAVERSAL

The PPLPs of Plasmodium are further crucial for tissue traversal during lifecycle progression of the parasite (Figure 1). With the exception of PPLP2, all of the PPLPs were shown to be involved in crossing of epithelial barriers.

The passage through host cell epithelia is particularly important for the infective sporozoites during their journey to the human liver. An initial study on P. berghei demonstrated that PPLP1 (originally termed SPECT2) is present in sporozoite micronemes and secreted, when these traverse the sinusoidal endothelium (Ishino et al., 2005). Crossing of cells lining capillaries and the subsequent traversal of hepatocytes is a mandatory step of sporozoites, before these are able to settle down in a host hepatocyte to initiate replication (Mota et al., 2001, 2002; Pradel and Frevert, 2001; Amino et al., 2008; Tavares et al., 2013). P. berghei sporozoites deficient of PPLP1 remain in the blood circulation and are unable to establish an infection in mice (Ishino et al., 2005). Similarly, PPLP1-deficient P. falciparum sporozoites could not initiate an infection in the humanized mouse model (Yang et al., 2017). A subsequent study on the rodent malaria parasite P. yoelii showed that sporozoites traverse cell barriers via a transient vacuole, which is independent of moving junction formation, and that the sporozoites escape this vacuole with the help of PPLP1 (Risco-Castillo et al., 2015). The final invasion of hepatocytes requires a moving junction-dependent PV formation, in which the parasite in then able to grow.

Another epithelial crossing occurs during exit of the mosquito midgut by the motile Plasmodium ookinetes. In P. berghei, PPLP3 (originally termed MAOP), PPLP4 and PPLP5 were shown to be essential for the traversal of the mosquito midgut epithelium by ookinetes, while in P. falciparum, only PPLP4 has been attributed a role in this process so far (Kadota et al., 2004; Ecker et al., 2007; Wirth et al., 2015; Deligianni et al., 2018). Ookinetes lacking any of the three PPLPs are unable to infect female Anopheles mosquitoes. Interestingly, while in P. falciparum, PPLP4 is initially expressed in female gametocytes and later localizes to the ookinete micronemes, in P. berghei, PPLP4 was reported to be present on the entire surface of the ookinete (Wirth et al., 2015; Deligianni et al., 2018). While these data demonstrate a crucial role for PPLP3, PPLP4, and PPLP5 in the mosquito-specific lifecycle phase of the malaria parasite, the detailed mode of action and any potential synergistic interplay of the three perforins during mosquito midgut traversal still needs to be elucidated.



CONCLUSION

Despite an increasing number of publications that shed light on the structure of apicomplexan PLPs and their functions during parasitic lifecycle progression, many questions about their mode of action and regulation remain. For instance, further studies are needed to determine how membrane specificity is achieved. What are the receptors for initial membrane binding and how are non-target membranes protected from lysis? How many monomers are involved in complex formation, and, given the fact that some apicomplexan PLPs are predicted to encode multiple MACPF domains, are less of these monomers necessary to form a pore? Furthermore, the role of the unconserved N-terminal regions of apicomplexan PLPs, which vary in length and sequence, remains to be elucidated. Interestingly, some processes, such as the traversal of epithelial cells of the mosquito midgut by Plasmodium ookinetes involve several different PLPs. The interplay of these proteins and potential co-dependencies will be the focus of further studies.
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Staphylococcus epidermidis Boosts Innate Immune Response by Activation of Gamma Delta T Cells and Induction of Perforin-2 in Human Skin
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Perforin-2 (P-2) is an antimicrobial protein with unique properties to kill intracellular bacteria. Gamma delta (GD) T cells, as the major T cell population in epithelial tissues, play a central role in protective and pathogenic immune responses in the skin. However, the tissue-specific mechanisms that control the innate immune response and the effector functions of GD T cells, especially the cross-talk with commensal organisms, are not very well understood. We hypothesized that the most prevalent skin commensal microorganism, Staphylococcus epidermidis, may play a role in regulating GD T cell-mediated cutaneous responses. We analyzed antimicrobial protein P-2 expression in human skin at a single cell resolution using an amplified fluorescence in situ hybridization approach to detect P-2 mRNA in combination with immunophenotyping. We show that S. epidermidis activates GD T cells and upregulates P-2 in human skin ex vivo in a cell-specific manner. Furthermore, P-2 upregulation following S. epidermidis stimulation correlates with increased ability of skin cells to kill intracellular Staphylococcus aureus. Our findings are the first to reveal that skin commensal bacteria induce P-2 expression, which may be utilized beneficially to modulate host innate immune responses and protect from skin infections.
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INTRODUCTION

Skin, in the same fashion as all other epithelial barrier sites (gastrointestinal, reproductive, and respiratory tracts) harbors a distinct community of commensal microbes that modulate the host immune system (1–3). One of the most common members of the healthy cutaneous microbiome is Staphylococcus epidermidis. S. epidermidis stimulates antimicrobial peptide production by skin cells (4–11), which may provide protection against pathogenic bacteria (4, 5, 10–12). Recent studies reported that colonization of mouse skin with S. epidermidis induced commensal-specific tissue (skin)-resident memory T cells that demonstrated immunoregulatory and tissue repair properties. This was proposed as a novel S. epidermidis mediated mechanism for rapid immune response and tissue protection from invasive pathogens (13–15).

Multiple lines of evidence have shown that gamma delta (GD) T cells display strong activities against bacteria (16–20), parasites (21), and viruses (22, 23). In marked contrast to αβ T lymphocytes (24–29), GD T cells recognize antigens independently of peptide processing and major histocompatibility complex (MHC)-restricted antigen presentation. They are activated by signs of tissue stress, including infected or transformed cells, and respond by deploying an immediate and efficient killing response or by regulating the immune response against them. Phosphoantigens and several other molecules of microbial origin have been proposed as GD T cell antigens accounting for the specific recognition of infected cells. These candidates include the Staphylococcus aureus superantigens Staphylococcal enterotoxin A (SEA) (and to a lesser extent staphylococcal enterotoxin E (SEE) (30, 31), which are recognized by the GD T cell receptor (TCR) independently from antigen processing and MHC presentation. Although GD T cells are one of the predominant lymphocyte subsets in mouse and human skin (32) that are essential for skin homeostatic and protective pathways against S. aureus (33), the contribution of commensal-derived antigens to the activation of GD T cells and their effector function, particularly their cytotoxic potential, has not been established. Furthermore, the extent to which GD T cells promote cutaneous tissue physiology remains to be determined.

Perforin-2 (P-2)/MPEG1 is a highly conserved member of the membrane attack complex (MAC)/perforin-like (PF)/cholesterol-dependent cytolysin (MACPF/CDC) superfamily (34–36). In contrast to all other MACPF/CDC members, P-2 is a type-1 transmembrane protein that traffics throughout the endosomal pathway to the late-endosome and phagosome (37–39). Therefore, P-2 can form pores in bacterial membranes and damage engulfed microbes within the phagolysosome (37, 40). In the absence of P-2, the other innate defense effectors including reactive oxygen species and nitric oxide, were unable to prevent the replication and systemic dissemination of intracellular pathogens (37, 41, 42). Dr. Eckhard Podack’s group was the first to report about major P-2 functions as an antibacterial effector protein of the innate immune system in phagocytic and in tissue forming cells (37, 41). Although we recently reported specific distribution of P-2 in normal human skin (43), the mechanisms involved in the regulation of P-2 expression have not been well established. Moreover, the effect of P-2 function within the complex system of host-microbe interactions has important implication for our understanding of skin immunity and diseases.

Here we established a human skin ex vivo model to study the effect of S. epidermidis on the skin innate immune response and on the novel antimicrobial protein P-2. We report that S. epidermidis activates skin GD T cells, specifically through P-2 induction, which has demonstrated antibacterial effects in other cell subsets (macrophages and fibroblasts) (37, 42). Importantly, S. epidermidis mediated induction of P-2 correlated with an enhanced ability of the skin cells to eliminate intracellular S. aureus.



MATERIALS AND METHODS


Bacterial Strains and Culture Conditions

Staphylococcus epidermidis CCN021 and CCN0024, human commensal S. epidermidis strains, were obtained from GP (University of Miami). S. epidermidis ATCC 12228 was a gift from Prof. Davis (University of Miami). S. epidermidis CCN021 and CCN0024 were isolated from a healthy volunteer and characterized by phenotypic and qPCR identification techniques (44, 45). Staphylococci were routinely grown aerobically with agitation, at 37°C, in Luria-Bertani (LB) broth. For pre-treatment, bacteria were diluted in fresh LB and grown to mid-log growth phase. Before application on ex vivo human skin or single cell suspension, bacteria were harvested by centrifugation and washed with phosphate buffered saline (PBS). The bacterial density and the absence of contamination were controlled by numeration of colony forming units (CFU).

The GFP containing USA300 Methicillin resistant Staphylococcus aureus (MRSA) strain AH1726 [MRSA LAC (AH1263) + pCM29 (CmR)] (46) was obtained from GP (University of Miami). MRSA was grown aerobically with agitation overnight at 37°C in LB supplemented with 10 μg/mL chloramphenicol to retain the GFP plasmid.



Ex vivo Human Skin Explant System

Discarded human skin tissue was obtained from voluntary reduction surgeries (n = 6) at the University of Miami (UM) Hospital and as such were found to be exempt from human subject research under CFR46.101.2 by the Institutional Review Board at the UM Miller School of Medicine.

Skin samples were processed to remove subcutaneous fat and washed with PBS. Multiple 8 mm punch biopsies were obtained from each specimen and placed individually into 0.4 μm PET-membrane trans-wells (Millipore) in a 12 well plate containing 1 ml media per well (RPMI, 10% FBS, 1% HEPES). Skin specimens were maintained at the air-liquid interface as previously described (43, 47–50).



Human Skin Single Cell Suspension

Cells were isolated from healthy human skin using the MACS Whole Skin Dissociation Kit (Miltenyi 130-101-540). Briefly, subcutaneous fat was removed, and sterilization of human skin was optimized to remove any commensal or pathogenic microorganisms. Skin was washed with Gibco® Antibiotic-Antimycotic (ABAM) (Life Technologies) to prevent bacterial and fungal contamination. This solution contains 10,000 units/mL of penicillin, 10,000 μg/mL of streptomycin, and 25 μg/mL of Gibco Amphotericin B. After washings with ABAM, skin was washed in PBS (46). Three 4 mm diameter punches were digested overnight at 37°C using enzymes from a whole-skin dissociation kit (Miltenyi, Bergisch Gladbach, Germany). The resulting cell suspension was filtered through a 70 μm cell strainer and centrifuged at 1,500 r.p.m. for 10 min at 4°C. The supernatant was removed, and the pellet was washed once with PBS. Obtained cell suspensions were washed with IMDM (Gibco-Thermo Fisher Scientific) supplemented with 10% heat-inactivated FBS, 2 mM L-glutamine, 0.15% sodium hydrogencarbonate, 1 mM sodium pyruvate, and non-essential amino acids.



Ex vivo and in vitro Skin Stimulation With S. epidermidis

Staphylococcus epidermidis CCN021 was prepared for stimulation experiments as described above and 20 μL of the bacteria solution (approx. 6 Log CFU) was added centrally onto the epidermis while control samples were treated with PBS. After 24, 48, 72, and 96 h of incubation at 37°C in a 5% CO2 atmosphere, tissue samples were either digested with collagenase for further cell viability and FISH/Flow analysis (Supplementary Figure S2), preserved in RNA-later for RNA isolation, or used for CFU enumeration. CFU count was determined after overnight colony growth and expressed as CFU/ml.

Skin cell suspension obtained after whole-skin dissociation was used for in vitro stimulation with S. epidermidis CCN021, CCN0024, and ATCC 12228. Cells were plated on 24 well plates with 1 million cells per well and treated with S. epidermidis at a multiplicity of infection (MOI) of 20 for 24 h. The control cells were exposed to media only.



Intracellular MRSA Killing Assay

After 24 h stimulation with S. epidermidis, skin cells were washed twice with warmed plain IMDM and infected with MRSA at an MOI of 20 for 1 h. Cells were washed twice with IMDM after infection and fresh media containing gentamicin (50 μg/mL) was added for 30 min to eliminate extracellular bacteria. Samples were collected 30 and 90 min after intracellular infection for enumeration of intracellular colony forming units (CFU) and for FISH flow analysis as described before (43). To release intracellular bacterial load, cells were subjected to hypotonic lysis with 0.1% Triton X in PBS. Lysates were plated on agar plates containing 10 μg/mL chloramphenicol for CFU quantification (43).



FISH-Flow P-2 RNA Assay and Flow Cytometric Analysis

Single cell suspensions obtained from full thickness samples or after stimulation with S. epidermidis and MRSA were first labeled with live/dead detection kit (Yellow Amine, Thermo Fisher Scientific) and then with the following fluorescently labeled antibodies: CD45-Alexa Fluor 700, TCR GD-PE-Cy7, CD31-PacBlue, CD104-FITC, CD325-PerCPCy5.5, and CCRL1-PE (Biolegend, San Diego, CA, United States). We also stained cells with fluorescently labeled antibodies for TLR1-BV570, TLR2-PE, TLR6-BV605, and TCR GD 1 FITC (Biolegend, San Diego, CA, United States). P-2 mRNA was detected using an amplified signal FISH technique (PrimeFlow; Affymetrix/eBioscience-Thermo Fisher Scientific). For mRNA detection, target probe hybridization was performed using type 1 (AlexaFluor647) probes for P-2 as described (43). Approximately 20,000 cell events were acquired from each sample on flow cytometer equipped with 405 nm, 488 nm, 642 nm, and 785 nm (SSC) lasers (Fortessa X-50, BD Immunocytometry Systems, San Jose, CA, United States). Spectral compensation was completed using single color control samples and antibody capture beads (BD Biosciences). Data were analyzed using FlowJo version 10.2 (TreeStar).



GD T Cell Sorting and Real-Time PCR

Two-way sorting was performed to obtain purified GD T cells by sterile sorting on a SONY SH800S cell sorter (SONY Biotechnology, San Jose, CA, United States). Briefly, single cell suspensions were labeled with Live/Dead Violet, CD45, CD3, and TCR GD. GD T cells were sorted as Live/Dead-CD45+ CD3+ TCR GD+ cell population. 5,000–10,000 sorted cells were collected from three donors. Purity of sorted GD T population was >97%.

After sorting, cells were stimulated with S. epidermidis at an MOI of 20 for 1 h, washed with PBS, spun down, and kept on ice briefly prior to performing one-step reverse transcription and cDNA amplification of specific targets using a pool of TaqmanTM gene expression assays (Thermo Fisher Scientific). Resulting cDNA was loaded onto BioMark IFC 96 × 96 chip (Fluidigm) according to the manufacturer’s protocol. Raw data underwent “cellular detection rate” (CDR) filtering to remove outlier samples and genes based on dataset distribution (51, 52). CD74 (also known as HLADG) was used as a surrogate for the presence of a cell (i.e., loading control) due to its stable expression in lymphocytes. Cells that had low or absent CD74 expression exhibited reduced gene expression globally and were removed from analysis. Differential gene expression analysis was subsequently performed to contrast transcriptional profiles of GD T cells between unstimulated and S. epidermidis stimulated samples.



RT-PCR for Antimicrobial Peptides and Pro-inflammatory Cytokines

Total RNA from human skin was extracted using the miRNeasy kit (QIAGEN, Valencia, CA, United States) per manufacturer’s instructions as previously described (49). cDNA was made with qScriptTM Synthesis kit (Quanta BioSciences Inc.,Gaithersburg, MD, United States). ARPC2 was used as a reference gene for normalization, forward 5′-TCCGGGACTACCTGCACTAC-3′, reverse 5′-GGTTCAGCACCTTGAGGAAG-3′. All real-time PCR (qPCR) reactions were performed in triplicate using PerfeCTa® SYBR® Green SuperMix (Quanta BioSciences) and quantified using the ddCT method. The primer sequences were IL-1α forward 5′-AGATGCCTGAGATACCCAAAACC-3′ reverse 5′-CCAAGCACACCCAGTAGTCT-3′, defensin β4 (DefB4) forward 5′-GGTGGTATAGGCGATCCTGTT-3′ reverse 5′-AGGGCAAAAGACTGGATGACA-3′, and cathelicidin (LL37) forward 5′-GGGCAAAAGACTGGATGACA-3′ reverse 5′-TCTTGAAGTCACAATCCTCTGGT-3′.



Statistical Analysis

All experiments were conducted independently at least three times on different days. Comparisons of flow cytometry cell frequencies was measured by the two-way ANOVA test with Holm-Sidak multiple-comparison test, ∗p < 0.05, ∗∗p < 0.01, and ∗∗∗p < 0.001 or Student t-test using the Prism software (GraphPad software). Comparisons of PCR array data were performed using t-test (two tail distribution and equal variances between the two groups) based on the triplicate 2^(−ΔCT) values for each gene in the S. epidermidis treated group and control group. Error bars in all figures are reported as a SEM.




RESULTS


S. epidermidis Contributes to Increased Number of Human GD T Cells

Staphylococcus epidermidis is an important skin commensal organism and modulator of cutaneous innate immune responses (9, 10). Here we established an ex vivo skin model of S. epidermidis colonization to study the effect of this commensal microorganism on skin innate immune responses including GD T cell activity. S. epidermidis was topically applied onto the epidermis. Tissue was collected at different time points during colonization and then dissociated into single cell suspensions (Figure 1). There were no statistical differences in viability of S. epidermidis treated and control tissue (Supplementary Figure S1). We analyzed the GD T cell subset in the control and S. epidermidis colonized human skin by flow cytometry and observed a statistically significant (p < 0.01) increase in the frequency as well as in the total number of GD T cells within live, CD45+ CD3+ skin cells after 72 h of S. epidermidis stimulation compared to control tissue (Figures 1A,B). We confirmed S. epidermidis colonization in human skin by CFU quantification (Figure 1C).
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FIGURE 1. Staphylococcus epidermidis increases the number of GD T cells in human skin ex vivo. Control, uncolonized, and S. epidermidis colonized skin was maintained on air liquid interface and collected at indicated time points (0, 24, 48, 72, and 96 h). Single cell suspensions were obtained and labeled with live/dead stain, CD45, CD3, and GD TCR. (A) Cells were analyzed using flow cytometry and gated on the CD45+ CD3+ GDT+ population. Bar graphs show SEM frequency (%) and SEM number (#) of skin GD T cells (n = 5). (B) Representative contour plots showing frequency of GD TCR in control and S. epidermidis colonized skin. (C) Number of S. epidermidis colony forming units (CFU) recovered from ex vivo skin explants colonized with S. epidermidis CCN021 on day 0 through day 4. Data represent at least two technical replicates and five independent biological replicates per group. **p < 0.01 (two-way ANOVA with Holm-Sidak multiple-comparison test).




S. epidermidis Induces P-2 in Human GD T Cells, Keratinocytes, and Papillary Fibroblasts ex vivo

We have previously described an amplified fluorescence in situ hybridization (FISH) technique for detection of mRNA in combination with immune-phenotyping in human skin (43). We and others found that P-2 is an antimicrobial protein crucial for intracellular bacteria killing (37, 38, 40, 41). Here, we analyzed P-2 expression in different skin cell subsets after stimulation with S. epidermidis. First, we found that P-2 expression was significantly upregulated (p < 0.05 and p < 0.01) in GD T cells from human skin explants colonized with S. epidermidis at 24, 48, and 72 h compared to the uncolonized control (Figures 2A,B). Moreover, our analysis revealed that S. epidermidis stimulation for 96 h upregulated P-2 in the basal layer keratinocytes after an initial suppression observed at 24 h (CD45-CD31-CD104+ cells) (Figure 3). Two major human skin fibroblast subsets, papillary and reticular fibroblasts, based on their expression of CCRL1 and CD325, respectively (53, 54) were also tested. We found that only papillary fibroblasts, CCRL1+ cells, upregulate P-2 96 h post S. epidermidis colonization. P-2 expression in reticular fibroblasts was not affected at any time point and was lower overall compared to other cell subtypes (Figure 3).
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FIGURE 2. Colonization of human skin with Staphylococcus epidermis induces P-2 in GD T cells. (A) Control and S. epidermidis colonized human skin was collected at indicated time points (24, 48, 72, and 96 h) for FISH-Flow. Single cell suspensions were obtained using Collagenase D and labeled with live/dead stain. Using FISH-Flow RNA assay, P-2 RNA levels were analyzed in the CD45+, CD3+ GD TCR+ cell population. (B) Representative dot plot graph showing expression of mRNA P-2 in gated CD45+ CD3+ GD TCR+ T cells at 72 h in S. epidermidis colonized skin or non-colonized (control). FMO-fluorescence minus one. Bar graphs show SEM of P-2 mRNA positive cells within skin GD T cells (n = 3). Data represent at least two technical replicates with three independent biological replicates per group. *p < 0.05, **p < 0.01 as calculated using Student t-test.
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FIGURE 3. Staphylococcus epidermidis colonization induces P-2 in human keratinocytes and papillary fibroblasts. Control, non-colonized, and S. epidermidis colonized human skin was maintained at air liquid interface and collected at indicated time points (24, 48, 72, and 96 h) for FISH-Flow. Single cell suspensions were labeled with live/dead stain. Using FISH-Flow RNA assay, P-2 RNA levels were analyzed in (A) CD45-, CD31-, CD104+ cells (keratinocytes), or (B) CD45-, CD31-, CCRL1+ (papillary fibroblasts), and (C) CD45-, CD31-, CD325+ cells (reticular fibroblasts). Bar graphs show percentage of P-2 mRNA positive cells within each CD45-CD31-skin cell population. Data represent at least two experiments with three independent biological replicates per group. *p < 0.05, **p < 0.01 (two-way ANOVA with Holm-Sidak multiple-comparison test).




Antimicrobial Peptides Are Upregulated in Human Skin by S. epidermidis

Staphylococcus epidermidis isolates from healthy adults have been reported to show widespread production of bacteriocins (55) and in addition they can stimulate keratinocytes to produce antimicrobial peptides (4). We investigated if S. epidermidis triggers expression of antimicrobial peptides in our ex vivo skin model. We found that 24 h of S. epidermidis colonization significantly induced expression of defensin β4 (Defβ4) and cathelicidin (LL37) (p < 0.01) (Figure 4). Upregulation of LL37 was maintained 48 h post S. epidermidis colonization (p < 0.01) in contrast to defensin Defβ4 that was downregulated (p < 0.05). In addition, S. epidermidis colonization of human skin resulted in downregulation of pro-inflammatory IL-1α after 24 and 96 h (p < 0.05) (Figure 4).
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FIGURE 4. Antimicrobial and inflammatory responses mediated by Staphylococcus epidermidis in human ex vivo model. Expression levels of antimicrobial peptides Defβ4, LL-37, and pro-inflammatory cytokine IL-1α were evaluated by qPCR from non-colonized and S. epidermidis colonized skin at 24, 48, 72, and 96 h (n = 3 for each treatment group and time point). *p < 0.05, **p < 0.01 as calculated using Student t-test.




Early Regulation of GD T Cell Gene Expression by S. epidermidis

Human GD T cells in the skin exhibit both pro-inflammatory and regulatory functions (32). Deciphering the underlying mechanisms that contribute to induction of effector vs. regulatory GD T cell functions, including expression of cytotoxic molecules, is key to understanding skin homeostasis. To understand the effect of S. epidermidis on skin GD T cells during initial phases of colonization, we sorted GD T cells from normal skin (Figure 5A) and stimulated them with S. epidermidis for 1 h. We evaluated the expression of well-known genes previously described to play a role in GD T cell cytotoxic functions. We found a 6-7-fold induction in Fas ligand (FASLG) and Granulysin (GNLY) in S. epidermidis treated cells compared to control, untreated GD T cells (Figure 5B). Additionally, we observed increased expression of the transcription factor PLZF, which is responsible for selection of GD innate natural killer T cells (56), as well as CCL4, a monokine with inflammatory and chemokinetic properties (Figure 5B). Previous studies have observed increased CCL4 expression by GD T cells following engagement of the natural cytotoxicity receptor NKp30 on the GD T cell surface (57).
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FIGURE 5. Differential gene expression in human GD T cells as an early response to Staphylococcus epidermidis. Human skin cells were isolated using the Miltenyi Whole Skin Dissociation kit (Miltenyi, Bergisch-Gladbach, Germany) and GD T cells were sorted from the skin cell suspension using fluorescence-activated cell sorting. (A) Gating strategy for GD T cell sorting. (B) Cells were stimulated with S. epidermidis for 1 h and changes in gene expression between uninfected and infected cells were measured using the BioMark IFC 96 × 96 chip (Fluidigm). Changes in gene expression are expressed as log2 of fold change (n = 3). P-values were calculated using Student t-test.




Intracellular MRSA Killing Is Enhanced After Exposure to S. epidermidis

We have previously reported that MRSA, the most common cutaneous pathogen, suppresses P-2 induction in skin cells (43), revealing a novel mechanism by which S. aureus may escape cutaneous immunity to cause persistent infections. Here, we report that in contrast to MRSA (43), S. epidermidis up-regulates P-2 expression in an ex vivo skin model (see Figure 1) and in the single cell suspension culture model (Figure 6). In order to further analyze S. epidermidis-mediated induction of P-2 in ex vivo human skin, we isolated skin cells and established a single cell type culture system. We found an increase in the frequency of GD T cells after 24 h stimulation with S. epidermidis (Figure 6A), which agrees with findings from the ex vivo human skin model (Figure 1). Furthermore, expression of P-2 was also increased in the GD T cells after 24 h of S. epidermidis stimulation (Figure 6B). Most importantly, we show that cells stimulated with S. epidermidis demonstrate an increased capability to kill intracellular MRSA (Figure 6C). We observed this same result after repeating stimulations with 2 additional S. epidermidis strains, S. epidermidis ATCC 12228 and commensal isolate S. epidermidis CCN0024 (Supplementary Figure S2). In addition, we found that S. epidermidis CCN021 stimulated GD T cells upregulate expression of TLR2 and TLR1, but not TLR6 (Figure 6D).
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FIGURE 6. Pre-treatment of skin cells with Staphylococcus epidermidis increases frequency of GD T cells, stimulates P-2 expression, and limits survival of intracellular MRSA. Single skin cells were exposed to S. epidermidis at MOI 1:20 or media control for 24 h. After washing to remove S. epidermidis, cells were infected with MRSA (MOI 1:20) for 1 h to allow intracellular infection, and extracellular bacteria were subsequently removed by gentamicin treatment. (A) Frequency of GDT cells and (B) P2 mRNA expression in CD45+ CD3+ GD TCR+ cells as determined by FISH-Flow (n = 3 biological replicates). (C) Bar graph showing the number of intracellular MRSA (CFU/ml) upon hypotonic lysis of control and S. epidermidis pre-treated cells (n = 3 biological replicates). (D) Expression of TLR1, TLR2, and TLR6 on gated CD45+ CD3+ TCR GD+ T cells. Data represent at least two experiments with three independent biological replicates per group. *p < 0.05, **p < 0.01 as calculated using two-way ANOVA with Holm-Sidak multiple-comparison (A) and ***p < 0.001 as calculated using Student t-test (B).





DISCUSSION

Pore-forming proteins permeabilize membranes of infected cells targeted for immune elimination and together with antimicrobial peptides represent the key effector molecules of the epithelial barriers. GD T cells, as surveillance cells in the skin, constitutively express mRNA for granzyme A and B and perforin and contain significant esterase activity (58). We provided the first evidence to show that human skin GD T cells constitutively express antimicrobial protein P-2 (43). In contrast to other secreted pore forming proteins, P-2 is a transmembrane protein that efficiently kills intracellular bacteria. IFNγ, type I interferons, and LPS have been implicated in the regulation of its expression (37, 38). We have previously reported that MRSA, the most common skin pathogen, suppresses P2-induction in skin cells (43), revealing a novel mechanism by which S. aureus may escape cutaneous immunity to cause persistent infections. Here we show that, in contrast to MRSA, S. epidermidis up-regulates P-2 expression in human skin and in single cell suspensions. We also demonstrate that S. epidermidis upregulates P-2 mRNA expression in multiple skin cell types including GD T cells, basal keratinocytes, and papillary fibroblasts. Most importantly, we observed a decrease in number of intracellular MRSA in skin stimulated by S. epidermidis, which correlates with S. epidermidis-mediated P-2 induction. These data provide new insights regarding mechanisms of P-2 expression and function and elucidate novel approaches to protect skin from infections caused by intracellular pathogens.

Gamma delta T cells represent a major T cell subset involved in the surveillance of epithelial surfaces (skin, gastrointestinal, reproductive, and respiratory tracts). It is well establish that GD T cells, upon recognition of pathogens, effectively proliferate, secrete pro-inflammatory cytokines, and activate their cytolytic machinery (perforin and granzymes) to kill the pathogen (59). Clonally expanded GD T cells can establish long-lasting immunity against recurrent S. aureus skin infections (33). In contrast, GD T cell deficient mice develop large skin lesions after infection with S. aureus (60). However, encounters with commensal microbes by skin GD T cells and how such interactions affect their response to pathogens remains poorly understood. Here we provide the first evidence that the common skin commensal, S. epidermidis, upregulates the frequency of GD T cells and induces the expression of P-2, which is associated with an increased capability to eliminate intracellular MRSA. Our data on increased frequency of skin GD T cells after colonization with S. epidermidis supports the hypothesis that under normal conditions the presence of S. epidermidis on the skin surface strengthens cutaneous innate defenses (9, 10).

We observed that during the early steps of colonization, prior to P-2 induction, S. epidermidis upregulates the GD T cell cytotoxic molecules Fas Ligand (FASLG) and granulysin (GNLY). This may contribute to the GD T cell mediated antimicrobial immune response, in addition to P-2 induction at later time points. We are currently expanding these studies to in vivo animal models. S. epidermidis, when topically applied to murine skin, induces specific IL-17 producing T cells that persist as tissue-resident memory T cells (13). However, to the best of our knowledge, our study is the first report that shows specific effect of S. epidermidis on induction of human skin GD T cell responses.

Previous reports indicate that a commensal strain of S. epidermidis and non-commensal strain S. carnosus have different modifications of the lipoprotein (Lpp) lipid moieties (61). The essential receptor for recognition of bacterial Lpp is TLR2. However, the degree of acylation at the lipid moiety can be discriminated by additional TLRs, such as TLR1 and TLR6, which form heterodimers with TLR2 (62–64). Importantly, these lipoprotein modifications were implicated in the differential immune responses where commensal staphylococcal species dampened IFNγ, TNFα, and IL-12 production compared to pathogenic staphylococcal species (61). We have found that a 24 h stimulation with S. epidermidis upregulates TLR2 and TLR1, but not TLR6 on GD T cells. We postulate that S. epidermidis, through recognition of TLR2/TLR1 heterodimers on cutaneous GD T cells, regulates not only Th1 responses but also cytotoxic mediators such as P-2. The recognition of TLR2/TLR1 heterodimers may even be strain specific (12) warranting further studies on the mechanisms of P-2 induction by S. epidermidis CCN021.

It has been shown that S. epidermidis colonization of skin induces AMP production by keratinocytes (5, 7, 8, 65). Our findings regarding induction of LL37 and Defβ4 during early phases of human skin colonization with S. epidermidis are in line with these results. Kinetics of P-2 induction upon S. epidermidis colonization shows dynamic control and cell specificity that integrates with the kinetics of AMP production. In GD T cells, the induction of P-2 is rapid and maintained, persisting from 24 to 72 h post colonization whereas in keratinocytes and papillary fibroblasts it shows complementary activation at 96 h. These data suggest that the initial protective response derives from GD T cells whereas in keratinocytes activation of P-2 follows initial activation of AMPs, cathelicidin, and β-defensin. The human skin ex vivo model is comprised of the epidermis and dermis with no circulation, thus limiting the studies on modulation of the immune response by S. epidermidis to resident innate immune cells, while the potential role of adaptive immunity would require in vivo models.

The initial findings presented here also provide a functional readout of S. epidermidis colonization and P-2 upregulation: decrease of the intracellular pathogen S. aureus. We observed suppression of the pro-inflammatory cytokine IL-1α after colonization with S. epidermidis. Previously, we showed that S. aureus induces IL-1α in non-healing diabetic foot ulcers (50), suggesting that S. epidermidis may have additional mechanisms to neutralize the damaging effects of pathogenic organisms. The limitation of our study was sequential stimulation of human skin and primary cells by S. epidermidis and S. aureus. Future in vivo studies are required to confirm antimicrobial effects of S. epidermidis in the presence of pathogenic S. aureus. Additionally, future studies that block P-2 expression will be necessary to confirm that enhanced S. aureus killing upon S. epidermidis treatment is solely due to P-2 upregulation. Despite these limitations, this work provides an intriguing possibility that colonization of S. epidermidis may prevent and/or protect from bacterial skin infections through modulation of P-2.

In summary, we confirmed that colonization with commensal S. epidermidis in human ex vivo skin modulates the innate immune system by activating GD T cells, promoting antimicrobial peptide production, and upregulating the antimicrobial protein P-2. Understanding how commensal bacteria regulate P-2 expression represents the first step toward identifying mechanisms by which P-2 contributes to cutaneous homeostasis and host defense mechanisms and may reveal new approaches for preventing and treating skin infections.
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FIGURE S1 | Cell viability of ex vivo skin tissue with or without S. epidermidis colonization via flow cytometry (data represented as mean ± SEM, n = 3–4 skin samples).

FIGURE S2 | Pre-treatment of skin cells with S. epidermidis CCN0024 and ATCC 12228 strains limits intracellular MRSA survival. Single skin cells were exposed to single S. epidermidis strain at MOI 1:20 or media control for 24 h. After washing to remove S. epidermidis, cells were infected with MRSA (MOI 1:20) for 1 h to allow intracellular infection, and extracellular bacteria were subsequently removed by gentamicin treatment. Bar graph shows the number of intracellular MRSA (CFU/ml) upon hypotonic lysis of control and S. epidermidis pre-treated cells. ****p < 0.0001 as calculated using one-way ANOVA with Dunnett’s multiple comparisons test, which compared each S. epidermidis pre-treatment with non-pretreated control cells.
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In the original article, there was a mistake in Figure 1B as published. The incorrect contour plots for the conditions Control 24 h and S. epidermidis 48 h were mistakenly included into Figure 1B. The correct representative contour plots in Figure 1B appear below.




Figure 1 | Staphylococcus epidermidis increases the number of GD T cells in human skin ex vivo. Control, uncolonized, and S. epidermidis colonized skin was maintained on air liquid interface and collected at indicated time points (0, 24, 48, 72, and 96 h). Single cell suspensions were obtained and labeled with live/dead stain, CD45, CD3, and GD TCR. (A) Cells were analyzed using flow cytometry and gated on the CD45+ CD3+ GDT+ population. Bar graphs show SEM frequency (%) and SEM number (#) of skin GD T cells (n = 5). (B) Representative contour plots showing frequency of GD TCR in control and S. epidermidis colonized skin. (C) Number of S. epidermidis colony forming units (CFU) recovered from ex vivo skin explants colonized with S. epidermidis CCN021 on day 0 through day 4. Data represent at least two technical replicates and five independent biological replicates per group. **p < 0.01 (two-way ANOVA with Holm-Sidak multiple-comparison test).



The authors apologize for this error and state that this does not change the scientific conclusions of the article in any way. The original article has been updated.
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Macrophage-expressed gene 1 [MPEG1/Perforin-2 (PRF2)] is an ancient metazoan protein belonging to the Membrane Attack Complex/Perforin (MACPF) branch of the MACPF/Cholesterol Dependent Cytolysin (CDC) superfamily of pore-forming proteins (PFPs). MACPF/CDC proteins are a large and extremely diverse superfamily that forms large transmembrane aqueous channels in target membranes. In humans, MACPFs have known roles in immunity and development. Like perforin (PRF) and the membrane attack complex (MAC), MPEG1 is also postulated to perform a role in immunity. Indeed, bioinformatic studies suggest that gene duplications of MPEG1 likely gave rise to PRF and MAC components. Studies reveal partial or complete loss of MPEG1 causes an increased susceptibility to microbial infection in both cells and animals. To this end, MPEG1 expression is upregulated in response to proinflammatory signals such as tumor necrosis factor α (TNFα) and lipopolysaccharides (LPS). Furthermore, germline mutations in MPEG1 have been identified in connection with recurrent pulmonary mycobacterial infections in humans. Structural studies on MPEG1 revealed that it can form oligomeric pre-pores and pores. Strikingly, the unusual domain arrangement within the MPEG1 architecture suggests a novel mechanism of pore formation that may have evolved to guard against unwanted lysis of the host cell. Collectively, the available data suggest that MPEG1 likely functions as an intracellular pore-forming immune effector. Herein, we review the current understanding of MPEG1 evolution, regulation, and function. Furthermore, recent structural studies of MPEG1 are discussed, including the proposed mechanisms of action for MPEG1 bactericidal activity. Lastly limitations, outstanding questions, and implications of MPEG1 models are explored in the context of the broader literature and in light of newly available structural data.
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Introduction

The superfamily of MACPF/CDCs consists of proteins ubiquitously found in many kingdoms of life, including bacteria, plants, fungi and animals. Collectively, these molecules perform diverse functions, including roles in plant defence (e.g. Arabidopsis thaliana; CAD1, NSL1) (1–3), microbial virulence (Gram-positive bacteria; CDCs) (4–6), ingress and egress (e.g. Plasmodium spp.; SPECT, MAOP) (7, 8), as venom components (e.g. sea anemone toxin PsTX-60B, stonustoxin, perivitellin-2) (9–12), and nutrition (e.g. fungi; pleurotolysin) (13, 14). In humans MACPF proteins play key roles in immunity and development [e.g. mammalian perforin (PRF) and complement component 9 (C9)] (15–18).

The first indirect observations of a MACPF pore-forming complex were made by Jules Bordet in 1898 (19). Here, it was observed that certain blood factors complemented antibodies in their function and could lyse red blood cells. These early studies led to the identification of the Membrane Attack Complex (MAC), which is the terminal effector of the complement pathway (16). The MAC is formed via the recruitment of C5, C6, C7, C8, and, finally, multiple copies of C9 (20–23). The latter protein forms a transmembrane pore that can function in immunity to clear a wide variety of invading microorganisms including gram-negative bacteria (24–27), protozoa, enveloped viruses, and helminths (28, 29). These microbes can be eliminated by either direct lysis of cells or via facilitating the entry of other immune effectors (30, 31). Formation of sub-lytic levels of the MAC on local host cells also triggers cellular signal transduction pathways to control local inflammatory and immune responses (32–34). Loss of MAC activity can lead to recurrent infections (35, 36), while aberrant and excessive MAC activity can lead to life-threatening disease, such as paroxysmal nocturnal hemoglobinuria, where red blood cells become lysed due to unregulated MAC activity (37, 38).

A second immune pore-forming MACPF protein, perforin (PRF), was identified in the mid 1980s through the work of Podack, Tschopp and colleagues (39, 40). PRF is held inside of granules within cytotoxic T lymphocytes and natural killer cells (40). Upon formation of the immune synapse with a virally infected or transformed cell, PRF is secreted into the synapse, whereupon it oligomerizes to form pores in the target cell membrane (41–43). These pores permit the translocation of granzymes (which are secreted with PRF) into the target cell, an event that results in apoptosis (44, 45). Complete loss of PRF results in familial hemophagocytic lymphohistiocytosis type II, where expansion of antigen presenting cells becomes uncontrolled as normal apoptotic clearance is disrupted (46). This disease manifests itself in individuals as high levels of circulating active leukocytes, which secrete proinflammatory cytokines resulting in fever and a cytokine storm which, if untreated, ultimately leads to patient death (46, 47).

Outside the realm of immunology, several MACPFs appear to govern developmental processes within humans, namely the astrotactins (ASTN1 and ASTN2) and the bone morphogenetic protein/retinoic acid inducible neural-specific proteins (BRINP1, BRINP2 and BRINP3) (48). While the biological functions of the ASTNs and BRINPs are unknown, they have been implicated in brain development. Specifically, ASTNs are involved in neuronal migration and glial cell adhesion (49–51). Conversely the roles of BRINPs are poorly understood, with some suggestions that they function in neuroplasticity or regulating cell cycles (52, 53). Mutations in both ASTNs and BRINPs have been associated with intellectual disabilities, ADHD, and other neuropathies (54–56). It is currently unclear whether ASTNs or BRINPs form pores as part of their function.

An intriguing family of pore-forming proteins (PFPs), the gasdermins (GSDMs), represents a class of intracellular immune effectors which like MACPFs form giant β-barrel pores (57, 58). Specifically cleaved and activated by caspases during microbial infection or after detection of danger signals, GSDMs are converted from an autoinhibited state into two fragments (59). Cleaved-GSDMs rapidly form pores in the cell membrane (from the cytosolic side) and are considered effectors of cellular pyroptosis, a form of programmed cell death (60, 61). The GSDM fold is suggested to define a unique family, although striking similarities with MACPF proteins have been noted (62, 63).

The primary topic of this review, MPEG1, was identified through the in situ analysis of differential gene expression comparing mature with immature cell lines of mouse macrophages (64). Numerous names for this pore-forming protein have since arisen, including macrophage-expressed gene 1 (MPEG1 or sometimes MPG1), perforin-2 (PRF2 or P2) and macrophage specific gene 1 (MSP1). We elect to use the original name, MPEG1, owing to its widespread use and to distinguish MPEG1 from PRF. MPEG1 is postulated to represent the closest paralog of the common MACPF ancestor gene in metazoa (65, 66). Bioinformatic analyses reveal that complete MPEG1 homologs can be found throughout the kingdom Animalia with exemplars identifiable in phyla including sea sponges (Porifera), sea anemones (Cnidaria) (67), comb jellies (Ctenophora) (68), flatworms (Platyhelminthes) (69), molluscs (Mollusca) (70–76) and all chordate organisms (66, 77). These studies also suggest that gene duplications of MPEG1 likely gave rise to the mammalian immune effectors PRF and the terminal components of the complement system (MAC), which are observed after notochord evolution. Resultantly, MPEG1 represents the earliest known and most ancient MACPF protein identified to date in metazoan immune and defense systems (66, 78).

From the structural perspective, MPEG1 is an intracellular type-1 transmembrane MACPF protein with both a vacuole-based ectodomain and cytosolic region (endodomain). MPEG1 traffics via the ER, Golgi, and secretory vesicles to localize to early endosomes and phagosomes/lysosomes (79–81). It is thought that MPEG1 functions in the phagosome in an anti-microbial capacity. Furthermore, recent structural studies strongly support the idea that MPEG1 is a bona fide pore-forming immune effector. In this regard, early electron-microscopy (EM) studies revealed that MPEG1 is able to form oligomers of a size and shape typical for members of the MACPF/CDC superfamily (79). The first three-dimensional structure of human MPEG1 revealed the molecule was able to assemble into an oligomeric prepore intermediate, and that this material was able to form pores upon acidification (82). This is consistent with MPEG1 performing a role in the phagosomal system. Indeed, analysis of the primary structure of MPEG1, together with imaging data, suggests that the pore-forming machinery of the MPEG1 MACPF domain is positioned within the luminal environment of the membrane vesicles (78–81). Consistent with these data, a low-resolution detergent solubilized structure of murine MPEG1 suggests the molecule can form membrane spanning pores (83). Finally, germline mutations in MPEG1 have been found in patients suffering from recurrent pulmonary non-tuberculous mycobacterial infections (84). Thus, the available data to date suggests that MPEG1 is an immune effector involved in defense against invading intracellular pathogens and processing of engulfed pathogens. Overall, several mechanisms are proposed to explain MPEG1 mode of action in vivo.

In this review, we discuss the current understanding of MPEG1 evolution, regulation, and structure–function. We furthermore evaluate the contrasting proposed mechanisms of bactericidal activity. Taken together, we explore the implications of cellular and whole-organism research in the context of new MPEG1 structure–function studies and discuss the outstanding questions surrounding this ancient immune effector.



Overall Domain Architecture of MPEG1

The majority of the MPEG1 sequence forms an ectodomain component, which comprises an N-terminal MACPF domain, followed by a multi-vesicular body-12 (MVB12)-associated β-prism (MABP) domain (Figure 1). A signal peptide (SP) precedes the ectodomain and directs MPEG1 to the endoplasmic reticulum (ER) (Figure 1). While the SP is proteolytically removed shortly after translation, it positions the MPEG1 ectodomain within the lumen of the ER. Between the MACPF and MABP domains, MPEG1 also possesses a small folded linker region which is postulated to be an EGF-like domain (Figure 1). Furthermore, a second small folded region exists between the MABP domain and the Type I transmembrane helix of unknown fold named either the L-domain (82) or CTT (83) (Figure 1). Directly after the L-domain there follows a single pass type I transmembrane helix and a cytosolic region (Figure 1A).




Figure 1 | Domain schematic of MPEG1 in two isoforms. (A) The majority of MPEG1 consists of a MACPF (blue) and MABP (yellow) domain. The MACPF domain contains functional motifs, namely the TMH regions (tan/red) that unfurl to form a β-barrel upon pore formation. The MABP domain contains a β-hairpin motif (gray) that recognizes and binds to negatively charged phospholipids. A small EGF-like motif (pink) is located between the MACPF and MABP domains. The MABP domain is followed by a small linker region (purple) and conformationally labile motif, denoted the L-domain (green). These directly precede the transmembrane helix (dark gray) and cytosolic (red) regions. The cytosolic region contains a lysine rich motif that is monoubiquitinated during immune response. Scissors depict the putative cleavage site of MPEG1. The majority of MPEG1 constitutes the ectodomain and is postulated to be proteolytically shed from the bilayer. (B) MPEG1b is a shorter secreted isoform that is truncated in the MABP domain at K511 (arrow). Both MPEG1 and MPEG1b are directed to the ER by a signal peptide (SP; copper rose) that is cleaved (arrow) shortly after translation.



A shorter isoform of MPEG1 has also been described (81), whereby alternative splicing gives rise to a product that is truncated at residue K511 within the MABP domain (Figure 1B). This shorter isoform, named MPEG1b (or PRF2b), therefore lacks a part of the MABP domain and the entire transmembrane and cytosolic regions. For the purposes of this review, when referring to the shorter isoform we will use MPEG1b, otherwise MPEG1 is used to denote the full-length isoform.

Prior to its structural characterization (82), the MPEG1 MABP domain was referred to as the P2 domain (for PRF2 domain), since the homology with the MABP fold could not be identified through sequence analysis alone (79). The MPEG1 MABP domain appears to be somewhat divergent, possessing an inserted hyper-extended β-hairpin motif, which likely explains why sequence analysis failed to identify the domain. Previously, MABP domains have been implicated in lipid binding (85, 86).



MPEG1 Expression and Regulation in the Cellular Context

Historically, MPEG1 was discovered in macrophages; however, it is now clear that many cell types can express MPEG1 (79). Constitutive MPEG1 expression is common in macrophages and leukocytes (Figure 2i); however, others have observed that expression can be induced in a wide variety of other cell types such as epithelial and fibroblast lines (79, 87) (Figures 2ii–iv). Furthermore, proinflammatory signals were observed to trigger the upregulation of MPEG1 expression (Figures 2ii–v). For example, parenchymal, epithelial, and fibroblast cells, which usually do not express MPEG1, can be induced to express MPEG1 upon stimulus during an inflammatory response (Figures 2ii–v) (79). In this regard, tumor necrosis factor α (TNFα) and lipopolysaccharide (LPS) signaling have been shown to drive the expression of MPEG1 independently. Hence, MyD88 and NFκB pathways have been implicated for MPEG1 expression (65, 88). When used in combination, TNFα and LPS were observed to have an additive effect upon MPEG1 gene expression. Similarly, interferon (IFN)-γ upregulates MPEG1 expression synergistically with LPS, while IFNγ alone has no effect (81) (Figures 2ii–iv). In addition to these effects, in the context of MPEG1b, stimulation of cells by LPS alone also triggered enhanced secretion of MPEG1b (81) (Figure 2iv).




Figure 2 | Illustration of the cellular context and key processes in which MPEG1 is implicated. (i) MPEG1 is constitutively expressed in macrophages and phagocytes. (ii, iii, iv) Type II IFN, TNFα and LPS signaling are involved in the regulation of MPEG1 expression. (v) Surface bound MPEG1 is essential for the correct assembly and signaling of the type I IFN pathway. (vi) MPEG1 is expressed either as a membrane tethered isoform (MPEG1) or as a secreted, truncated form (MPEG1b). (vii) LPS and IFNγ signaling are important for triggering monoubiquitination of MPEG1 in EEA1+ vesicles. Some pathogens produce CIF which inhibits the monoubiquitination of MPEG1 and confers resistance. (viii) Once monoubiquitinated, EEA1+/MPEG1+ vesicles traffic to and fuse with the early phagosome. The phagocytic and secretory pathways cooperate to enrich intracellular compartments with MPEG1 to aid in the disruption and killing of engulfed microbes. Proteases (scissors) may be important for MPEG1 function. (ix) As phagosomal and endosomal vesicles become acidified, MPEG1 is activated to form lytic pores. Figure produced with BioRender.



MPEG1 is expressed as a type-I transmembrane protein where, upon translation, the C-terminal transmembrane helix anchors MPEG1 into the bilayer (Figure 1A; Figure 2vi). As such, the folded ectodomain of MPEG1 is located on the luminal side of the ER with the cytoplasmic tail protruding into the cytoplasm. The cytoplasmic tail and transmembrane helix act to facilitate correct trafficking via the secretory pathway whereby MPEG1 migrates through the ER, Golgi, via secretory vesicles to fuse and accumulate within early endosome antigen 1 (EEA1+) vesicles (79) (Figure 2vii). MPEG1 is also found associated with the plasma membrane, with the ectodomain oriented into the extracellular space (81, 89) (Figure 2vi), where surface bound MPEG1 is implicated in type I IFN signaling (89) (Figure 2v). Conversely, since MPEG1b lacks the transmembrane domain, this short isoform is not membrane tethered and is therefore secreted into the extracellular space (Figure 2vi). While MPEG1 likely functions in a bactericidal capacity, the function of extracellular MPEG1b remains poorly characterized.



LPS/IFNγ Dependent Monoubiquitination and Translocation

In addition to stimulating expression, proinflammatory stimuli prompt the redistribution and translocation of MPEG1 (Figure 2vii) (80). Specifically, LPS and type II interferon signaling lead to post translational modification of the MPEG1 cytosolic region (Figure 2vii). Upon engulfing microbes, cells are stimulated by LPS and IFNγ which initiates monoubiquitination of MPEG1 by a Cullin-RING ligase (CRL) and β-Transducin Repeat Containing Protein (βTrCP) complex (Figure 2vii). A conserved, lysine rich region (K681, K684, K685) located in the cytosolic tail of MPEG1 (Figure 1A), is resultantly modified by a monoubiquitin. When monoubiquitinated, EEA1+/MPEG1+ vesicles traffic and fuse with LAMP+ vesicles (late phagosomes, phagolysosomes and/or lysosomes) (80, 81) (Figure 2viii). These cellular re-distribution events ultimately result in MPEG1 co-localization with phagosomal vesicles containing engulfed microbes (79–81) (Figures 2vii–ix).

This re-organization is paramount for the function of MPEG1. Mutation of the lysine rich region produces a form of MPEG1 that prevents trafficking and accordingly a null phenotype (80). Indeed, certain intracellular pathogens produce molecules (CIF; cycle inhibiting factor) that inhibit the ubiquitination machinery of mammalian cells, thus disrupting the post translational modification of MPEG1 and therefore preventing further maturation and trafficking (80) (Figure 2viii). It is, therefore, unsurprising that inhibition of MPEG1 trafficking confers resistance to microbes, such as enteropathogenic Escherichia coli and Yersinia pseudotuberculosis, from the host cell (Figures 2vii, viii). Hence, the cytosolic tail functions as a signal-dependent trafficking motif. This implies monoubiquitination-dependent trafficking of MPEG1b cannot occur, since it lacks the signaling motif present in the cytosolic tail. Thus, external stimulation from microbes by proinflammatory molecules coordinates the re-organization of MPEG1 in preparation for phagocytosis.



MPEG1 Function in Immunity

The available evidence to date suggests that MPEG1 functions as an immune effector. Despite the significance of MPEG1 as a likely ancestor to the better-known immune effectors C9 and PRF, its precise function has remained poorly understood. However, given the role of the MAC and PRF, and the localization of MPEG1 to macrophages, it was suggested that MPEG1 may perform an anti-microbial role. Indeed, recombinantly produced sponge MPEG1 and the MACPF domain of oyster MPEG1, have anti-microbial activity in vitro (65, 72). MPEG1 expression is induced by proinflammatory signals in several dozen cell lines and, furthermore, multiple cell lines succumb to bacterial infection when MPEG1 is knocked-down or knocked-out (79–81, 90, 91). In vertebrates, MPEG1-deficient mice and zebrafish are more susceptible to infections (by Methicillin-resistant Staphylococcus aureus, Salmonella typhimurium and Mycobacterium marinum) compared to wild-type counterparts (88, 90). Likewise, several studies have illustrated MPEG1 antibacterial activity in invertebrates (67, 68, 70–74).

Recombinant forms of MPEG1 from sponge (65), oyster (MACPF domain only) (72) and fish (92) were all observed to be bactericidal in vitro. When challenged by M. marinum, one of the three MPEG1 paralogs in zebrafish (mpeg1.2) becomes upregulated. Of the remaining two, one is thought to be a pseudogene (mpeg1.3), while the other (mpeg1) is surprisingly suppressed. Knock-down experiments of mpeg1.2 resulted in an increased bacterial burden on zebrafish challenged with M. marinum, while knock-down of mpeg1 gave a survival advantage compared to wild type fish, suggesting an altered immune response (88). Several studies of MPEG1 in vertebrates and invertebrates now support the model that suppression or complete loss of MPEG1 results in a loss of bactericidal activity. Collectively, these studies demonstrate the essential role MPEG1 plays as an immune effector against microbes and bacteria.

In one experiment McCormack and colleagues observed Mycobacterium smegmatis swelling (albeit not killing) after treatment with MPEG1. The addition of minute quantities of lysozyme, however, were sufficient to kill pre-treated M. smegmatis, putatively indicating MPEG1 perforates the outer membrane but does not affect the integrity of the peptidoglycan layer (90). Indeed, more recent studies have found MPEG1 facilitates the entry of myriad anti-microbial effectors into cells including; proteases, reactive oxygen and nitrogen species, bactericidal peptides and the harsh acidic environment of the phagosome (93). Notably, recombinant MPEG1 possesses lytic activity which is strictly dependent on low pH (82, 83). Lastly, MPEG1 has been observed to form membrane spanning pores similar to the lytic MAC and PRF (13, 94).

To date, no severe disease state has been described in humans with complete loss of MPEG1 function. Like many aspects of biology, there may be compensating redundancies in the immune system that maintain a sufficient immune response in the absence of MPEG1. One retrospective case study, however, has described recurrent pulmonary non-tuberculous mycobacterial infections in individuals with germline mutations in MPEG1 (84). The association of these mutations with recurrent infections suggests there may be subtle clinical outcomes in individuals with a defective form of MPEG1; however, further clinical data is required to definitively implicate MPEG1 in these pathologies. Furthermore, there are presently no examples of excessive MPEG1 function, which contrasts to MAC and PRF where hyperactivity can lead to severe disease states in humans (47, 95, 96).



Interferon Signaling/LPS Induced Shock

Apart from anti-microbial function by pore formation, MPEG1 has been implicated in regulating type I IFN signaling and is critical for the correct assembly and signaling of the Interferon-α/β receptor (IFNAR) proximal complexes (89) (Figure 2v). Transfection studies, using several MPEG1 truncation variants, illustrate the assembly of proximal complexes and phosphorylation of downstream signaling effectors are dependent on MPEG1. Type I IFN signaling was found to be defective in MPEG1-deficient cell lines (BMDM, MEFs) due to loss of IFNAR mediated phosphorylation of STAT1, STAT2, JAK1, and TYK2. It was observed that both the MACPF and MABP domains appear to mediate interactions with IFNAR1 and IFNAR2, respectively, while the intracellular cytosolic region was required for phosphorylation of STAT2. Currently, however, the nature of MPEG1–IFNAR interactions is poorly understood.

Animal models have shed light on the MPEG1–IFNAR association and the significance of this poorly understood signaling pathway. Under normal circumstances excessive LPS can overwhelm the host immune response and lead to septic shock. Mice lacking MPEG1 were found to be resistant to LPS induced septic shock (89). Consistently, the suppression of an MPEG1 paralog in zebrafish was observed to reduce the likelihood that fish would succumb to infection (88). Taken together, these studies suggest MPEG1 plays a role in the excessive IFN signaling during an overwhelming immune response.

Overall, these findings suggest MPEG1 is not only important for cellular immunity, but also the regulation of immune response via IFNα/β signaling. This has implications for both autoimmune disorders and cancer. In a recent example studying MPEG1-deficient, aged mice, there was an increased proportion of microbial migration into serum from the gastrointestinal tracts, which resulted in a state of chronic inflammation (97). A significantly reduced antibody response was also observed in these MPEG1-deficient mice. Furthermore, an increased level of inflammation was observed in splenic B cells, as well as an increased frequency of pro-inflammatory B cells. These data suggest that an increased bacterial burden in those who lack MPEG1 may be responsible for chronic inflammation, which is proposed to affect the normal immune responses of B cells. Chronic inflammation is a known determinant of many autoimmune diseases, and hence, reduced levels of MPEG1 may also contribute to a number of chronic, progressive diseases in humans.



MPEG1 Proteolysis

Proteolytic shedding of MPEG1 has been proposed for proper MPEG1 regulation and function. It is hypothesized that proteolysis may be required for the release of the ectodomain from the host membrane to allow for pathogen targeting and pore-forming function. Proteolytic processing may function two-fold to regulate MPEG1 function. Firstly, proteolysis may be necessary for oligomerization to occur (79). Secondly, anchoring MPEG1 to the host bilayers (endosome, secretory vesicles, etc.) may prevent unintended lytic function. Lastly, sequestration of MPEG1 by the transmembrane region is important for trafficking (81, 89). Therefore, untimely proteolytic processing may result in MPEG1 mis-trafficking (Figure 2viii).

In the context of invading microbes, fragments of MPEG1 corresponding to the ectodomain (among others) have been identified in bacterial membranes treated with MPEG1 (79). Notably, the C-terminal cytosolic region was not detectable, consistent with suggestions that the transmembrane and cytosolic tail remains in the host membrane. Furthermore, limited proteolysis experiments of MPEG1-enriched bilayers derived from transfected cells resulted in membrane-bound ring-like oligomers (79), whereas, these oligomers were not observed in the absence of proteolytic treatment. This supports the current model whereby the ectodomain is shed during MPEG1 anti-microbial function.

These findings suggest that spatio-temporal regulation of MPEG1 proteolysis is associated with normal function. The mechanism of this proteolysis is still being determined and the endogenous protease responsible for MPEG1 cleavage has not been identified. Further studies will be required to confirm the sites of MPEG1 cleavage and their functional role within the cellular context. While the relevance and functional importance of MPEG1 proteolysis is unclear, it is notable that the GSDMs require the specific and coordinated proteolytic processing by caspases for subsequent activation and pore-forming function (59, 60). In this regard, it is possible that such a mechanism could also exist to coordinate proper MPEG1 function.



MPEG1 Structure and Mechanism

Pore-forming MACPF proteins generally adopt two different stable conformations—a soluble, metastable monomeric form and a membrane inserted hyper-stable oligomeric pore form (Figure 3). The pathways from the metastable monomer to the stable oligomer pore can vary. These topics have been extensively reviewed elsewhere in detail (15, 17, 18, 58, 98–102).




Figure 3 | The canonical pathway of pore formation. A generic pore forming protein is shown, with a green ancillary (or receptor binding) domain and blue pore forming domain. Freely diffusing monomers (i) bind to the target bilayer (gray) (ii) via target recognition domains (green) that are ancillary to the pore forming machinery (blue). The target receptor can be proteins (yellow), glycans or lipids (ii; inset). Membrane-bound monomers undergo two-dimensional diffusion, colliding and eventually oligomerizing (iii). Maturation via the prepore-to-pore conformational change may occur at different stages. For example, incomplete oligomers may transition into arc-pores (iv). Other smaller arcs or monomers may also be recruited to a growing arc pore (v). Ultimately complete pores are formed upon the closure of the oligomeric ring (vi). In this context pore growth can occur in a continuous mechanism. Completed pores define large aqueous channels, capable of facilitating the passive diffusion of additional effector molecules (not shown) via the membrane channel (vi; inset). Alternatively, arc prepores may continue to grow without inserting into the membrane (vii) by recruiting additional monomers or other smaller arcs (viii). These can ultimately form complete prepores that have yet to punch into the lipid bilayer (ix). Fully formed prepores are most commonly observed for CDCs (ix). The prepore-to-pore transition is triggered resulting in a conformational change of the MACPF core machinery that unfurls into a giant β-barrel (ix goes to vi). These inserted pores possess an amphipathic region that is fully inserted into the lipid membrane (not shown). Insets (ix, vi) show top-down views.




Structural Biology of the MACPF Domain

The MACPF domain has two well documented functions; firstly, oligomerization into rings and, secondly, insertion into membranes. The domain is a well characterized fold that is centered around a contorted four stranded antiparallel β-sheet that features an L-shaped bend (Figure 4). The β-sheet is flanked at one end by two clusters of α-helices, termed transmembrane β-hairpin-1 (TMH-1) and TMH-2 (Figure 4A). The term, seemingly a misnomer, refers to the end-state conformation of these microdomains. Structural comparisons reveal that the MACPF domain undergoes a dramatic concerted conformational transition (104). These two bundles of α-helices (in the monomeric form) undergo structural rearrangement, unfurling to form a set of amphipathic β-hairpins (in the final pore form) (13, 21, 22, 83, 105) (Figures 4A, B). As they unwind the TMH regions are postulated to concurrently zipper up into β-hairpins, these protrude below the MACPF domain and thereby form a giant, amphipathic β-barrel that inserts into the membrane. Together these two β-hairpins each contribute four β-strands to the final oligomeric β-barrel pore (Figure 4C). From the perspective of the MACPF domain, the initial membrane associated oligomerization event includes the formation of β-sheet hydrogen bonds between the central β-sheets of adjacent subunits to form a nascent β-barrel. During the prepore-to-pore transition, the unfurling of the TMH regions is also accompanied by a straightening of the central MACPF β-sheet that permits more substantive β-sheet hydrogen bonding between adjacent subunits (Figures 4A, B) (13). A short helix-turn-helix (HTH) region sits on top of TMH1 and forms additional inter-subunit interactions (Figures 4A, C). This region is observed to shift during the prepore-to-pore transition in some studies (13, 22). A second larger “helix elbow”, which contains the MACPF consensus motif (Y-X(6)-[FY]-G-T-H-[FY]), protrudes away from the core β-sheet and forms contacts around the periphery of the complex (Figures 4A, C). This helix elbow forms a complementary surface to accommodate TMH2 (Figure 4A). Outside the MACPF domain, studies on C9 and MPEG1 reveal that extensive inter-subunit interactions are also formed by the ancillary domains N- and C-terminal to the MACPF domain (23, 82). These interactions aid in the formation of oligomers (Figure 4C). The ancillary domain varies substantially between superfamily members, but its function is typically associated with membrane binding or targeting (15, 17, 100, 101).




Figure 4 | Exemplar structures of MACPF pore forming proteins in the monomeric and pore states. (A) Crystal structure of lymphocyte PRF in the monomeric state [PDB: 3NSJ] (43). The ancillary domain is colored gray and omitted from the topology diagram for clarity. (B) The cryoEM pore structure of the fungal MACPF protein, pleurotolysin (PlyB)[PDB: 4V2T] (13). Pleurotolysin is a homolog of PRF found in oyster mushroom. The β-trefoil domain of PlyB is not shown for clarity. (C) A dimer of the polyC9 cryoEM reconstruction (bottom right) is shown to illustrate the intra-subunit contacts at the MACPF interface [PDB: 6DLW] (22, 23). (D) The cryoEM pore structure of the intracellular GSDMA3-NT shows structural and topological similarity to the MACPF domain [PDB: 6CB8] (103). HTH, helix-turn-helix (purple); TMH, transmembrane β-hairpin (pale brown). Topology diagrams are colored consistently with the PDB coordinates.



A similar fold, from the GSDM family has strong topological parallels to the MACPF domain (Figure 4D). Indeed, DALI analysis revealed the pore-forming domain of GSDMs is a bona fide homolog of MAPCFs (62). Like MPEG1, GSDMs are regulated by proinflammatory signals and rely on proteolytic processing for activation (106). While the two families appear substantially different, GSDMs and MACPFs share mechanistic similarities—namely PRF, MAC, and GSDMs assemble and form transmembrane pores in a “growing-pore” like the model discussed below (20, 63, 94). Additionally, both families share topologically equivalent transmembrane β-hairpins which contribute to a giant β-barrel (86, 104, 107). The relation between the two families, however, still remains controversial.



Overview of the MACPF Mechanism of Pore Formation

In the archetypal pathway of pore assembly, soluble monomers (Figure 3i) are generally recruited to the membrane surface via the function of domains that are ancillary to the MACPF domain and that function to directly bind to lipids or membrane associated protein receptors (Figure 3ii). In the monomeric form, the pore forming MACPF domain is folded into a compact structure that represents a state of high potential energy—it is primed and ready to punch into a lipid bilayer, akin to a compressed spring (Figure 4A). Membrane-bound monomers then undergo two-dimensional lateral diffusion and oligomerize to form prepore oligomers perched above the target membrane (Figure 3iii). These prepores are short-lived intermediate complexes comprised of rings or arcs that are yet to insert into the bilayer (83, 94, 104). These arciform or complete prepores can undergo the MACPF prepore-to-pore transition and insert into the lipid membrane (Figures 3iv–vi). Both membrane-inserted and uninserted arcs can continue to grow by recruiting subunits (Figures 3iv–vi). Both the mechanisms of prepore-to-pore transition and how prepores are triggered to form pores remain to be fully understood. In the final structure, each monomer contributes two amphipathic β-hairpins, and the final pore comprises a giant membrane spanning β-barrel (23, 43, 86, 104, 108). The oligomeric pore form represents the final, highly stable, membrane inserted state of the MACPF domain (Figure 3vi).

The archetypal MACPF mechanism described above was originally derived from extensive studies of the bacterial CDC branch of the superfamily (100, 104, 109, 110) (Figures 3vii–ix). However, in the context of MACPF proteins it is clear that numerous variations of this mechanism have been identified. Most importantly the concept of a prepore is less applicable to the MACPF branch of the superfamily. For example, the complement MAC forms a hetero-oligomer that assembles by recruitment of multiple different MACPF domain-containing subunits (C6, C7, C8, and C9) (21, 105). The MAC is also distinct in that membrane insertion into the target bilayer most likely takes place in a sequential, non-concerted manner with individual monomers progressively undergoing conformational change and membrane insertion one-by-one (20, 22). In addition, the MAC lacks membrane recognition domains, instead it is recruited to the target membrane via opsonization and the formation of complement component 5b on the surface of pathogenic microbes. Studies on PRF also reveal variations from the archetypal CDC-like mechanism—most notably the “prepore” form of PRF oligomers is highly mobile and flexible (94). PRF is thought to assemble and insert into the membrane in a growing pore model—where subunits or smaller arcs are recruited to a growing membrane inserted form (94, 111). PRF appears to only form ordered ring-like structures upon transition to the final pore form (94). Deviations of the common mechanism also are evident in pleurotolysin and perivitellin-2, which are two-component toxins (12, 13).



Three-Dimensional Structure of MPEG1

Two studies have reported high resolution structures of truncated MPEG1 (82, 83). These studies employ MPEG1 constructs that lack the transmembrane and cytosolic regions, under the assumption that proteolysis of MPEG1 in vivo results in the same final primary sequence. These structures thereby represent presumed late matured MPEG1. These discoveries have propelled our understanding with respect to MPEG1 biology.


Membrane-Bound Prepore

Overall, the ultrastructure of MPEG1 strongly reflects other pore forming proteins (Figures 5A–E). The membrane-bound structure of the MPEG1 ectodomain exists as a hexadecameric homo-oligomer, whose central core consists of the MACPF domain in a yet-to-unfurl, prepore state (Figure 5A). The MACPF core β-sheet is oriented such that release of the TMH helices would result in a β-barrel pore in an adjacent membrane.




Figure 5 | The various structural states of MPEG1. (A) When incubated with liposomes (gray), MPEG1 binds the lipid bilayer as a single prepore ring, via the MABP β-hairpin (yellow), orienting the MACPF domain away from the lipid bilayer [PDB: 6U2W] (82). Lipids are illustrated with a cartoon model. Both the unsharpened (gray) and sharpened (alternating color) maps are superimposed to illustrate the lipid density (gray). (B) In solution, recombinant MPEG1 (truncated between the L-domain [green] and TM region [not shown]) forms a loosely associated ring–ring dimer whereby the helix of the L-domain mediates interactions between rings (termed the α-conformation) [PDB: 6U2J, 6U2K] (82). (C) A second, tightly associated ring–ring dimer is also possible; this conformation is defined by inter-ring strand swapping (termed the β-conformation) [PDB: 6U2L] (82). This is achieved by the L-domain which adopts an extended β-sheet conformation. (D) Murine MPEG1 truncated at a similar position to (A, B), forms single ring structures after prolonged incubation in acidic conditions [PDB: 6SB3] (83). These rings were observed in the α-conformation (with respect to the L-domain). (E) A view of an MPEG1 dimer is shown from the periphery of the complex in both the membrane-bound (left) and soluble prepore (right) states. Upon interchanging between these states, the L-domain and β-hairpin undergo conformational change. Inset shows a magnified view of the interaction. (F) Incubation of murine MPEG1 at low pH and in the presence of the detergent CYMAL6 results in MPEG1 pores [PDB: 6SB5] (83) where the MABP domain is flipped relative to (A–D). This conformational change re-orients the MACPF and MABP domains into the same direction. The extremity of the β-barrel forms an amphipathic region (illustrated by a cartoon micelle). Top row: CryoEM reconstructions of MPEG1 (alternating colors show individual subunits) of the overall quaternary structure. Both the full reconstruction (left) and a partial cross section (right) are shown for each panel (A–D, F). The cross section enables visualization of the inner structure of the complex. Second row: Exemplar 2D class averages are shown below each reconstruction [reproduced from (82, 83)]. The atomic coordinates for the full reconstruction are shown next to the corresponding 2D class average (alternating colours show individual subunits). Third row: A single magnified subunit from each complex is shown. MACPF β-sheet (red), TMH regions (tan), MACPF core (blue), MABP/β-hairpin (yellow), EGF-like (pink), linker region (purple), L-domain (green).



The MABP domain of each subunit is positioned around the periphery of the central MACPF core. An extended, twisted β-hairpin protrudes from the MABP domain, in the opposite direction to the MACPF β-sheet and TMH regions, to make contact with the lipid membrane. All sixteen subunits coordinate the lipid bilayer in this manner and act to adhere the MPEG1 prepore to the membrane surface (Figure 5A). The hydrophobic tip of the MABP β-hairpin is surrounded by positively charged residues that together interact with the lipid bilayer and charged head groups of phospholipids (82, 83). This binding mode was observed for the canonical MABP domain and suggests the β-hairpin is an elongated variant of the similarly charged membrane-binding loop of the ESCRT MABP (85).

The L-domain (CTT domain) is located in close proximity to the lipid bilayer and, in the primary sequence, directly precedes the transmembrane helix and cytosolic tail (Figure 1A). However, in the membrane-bound prepore structure the L-domain is unresolved and, therefore, is presumed to be disordered (not shown).



Prepore (Soluble)—Role of the L-Domain

In vitro studies of the MPEG1 ectodomain have demonstrated that MPEG1 can adopt various conformational states (82, 83). Human MPEG1 was seen to form dimeric ring/ring complexes that are loosely associated (denoted the α-conformation) (Figure 5B). Some of these dimeric complexes were observed to undergo inter-ring, β-strand swapping to form tightly associated double-ring complexes (denoted the β-conformation) (Figure 5C). These different interactions are mediated by the L-domain and, hence, it was named due to its labile (L) conformational states. It is unclear whether the double-ring assemblies of human MPEG1 exist in vivo and it is suggested they likely represent in vitro artefacts (82). Unlike human MPEG1, murine MPEG1 was observed to form monomeric material that readily oligomerized to form single rings on membrane bilayers or in solution after prolonged incubation at pH 5.5 and 37°C (Figure 5D). With the exception of the β-conformation, both murine and human soluble MPEG1 complexes are very similar overall.

Comparison between the soluble and membrane-bound prepore conformations reveals relatively few differences, with one notable exception. In the soluble prepore (α-conformation; Figures 5B, D), the β-hairpin of the MABP domain interacts with the L-domain of the neighboring subunit (Figure 5E [right]). Due to this interaction, the β-hairpin is shifted relative to the membrane-bound prepore (Figures 5D, E [left]). These interactions stabilize the L-domain, which forms a small β-hairpin motif capped by an α-helix (Figures 5B, D). The β-hairpin and L-domain interaction creates a four strand β-sheet (Figure 5E; inset), and hence these inter-subunit contacts anchor adjacent subunits in place. These interactions presumably provide stability to the complex and, therefore, were suggested to mediate oligomerization in solution. Truncation of the L-domain was reported not to affect membrane binding, however oligomerization in solution was not reported (83).

Therefore, in order for the soluble prepore to bind membranes it must undergo a conformational change. To accommodate the interactions with the membrane bilayer the MABP β-hairpin in the soluble prepore must bend upward ~25° and shift laterally away from the L-domain (Figure 5E). This movement breaks the intermolecular interactions with the L-domain of the adjacent subunit and positions the β-hairpin to interact with lipid head groups. In the absence of the interactions with the β-hairpin, the L-domain of the adjacent subunit becomes flexible or disordered. Furthermore, movement of the L-domain helix is necessary to accommodate the bending of the β-hairpin, which would otherwise produce steric clashes.



Detergent Solubilized Pore

Recently Ni and colleagues reported a structure of the murine MPEG1 pore (Figure 5F) (83). Incubation of murine MPEG1 in mildly acidified buffer led to oligomerization in solution, with further incubation in strongly acidified buffer (pH 4.0–3.6) promoting pore formation. Performing these reactions in the presence of the detergent, Cymal-6, stabilized the exposed hydrophobic regions of the β-barrel for structural studies. As expected, these experiments revealed that, like polyC9 and CDCs, the MPEG1 TMH regions unfurl to form giant β-barrels (Figure 5F).

Strikingly, the MPEG1 pore revealed significant structural rearrangement of the MABP domain relative to the MACPF domain (Figures 5D, F). The large rotation of the MABP domain results in the membrane-binding β-hairpin region oriented in the same direction with the β-barrel of the MACPF domain. Unlike most MACPF mechanisms studied to date, the peripheral ancillary domains typically do not undergo such drastic conformational changes, and hence these data suggest MPEG1 adopts an entirely unique mechanism. It remains unclear how and when this conformational change occurs, i.e. from a structural perspective and at which point of the MPEG1 assembly pathway. Higher resolution structures, as well as studies in the presence of lipid bilayers, will be required to fully understand the mechanism and structural motifs that mediate this unique transition.




Control and Regulation of Oligomerization

In most PFPs studied to date, oligomerization on the target bilayer results in a rapid trajectory into a final lytic pore. In this regard, the correct spatiotemporal control of oligomerization represents a key regulatory mechanism of PFP activity and safeguards the host cell from premature lytic activity. For example, in the PRF system, storage of PRF monomers within acidified vesicles prevents key aspartic acid residues in the C2 domain from chelating Ca2+, which prevents the C2 from adopting the membrane binding conformation (112). Therefore, PRF cannot bind membranes and does not oligomerize within granules. Subsequent release into the junction of the immune synapse causes a pH shift, and Ca2+ binding is restored, thus PRF binds the cell plasma membrane and rapidly oligomerizes to form pores (Figure 6A). During off-target assembly of the MAC on host cells, the inhibitor CD59 directly binds the nascent growing MAC and therefore blocks subsequent recruitment of C9 monomers, halting further oligomerization and safeguarding the cell (113). Notably, patients who lack CD59 develop PNH due to uncontrolled MAC activity (37). Given the intracellular context of the MPEG1 system, it is unclear what triggers oligomerization and when it occurs. Like the MAC and PRF systems, controlling MPEG1 oligomerization may act to prevent premature lytic activity that may have detrimental effects on the cell. In this regard, the coordinated cellular re-distribution of MPEG1 is critical in ensuring MPEG1 is appropriately located and poised to encounter microbes. However, cellular redistribution may additionally function to control the oligomerization event itself. As discussed earlier, proteolysis is suggested to regulate MPEG1 oligomerization (79). Moreover, sufficiently low pH was observed to be important for murine MPEG1 oligomerization (83). Thus, delivery of MPEG1 to acidified vesicles that possess the appropriate proteases may represent an additional level of functional regulation.




Figure 6 | Schematic comparison between current models of PRF and MPEG1 assembly. (A) At the T-cell immune synapse, vesicles (i) containing PRF [only the MAPCF (blue) and C2 domains (green) are shown] and granzymes (purple) fuse with the plasma membrane releasing their contents onto the target cell (ii). Within these cytotoxic granules (i), PRF is kept in a Ca2+-deficient environment at low pH, therefore PRF is unable to bind membranes. Upon being released into the immune synapse (ii), PRF encounters Ca2+ (zoomed inset; red spheres) and therefore, binds the lipid bilayer via a target recognition C2 domain (iii). PRF begins to oligomerize into arcs (iv) and, later, fully formed pores (vi). In the PRF mechanism, early arc intermediates can puncture the lipid membrane (v); these can continue to grow in a continuous manner by recruiting monomers or other arcs. Functional arcs that have punctured into the lipid bilayer are depicted with a white membrane lesion (v). The final PRF pore enables granzyme B (GrB; purple) to diffuse into the target cell (vii). (B) EEA1+ vesicles containing MPEG1 (i) are triggered to traffic toward and fuse with the phagosomal membrane by monoubiquitination (blue diamond) (ii). Tethered MPEG1 [only the MACPF (red) and MABP domains (yellow) are shown] is proteolyzed from the lipid bilayer [transmembrane region and cytosolic tail are shown as a line (green)] (iii). Cleaved MPEG1 oligomerizes into a prepore (v). Upon strong acidification (pH < 5), MPEG1 is activated and transitions into a pore (vi or ix). MPEG1 may follow two proposed pathways (iv or vii). In the trans-pore model, oligomerization occurs on the host bilayer (iv to v) and trans-pores breach the bilayer of target membranes in close proximity (vi) (82). Other receptor complexes may be required to drive the formation of a close membrane–membrane junction (blue/orange receptor complex; asterisk). Alternatively, MPEG1 monomers diffuse within the synapse (vii) and oligomerize on microbial bilayers (vii to viii). The MACPF or MABP domains rotate, to re-orient the MACPF machinery toward the microbial bilayer [vii or viii; unclear (83)]. A cis-pore breaches the microbial bilayer (ix). The stage of MACPF or MABP domain rotation is unclear. After either a trans- or cis-pore has formed, effector molecules enter the target cell via the MPEG1 pore (x).





Role of MABP β-Hairpin for Membrane Association

In agreement with structural data, independent studies found the MABP β-hairpin directly mediates lipid binding in vitro, preferentially recognizing negatively charged phospholipids (phosphatidylserine, cardiolipin, phosphatidylinositol(s), E. coli lipid extract, LPS) but not neutrally charged lipids (phosphatidylcholine, phosphatidylethanolamine, sphingomyelin) (82, 83). Therefore, consistent with other MACPF superfamily members (13, 43, 102, 104), the ancillary domain of MPEG1 appears to function for membrane targeting.

In all other MACPF systems studied to date, both assembly of the pore and perforation of the bilayer occurs on the same membrane, i.e. the assembly and target membrane are the same (13, 20, 21, 43, 94, 105, 114) (Figure 6A). In contrast, the MPEG1 assembly pathway may not follow this simple concept (Figure 6B). As discussed, the MABP and MACPF domains are functionally positioned in opposite directions. As such the MPEG1 system was observed to form soluble oligomers that were capable of diffusing and binding membranes (orienting the MACPF domain away from the bilayer). Therefore, the assembly membrane may not correspond to the target membrane.

Pang, Bayly-Jones and colleagues suggest this may function as a control mechanism to prevent MPEG1 oligomers from mediating autolysis (i.e. of the assembly membrane) (82). While the MABP β-hairpin is associated with the endosomal host bilayer (assembly membrane) (Figures 6B iv–v), the orientation of the MACPF domain would prevent membrane perforation of the host bilayer. Hence, these data suggest the MABP β-hairpin may act to sequester MPEG1 to the host bilayer and orient it in a protective capacity.

Conversely, in vitro high speed AFM imaging suggests these prepores could undergo a conformational change upon acidification that can be interpreted as pore formation (83). These experiments suggest that, rather than a protective role, the MABP β-hairpin may perform a targeting role as an ancillary domain in a more typical MACPF/CDC sense (Figures 6Bvii–viii). However, in this context the assembly of the prepore occurs independently from the target membrane (either in solution or on another bilayer)—this ability itself is unique when compared to other family members.

These features suggest that MPEG1, unlike other MACPF/CDC systems studied to date, may follow a distinct assembly pathway with independent assembly and target membranes (regardless of the role of the MABP β-hairpin). Both the ability to form soluble active prepore oligomers and the unique domain arrangement distinguish MPEG1 from other characterized MACPF/CDCs. Indeed, the canonical mechanism of pore formation and the notion of a single assembly/target membrane may not be consistent with the MPEG1 system.



Acid Induced Pore Formation

Recent structure–functions studies reveal MPEG1 activity is strictly dependent on acidification, with recombinant MPEG1 becoming increasingly active at lower pH, with pH 5.5 representing an upper limit for detectable activity (82, 83) (Figure 2ix). How exactly pH triggers the prepore-to-pore transition of MPEG1 is not understood. The motifs and residues that mediate this acid trigger have not yet been established. Inspection of the core domain of MPEG1 does not reveal titratable residues that clearly govern key interactions for activation. As an alternative hypothesis, perhaps the low pH has an overall destabilizing effect and thus reduces the necessary activation energy. In any case, the acid trigger represents an important negative regulatory mechanism employed by the cell. This mechanism also explains why MPEG1 activity occurs within the matured endosomal vesicles and the phagolysosome. Furthermore, inhibition of endosomal acidification, for example by inhibitors of vacuolar-type H+-ATPases, would likely confer resistance to intracellular microbes by preventing the activation of MPEG1. This is a known mechanism of microbial evasion and is described for several pathogens, reviewed elsewhere (115). In contrast, earlier studies of MPEG1 function examined endosomal pH levels and found vesicles occupied by the intracellular pathogen L. monocytogenes rapidly acidify in MPEG1 deficient cell lines (116). Conversely, acidification was significantly delayed when MPEG1 expression was rescued. These data suggest that MPEG1 somehow functions to slow the rapid acidification of these phagosomal vesicles. These observations appear paradoxical. Specifically, it is unclear how exactly MPEG1 functions to reduce the acidification of vesicles in situ, while being strictly dependent on low pH for activity in vitro.



MPEG1 Proposed Models and Mechanisms

The archetypal model of pore formation has largely arisen to describe PRF and CDCs (Figure 3); however, this canonical mechanism fails to explain how intracellular MACPFs operate within membranous compartments without detrimental effects to the host cell. Furthermore, membrane tethered MACPF systems, such as MPEG1 and ASTN1/2, challenge the notions of diffusion, membrane recognition, and oligomerization; in particular, the sequence of events may be different or additional steps may be required, such as proteolysis. There are currently two proposed models of pore formation, both of which may co-exist depending on context, together these represent an exciting frontier in understanding MPEG function (Figure 6B). In this regard, in situ data, such as cryo-electron tomography (cryoET) of MPEG1 in cells, will be important to determine the final pore state, mechanism of bactericidal activity and whether the prepore observed thus far represents a productive intermediate on the way to pore formation.


The Immunosynapse and Trans-Pore Formation

The advances in MPEG1 biology highlighted by recent studies address a critical question of how an intracellular MACPF can function within membrane compartments without killing the host cell. Specifically, the orientation of membrane-bound MPEG1 suggests pore formation can occur in an adjacent membrane (Figure 6B vi). As a result, MPEG1 may bridge two bilayers; one membrane is coordinated by the MABP β-hairpin, while the other becomes the target of the MACPF β-barrel of the MPEG1 pore (Figure 6B vi). Such a mechanism is akin to a primordial (intracellular) immune synapse, where the phagosomal membrane and target membrane are brought into close proximity by conjugate cellular mechanisms e.g. immune receptor:antigen interactions (Figure 6B; right). Such proximity would then allow for MPEG1 pores to preferentially damage pathogen bilayers, while providing a method of protecting the host bilayer. Of course, to ensure that pore formation results in damage to a target membrane, it is important that acidification occur after a synapse has been established such that membranes are in sufficient proximity. Importantly, these trans-pores were observed in cryo-EM data sets of MPEG1 proteoliposomes (82); however, these were a rare population, and 3D reconstructions were not possible. Further structural and biochemical studies will be required to confirm or exclude their existence.

A key implication of the trans-pore model is that MPEG1 has little target specificity, rather MPEG1 would damage any membrane that is sufficiently close upon activation. Similarly, broad anti-membrane activity is thought to occur for the MAC, which employs an atypical target-recognition mechanism (20–22, 105). Likewise, upon its delivery, PRF must recognize any host cell membrane in the immune synapse. In this regard, PRF has been shown to form pores on several lipid compositions, relying more specifically on the physical properties of lipid fluidity to distinguish its target (117) (Figure 6A). An evolutionary advantage would be conferred by immune effectors that can broadly target and damage a variety of membrane compositions and thus a range of pathogens. Therefore, metazoan immune complexes such as MPEG1, MAC, and PRF may have evolved greater flexibility in their target recognition, while relying more heavily on conjugate cellular mechanisms to govern their regulation e.g. PRF granules, or the MAC-inhibitor CD59 (118) or the domain arrangement in MPEG1 (82, 83). Broad anti-membrane activity would maximize the spectrum of potential vulnerable targets; however, it would also simultaneously make the organism more susceptible to collateral damage. Therefore, conjugate cellular mechanisms might be more important in governing the regulation, delivery, and activation of the mammalian perforin-like immune effectors (Figure 6A). The promiscuity of these immune effectors is highlighted when juxtaposed against other PFPs that have highly specific target recognition requirements (e.g. pleurotolysin, intermedilysin) (13, 119).



MABP Rotation and Cis-Pore Formation

In contrast, the recent structure of a murine MPEG1 pore at 5 Å illustrates an unexpected conformational rearrangement of the MABP domain (83) (Figure 6B viii). Comparison of MPEG1 structures as a soluble prepore and a detergent solubilized pore suggests a different model of pore formation occurs, whereby rotation of the MABP domain and β-hairpin motif is responsible for recognition of the target membrane (Figure 6B vi). The drastic conformational rearrangement corresponds to a lateral 180° rotation of the MABP domain (such that the peripheral region remains on the periphery), resulting in the MABP β-hairpin and MACPF domains being re-oriented in the same direction (Figure 5E, Figure 6B viii). It is not clear whether this rearrangement would occur prior to acid-induced pore formation or accompany pore formation. One possibility is that the MABP β-hairpin swings down to recognize the target membrane, engaging the bilayer via the lipid binding motif (Figure 6B vi). Subsequently, upon acidification, the MPEG1 prepore (here in a late stage) unfurls to form a giant β-barrel in the target. In support of this model is a disulfide trapped mutant, which locks the MABP domain to the linker region, preventing domain movement. This mutant loses lytic activity until a reducing agent is added, restoring activity to that of wild type. These data suggest that MPEG1 activity is dependent on the movement of the MABP domain.

While there are some parallels between this model and the archetypal mechanism, the model is nevertheless unique. Specifically, MPEG1 may adopt two prepore states, both an early stage (either soluble or membrane-bound; Figure 6B iv) and a late stage (MABP and MACPF in the same orientation; Figure 6B vii) [also depicted in Ni et al. (83)]. Furthermore, this model provides a simpler explanation of target recognition, without postulating coupled processes or receptors, as the MABP β-hairpin alone would be sufficient. Problematically, the cis-pore model fails to explain how freely diffusing MPEG1 could function within a membrane compartment without damaging the cell’s own membranes. A similar conundrum exists for PRF, which functions at the immunosynapse between a host and target cell (Figure 6A). One recent study suggests that differences in the fluidity of the lipid bilayer of cytotoxic T cells, compared to that in target cells, can protect T-cell membranes from PRF pore formation (117). Therefore, potential differences in membrane properties of the host and pathogen may likewise provide selectivity in the MPEG1 system.





Discussion

In vitro studies of MPEG1 have provided key biophysical and structural insights into the MPEG1 assembly pathway. Two models have emerged that attempt to explain the MPEG1 mechanism, namely the cis- and trans-pore models; however, there remain several questions that neither assembly model fully addresses (Figure 6). At this point in time the field cannot resolve both models. In this regard it is obvious that the MPEG1 system deviates from other MACPFs. Indeed, the MPEG1 system appears to adopt a unique mechanism of pore formation altogether. Further work is required such as characterization of other potential structural states, as well as higher resolution data of current models. Particularly, in situ studies would be beneficial to ascertain the stepwise events in MPEG1 function, e.g. data acquired by imaging pores within the cellular environment by cryoET.

One issue with the trans-pore model is the apparent redundancy of the MABP domain and the transmembrane helix. It seems mysterious that MPEG1 would evolve two independent mechanisms for anchoring to the host membrane (Figures 6B iii, iv). In contrast, the cis-pore model is consistent with a need for both a transmembrane helix and a secondary membrane recognition domain for targeting, namely the MABP domain. Matters are complicated by the role of proteolysis where it is hypothesized that cleavage of the transmembrane helix is necessary for oligomerization (Figure 6B iii). The trans-pore model encompasses the possibility of proteolysis, whereby the MABP β-hairpin functions in sequestering MPEG1. In contrast, in the cis-pore model, proteolysis raises the issue of host cell protection where membrane compartments become susceptible to collateral damage by freely diffusing MPEG1.

Nevertheless, there is structural and biochemical evidence to support a cis-pore model, where it is proposed the MABP domain rotates to contact the target bilayer (Figures 6 vii–xi) (83). However, it is unclear how such a conformational shift would be physically possible in an oligomeric form, since significant clashes with neighbouring subunits would prohibit the MABP rotation. Secondly, substantial energy would be required to dissociate all sixteen MABP β-hairpins from the bilayer to allow for MABP rotation. Assuming the MPEG1 complex does not dissociate from the bilayer (Figures 6 iv–vi), structural comparison of the membrane-bound prepore (Figure 5D) and the inserted pore state (Figures 5E) suggests that the point of rotation is about the MACPF domain rather than the MABP domain. However, rotation of the MACPF domain seems highly unlikely. This would require extensive interactions formed at the MACPF interface to break or require subunits to dissociate entirely to accommodate the large motion. Taken together, within an oligomeric state, rotation of either the MACPF or MABP domains is difficult to reconcile. One possibility is that structural rearrangement occurs prior to oligomerization, i.e. as monomers (Figures 6B iv, vi); however this is inconsistent with the observed lytic activity of pre-assembled oligomers (82, 83). Alternatively, it is possible that the observed cis-pore may be artefactual, resulting from detergent solubilization or partial denaturation at pH 3.6–4.0. Further studies will be required in order to address these issues and confirm if, and how, the MABP domain rotates in the presence of lipid bilayers and under more physiological conditions.

It is worth considering similarities between MPEG1—the most ancient pore forming MACPF protein described to date—and the GSDMs—a somewhat recently described family of pore forming proteins that drive programmed cell death via pyroptosis. Both are intracellular pore forming proteins that share a similar function that is pore formation in immunity. Our analysis further reveals these molecules clearly share the same overall core topological fold (Figures 4A–C) in agreement with others (62), and both MPEG1 and GSDMs require activation via proteolysis. These comparisons reveal that both MACPF proteins and GSDMs utilize common mechanistic features to form large β-barrel lined pores—i.e. oligomerization of a substantial number of monomers and the unwinding of two topologically equivalent regions within each monomer to form membrane spanning amphipathic β-hairpins (Figures 4A–C).

Despite these observations, sequence comparisons reveal no obvious sequence conservation between the two families. Furthermore, certain structural features of MACPF proteins (e.g. the HTH motif) are absent in GSDMs. Thus, some controversy exists with respect to whether the similarities between GSDMs and MACPF proteins have arisen through convergent or divergent evolution. Based on bioinformatic studies of other protein families (120), we, and others (62, 63), suggest that the structural, functional, and mechanistic data collectively present a reasonably compelling argument for a common ancestry between MACPF proteins and GSDMs. Such a relationship, if further supported (for example through identification and structural characterization of proteins that link the two families), may reveal intriguing new aspects of how members of the MACPF superfamily have been deployed and re-deployed throughout the breadth of the immune response.

Herein, we have discussed the role MPEG1 plays within the cellular environment and its involvement as an immune effector. While several features of MPEG1 have been elucidated, many new questions have correspondingly arisen. For example, few studies have been performed that investigate the short MPEG1 isoform (MPEG1b), and hence, its role is poorly understood. Overall, the structural advances to date will provide a strong foundation for future work by guiding experiments and in situ studies. Of particular interest will be the impact of more directed mutagenesis and targeted changes to MPEG1 domains and key structural elements, to ascertain what effects these have on phenotypes in cellular and animal models. In this regard, further studies will be highly informative in delineating the physiological roles of MPEG1 and its assembly.
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The Vibrio vulnificus (V. vulnificus) hemolysin (VVH) is a pore-forming cholesterol-dependent cytolysin (CDC). Although there has been some debate surrounding the in vivo virulence effects of the VVH, it is becoming increasingly clear that it drives different cellular outcomes and is involved in the pathogenesis of V. vulnificus. This minireview outlines recent advances in our understanding of the regulation of vvhA gene expression, the biological activity of the VVH and its role in pathogenesis. An in-depth examination of the role of the VVH in V. vulnificus pathogenesis will help reveal the potential targets for therapeutic and preventive interventions to treat fatal V. vulnificus septicemia in humans. Future directions in VVH research will also be discussed.
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Introduction

V. vulnificus is an opportunistic human pathogen commonly found in estuarine environments. Human infections usually occur following the consumption of contaminated seafood or via an open wound exposed to a contaminated water source (1). Consumption of contaminated raw oysters can result in rapidly fatal septicemia in susceptible individuals, with V. vulnificus having the highest fatality rate among all food-borne pathogens (2). However, many aspects related to the biology, genomics, and virulence capabilities of V. vulnificus remain elusive or poorly understood (1, 3). During the last decade, research has mainly been focused on the pathogenic mechanisms and virulence factors adopted by V. vulnificus (2, 4). The capsule has proven to be a critical virulence factor, with non-encapsulated V. vulnificus isogenic mutants readily phagocytosed by host immune cells (5). The V. vulnificus multifunctional-auto processing repeats-in-toxin (MARTX) toxin is also likely to be critical to the success of infection. Supporting this, Gavin et al. showed that the MARTX toxin is essential for bacterial dissemination from the intestine (6), while Jones and Oliver demonstrated that the overwhelming tissue destruction that characterizes V. vulnificus infections contracted either via ingestion or wound infection likely results from the powerful collagenase, metalloproteases, and lipases/phospholipases produced by the bacterium (4). Moreover, MARTX is also known to take part in resistance to phagocytosis, cell destruction, and sepsis (7, 8).

Although the VVH belongs to the cytolytic pore-forming family of toxins (PFTs), all of which cause cytolysis in a variety of mammalian cells, VVH as a virulence factor is under debate. An earlier study has shown that disruption of hemolysin gene vvhA had no effect on the virulence of V. vulnificus in a mouse lethality model (9). However, other studies have confirmed that vvhA gene is substantially regulated and expressed in vivo and is likely to play important roles in the pathogenesis of V. vulnificus (10, 11). For example, V. vulnificus is known for a siderophilic bacterium and iron as one of the factors that regulate vvhA expression (12–14). Fan JJ et al. indicate that there was a small difference in mortality when wild type and vvhA-deficient mutant strains were force-fed to mice, but VVH seemed to be important for causing damage in the alimentary tract of the mice (15). Moreover, another study suggested that in addition to the MARTX toxin, the VVH may contribute to bacterial invasion from the intestine into the bloodstream and other organs (16). These results would suggest that VVH may not be responsible for the lethality of V. vulnificus, but may be a contributor to the tissue damage in pathogenesis. Moreover, other proposed virulence factors characterized to date are not sufficient to explain the acute process of V. vulnificus septicemia. The vvhA gene is found in most V. vulnificus isolates, which was often used as a detecting marker for V. vulnificus (17, 18). However, unlike other Vibrio spp. such as V. cholerae and V. parahaemolyticus, where distinct molecular attributes, such as toxin genes, are normally associated with clinical strains (19, 20). More researchers contend that infections may be driven more by factors associated with host susceptibility than the virulence of V. vulnificus (1, 12). Besides V. vulnificus, the hemolysins produced by Vibrio cholerae and Gram-positive species such as Streptococcus pneumoniae, Streptococcus suis, Bacillus Cereus, have been extensively reviewed (21–23). Like most Gram-negative bacteria, the X-ray crystal structure of VVH remains unknown. However, the mechanisms of pore formation by VVH have been studied in crucial amino acid residues and domains related to the activity of VVH (24–27). Molecular architecture and functional analysis of V. cholerae cytolysin (VCC) revealed that VVH has a similar cytolysin domain and a lectin-like domain of VCC (28). However, although these pore-forming cholesterol-dependent cytolysins share structural similarity, they drive divergent cellular outcomes during pathogenesis. In comparison to PFTs in Gram-positive bacteria, more research is needed to clarify the role of VVH in pathogenesis, especially in infections with raw oyster consumption, which can produce rapidly fatal V. vulnificus septicemia.

In this review, we explore the features of VVH in its biological activity, regulation of vvhA expression, and possible roles in pathogenesis. Future directions in VVH research was also discussed in this review. This in-depth evaluation of the contribution of the VVH to V. vulnificus pathogenesis may aid in the development of novel therapies aimed at treating and preventing sepsis in humans.



Effects of the VVH on Eukaryotic Cells

VVH is a 51-kDa water-soluble protein thought to be a member of CDC family of PFT; its hemolytic activity was inhibited by adding cholesterol or divalent cations (29). The VVH causes necrosis, apoptosis, pyroptosis, and lysis in a range of host cell types. First described as a hemolysin, the VVH causes hemolysis of red blood cells in many species, with human erythrocytes being the most susceptible. Although active against erythrocytes from sheep, horses, cows, rabbits, and chickens, the amount of VVH required to cause 50% hemolysis under identical conditions differed between species, suggesting that erythrocyte susceptibility may be closely associated with the binding ability of the VVH and erythrocyte membrane stability (30). In vitro studies have illuminated the effects of the VVH in various host cell types, including human epithelial cells, human umbilical vein endothelial cells (HUVECs), mice macrophages and lymphocytes (Figure 1), and commonly used cell lines, such as Chinese hamster ovary (CHO) cells (26, 27). However, similar cytotoxic effects have not been reported in human platelets or monocytes.




Figure 1 | Major activity of VVH’s interactions with host cells and a future perspective of in vivo studies involved in pathogenesis. Major activity and mechanism of VVH’s Interactions with host cells mainly focus on intestinal epithelial cells (31, 32), vascular endothelial cells (33), macrophages, (34) and lymphocytes (35), which are possibly involved in bacterial invasion from intestine to blood stream and other organs. However, the effects of VVH on platelets have not been reported. The animal models that mimick human infection will provide a perspective to elucidate the role of VVH in pathogenesis, mainly including the National Institute on Alcohol Abuse and Alcoholism (NIAAA) model (36) and a hepcidin-deficient mouse model (37).



While in vitro studies have revealed the comprehensive effects of the VVH on eukaryotic cells, researchers have also examined the impact of host effectors on the activity of the VVH. Cholesterol is well known for its ability to inactivate the VVH through oligomerization of the toxin monomer (29). However, there are some reports that the VVH recognizes and binds to certain kinds of carbohydrates (38, 39), which suggested that cellular cholesterol is not a receptor for VVH. It may be a trigger factor of conformational changes from membrane bound form to pore-form (39). Moreover, although two studies indicate VVH induces cell death via lipid raft-mediated signaling pathway in human intestinal epithelial cells (31, 32), there is no evidence that the VVH localizes at lipid raft so far. One study shows that binding of VVH to target cells does not change by the methyl-beta-cyclodextrin (MβCD) treatment (40), and the author subsequently indicates that MβCD induces oligomerization of VVH by binding to VVH directly (41).

Besides that, several other factors have also been reported to affect the cytotoxicity of the VVH. Although albumin affects the activity of many different bacterial toxins, Choi et al. reported that neither human serum albumin (HAS) nor bovine serum albumin (BSA) affected vvhA transcription or the growth of V. vulnificus. However, both HSA and BSA stabilized VVH and delayed its inactivation by oligomerization, thus enhancing VVH activity (42). Blood lipoproteins have also been shown to be an important defense factor against bacterial infection. Park et al. found that low density lipoprotein inactivates the VVH through the oligomerization of the toxin monomer (43). It was widely reported that calcium prevented hemolysis caused by a variety of bacterial hemolysins (44). Jin-Woo Park showed that calcium exerts its major inhibitory effect on V. vulnificus cytolysin-induced hemolysis as an osmotic protectant (45). Consequently, trifluoperazine, a calcium-calmodulin antagonist, was found to block the hyperpermeability induced by V. vulnificus cytolysin in an in vitro modeled endothelium and prevented the deaths of mice (46). Additionally, a recent study showed that melatonin, an endogenous hormone molecule, inhibits apoptotic cell death induced by VVH via melatonin receptor 2 coupling with NCF-1 (47). While promising, these results emphasize the fact that we still have much to learn about how the VVH displays its cytotoxic effects in vivo, knowledge that will provide important insights into the potential for development of therapeutic strategies and agents to combat V. vulnificus infection.

Of special interest is the question of whether the VVH contributes to bacterial invasion from the intestine into the bloodstream and other organs by interacting with host cells. Intestinal epithelial cell death is a host defense response that eliminates damaged cells as well as pathogens to maintain gut homeostasis. However, many bacterial pathogens eventually elicit epithelial cell death and disrupt the gut barrier function to propagate persistent bacterial colonization. A study performed in human intestinal epithelial cells (INT-407) showed that infection with low doses of recombinant VVH protein induces necrotic cell death and apoptosis. The study further demonstrated that (r)VVH induces NF-κB-dependent mitochondrial cell death via lipid raft-mediated reactive oxygen species production by the distinct activation of PKCα and ERK/JNK in intestinal epithelial cells (31). Besides VVH has the ability to induce two general modes of cell death, apoptosis and necrosis mentioned above; another study indicated that the VVH induced autophagy-related cell death through the lipid raft-dependent c-Src/NOX signaling pathway in human intestinal epithelial Caco-2 cells. This study further showed that, in an in vivo model, VVH increased autophagy activation and paracellular permeabilization in the intestinal epithelium, indicating that VVH plays a pivotal role in the pathogenesis and dissemination of V. vulnificus via the upregulation of autophagy, which may provide potential therapeutic targets for strategic modulations of V. vulnificus infections (32).

V. vulnificus has been shown to produce sufficient VVH in the small intestine to accelerate invasion into the bloodstream (16). Once V. vulnificus is in the bloodstream, the VVH interacts with erythrocytes, white blood cells, and vascular endothelial cells. In fact, a recent study has shown that VVH together with MARTX mediates erythrocytes lyses ex vivo and, therefore, could contribute to the bacterial growth in human blood that provokes sepsis (13). Researchers observed in vitro proliferation of lymphocytes upon re-stimulation of recombinant VVH leukocidin domain (rL/VvhA)-primed splenocytes with formalin-inactivated VVH toxin, while co-expression of T-cell-polarizing cytokines (interferon-γ, interleukin (IL)-12, and IL-4) was detected in the cell culture supernatant (35). In an in vitro study, the recombinant VVH induces apoptosis in HUVEC cells via caspase-9/3-dependent pathway (33). The VVH can also spread to other tissues via the bloodstream. Macrophages are large phagocytes found in almost all tissues and play a critical role in increasing inflammation and stimulating the immune system. Claudia Toma et al. indicate that VVH-stimulated NLRP3 Inflammasome activation of bone marrow derived macrophages (BMM), which was induced by TLR and nucleotide-binding oligomerization domain 1/2 ligand-mediated NF-kB activation (34). Recently, analysis of VVH-induced inflammation in mice showed that the VVH induces inflammatory responses in RAW264.7 macrophages via calcium signaling and causes inflammation in vivo (48).



Regulation of VVH Gene (vvhA) Expression

In this review, we will outline the roles of environmental and host factors and global regulators in the regulation of the vvhA in terms of expression and transport (Figure 2). Cyclic-AMP (cAMP) and bacterial cyclic-AMP receptor proteins (CRPs) represent a classic regulatory system that has been adapted to respond to distinct external and internal signals in many bacteria (50). Hemolysin production in V. vulnificus increased after the addition of cAMP but was undetectable in a putative crp mutant, suggesting that vvh expression is positively regulated by cAMP-CRP in V. vulnificus (49). In V. vulnificus, cAMP can be produced from adenylate cyclase-encoding gene cya. Hemolysin and protease production, motility, and cytotoxicity were all negatively affected by mutation of cya (51). CRP activates vvhBA transcription in V. vulnificus by sensing the depletion of specific nutrients, possibly as a result of increased cAMP levels under glucose starvation (52). In Escherichia coli, glucose starvation results in an increase in intracellular cAMP concentrations in response to the altered phosphorylation state of the phosphotransferase system; however, this is difficult to reconcile with observations that the glucose phosphotransferase system remains saturated when intracellular cAMP concentrations increase (53). The regulation of vvhBA expression can be more easily examined in the intestine because the availability of free glucose is quite limited. V. vulnificus is a ferrophilic bacterium that requires high levels of available iron for growth (12, 13). Although iron can repress vvhA transcription via the ferric uptake regulator (Fur), it increases extracellular VVH secretion through increased transcription of pilD, which encodes PilD, a component of the type II general secretion system responsible for extracellular VVH secretion (14). But there are infection models that suggest that high iron levels (susceptible patients) could also increase vvhA transcription (13). So, the regulation of this gene expression should be more complex.




Figure 2 | The roles of environmental and host factors and global regulators in the regulation of the VVH expression. CRP activates vvhBA transcription in V. vulnificus by sensing the depletion of specific nutrients, possibly as a result of increased cAMP levels under glucose starvation (32). Increased iron can repress vvhA transcription via the ferric uptake regulator (Fur) and IscR (41, 46). However, it increases extracellular VVH secretion through increased transcription of pilD, which encodes PilD, a component responsible for extracellular VVH secretion (41). IscR activates vvhBA by relieving H-NS repression by sensing nitrosative stress (46). Meanwhile, a repressive interaction of H-NS would be relieved in response to the increase in temperature (39, 49). LuxO is a central response regulator of the QS circuit in V. vulnificus, which negatively regulates vvhA expression via SmcR and HlyU (42, 43). However, the transmembrane transcriptional activator ToxRS positively regulates the expression of the vvhA (47). Taken together, the transcriptional regulators integrate diverse environmental and host signals to collaboratively regulate vvhA transcription during the course of infection. Lastly, FTH, an inhibitor target HlyU, was identified to inhibit the transcription of vvhA along with that of other HlyU-regulated virulence genes.; OM, outer membrane; IM, inner membrane; FTH, fursultiamine hydrochloride; H-NS, histone-like nucleoid structuring protein; cya, gene encoding adenylate cyclase; cAMP, cyclic AMP; CRP, cAMP receptor protein.



In many pathogenic bacteria, including V. vulnificus, quorum sensing (QS) is one of the most important cellular regulatory cascades. QS is responsible for cell–cell communication and is mediated by a small diffusible molecule called autoinducer 2 (AI-2). LuxO is a central response regulator of the QS circuit in V. vulnificus, with disruption of luxO shown to increase the expression of smcR, crp, and luxS, which encodes the autoinducer 2 synthetase (54). In comparison, SmcR regulates cytotoxicity in V. vulnificus via QS signaling by repressing HlyU, which positively regulates vvhA expression (55). Temperature is one of the important host parameters regulating the expression of virulence factors in bacteria. The histone-like nucleoid structuring protein (H-NS) global regulator is known to play a crucial role in the expression of temperature-dependent virulence factors. A study on the role of H-NS in temperature-dependent regulation indicated that hns expression levels were higher at 26 °C than at 37 °C and that vvhA expression and the resulting VVH production were increased following disruption of hns (56). Moreover, H-NS, in its role as a vvhA repressor, competes with HlyU for binding to the vvhA promoter region (57); however, the exact mechanisms of HlyU and H-NS regulation have yet to be fully characterized (56). In addition to cAMP-CRP, Fur, and H-NS, the Fe-S cluster, containing transcriptional regulator IscR, was recently described as an important regulator of V. vulnificus virulence in host environments. IscR activates the vvhBA operon in response to nitrosative stress and iron starvation, thereby aiding successful host infection (58). Lastly, transmembrane transcriptional activator ToxRS, a homolog of the V. cholerae ToxRS transmembrane virulence regulator, may also positively regulate the expression of the vvhA (59). In summary, recognition of the subtle regulation of vvhA gene expression and hemolysin delivery by V. vulnificus has furthered our understanding of how the VVH contributes to disease pathogenesis.

The complicated vvhA regulatory system that emerges from this data suggests that inhibition of global regulators may be a promising approach for the development of alternatives to antibiotic treatment. Recently, an inhibitor-screening reporter platform was used to target HlyU, a master virulence factor transcriptional regulator in V. vulnificus. The study identified a small molecule called fursultiamine hydrochloride that inhibited the transcription of vvhA along with that of other HlyU-regulated virulence genes. Fursultiamine hydrochloride therefore has the potential to inhibit the pathogenesis of V. vulnificus without inducing antimicrobial resistance (60).



The Role of the VVH in Disease and Pathogenesis

V. vulnificus most commonly causes severe gastroenteritis following the consumption of contaminated raw seafood, with sepsis infection mortality rates of 50% (12). Moreover, because V. vulnificus is responsible for >95% of seafood-associated infection deaths in the United States (4), a significant number of studies have focused on the effects of the VVH on human intestinal epithelial cells mentioned above. In addition, small intestine-associated host factors together with mouse models have been used to investigate the role of the VVH in pathogenesis. The human intestine usually secretes cationic antimicrobial peptides to prevent pathogen colonization, with Paneth cells in the small intestine secreting antimicrobial molecule alpha-defensin 5 (HD-5). However, while HD-5 inactivated the Vibrio mimicus hemolysin, it had no effect on VVH. The inability of V. mimicus to penetrate the small intestinal epithelium suggests that the cytolytic activity of the V. mimicus hemolysin is abolished by HD-5 (61). In contrast, V. vulnificus causes intestinal tissue damage and inflammation, which then promotes dissemination of the pathogen from the small intestine into the bloodstream and other organs in infected mice (6, 7). Notably, the small intestine is recognized as the site of the most severe tissue necrosis in humans based on autopsy results from V. vulnificus-infected patients (62). Indeed, VVH and MARTX are the two V. vulnificus virulence factors associated with both enhanced growth in vivo and necrosis of tissue in the small intestine, followed by dissemination into the bloodstream and other tissues. In the absence of these two secreted factors, V. vulnificus is unable to cause intestinal infection in mice (16).

V. vulnificus also causes primary septicemia in patients with underlying liver disease or who are immunocompromised (63). Patients with septicemia tend to die of hypovolemic shock complicated by multi-organ failure. A study in rats found that the VVH dilates the thoracic aorta by activating guanylate cyclase, causing hypotension in vivo and vasodilatation in vitro (64, 65). V. vulnificus can be spreading from the intestine to bloodstream. To survive and proliferate in blood, V. vulnificus requires to overcome the innate immune defenses, including complement-mediated phagocytosis. Recently, capsular polysaccharide and Flp (fimbrial low-molecular-weight protein) pili are reported to play critical roles in evasion of the host innate immune system by resistance to complement-mediated killing (66, 67). Although an earlier work showed that virulent isolates produced high titers of hemolysin, were resistant to inactivation by serum complement (68), further information is needed to uncover the mechanism of VVH-mediated evasion of complement killing, which may help us to better understand the basis of the V. vulnificus infection process in human blood. Being at the crossroads between the immune system, clotting cascade, and endothelial cells, platelets seem to be an appealing central mediator and possible therapeutic target for sepsis (69–71). The mechanism of bacterial-induced platelet activation by pore-forming toxins has been well characterized in other Gram-positive bacteria (72). However, despite the significant fatality rate associated with V. vulnificus-induced sepsis, the interaction between the VVH and platelets is not clear. Because the CDC of Vibrio spp. share structural similarity (28), it is possible that VVH represents a critical molecule of Vibrio spp. involved in pathogenesis by interacting with platelets. Linked to this, efforts should be focused on the mechanisms of VVH-induced platelet activation for future work.



Conclusions and Future Perspective

Cholesterol-dependent cytolysins are a diverse group of proteins that differ between bacterial species. However, it is these differences that have informed much of our understanding of the biological activities of the proteins, as well as their role in pathogenesis. Despite this insight, further studies are needed to determine the structure–function relationships of the VVH. Functionally, the major roles of the VVH are to induce cytotoxicity by binding to the cellular membrane to form pores and activating the host inflammatory response. These functions, along with the subtle regulation of VVH gene expression and other potentially unrecognized activities, contribute to the pathogenesis of V. vulnificus disease. Although the host response to the VVH involves lipid raft-dependent signaling pathway-mediated cell death, it is likely that other mechanisms may also be involved in the host response to the VVH.

V. vulnificus infection can result in severe disease. In fact, most cases occur in patients with underlying conditions resulting in hereditary hemochromatosis, primarily alcohol-associated liver cirrhosis or immuno-compromised males, but it does not cause severe illness in healthy individuals (73). Although there have been many studies on the effects of the VVH on eukaryotic cells in vitro, few animal models that mimick human infection were used to elucidate the role of VVH in pathogenesis. As a result, we still have much to learn about how this toxin contributes to disease pathogenesis in vivo (Figure 1). An interesting study found that hepcidin has a critical role in host defense against V. vulnificus by inducing reactive hypoferremia during early phases of infection (74). Hepcidin is a 25 amino acid peptide secreted by hepatocytes. Hereditary hemochromatosis is caused by deficiency of the iron-regulatory hormone hepcidin (75). Therefore, a hepcidin-deficient mouse model of severe hemochromatosis (37) could be considered for the future work about the role of VVH in the lethal infections by V. vulnificus, a siderophilic bacterium. Additionally, the National Institute on Alcohol Abuse and Alcoholism (NIAAA) model is a mouse model of chronic and binge ethanol feeding, which mimics acute-on-chronic alcoholic liver injury in patients (36). This simple model will be very useful for the study of the function of VVH in vivo, and the underlying mechanisms that contribute to acute infections by V. vulnificus in liver disease patient.
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Introduction

Macrophage expressed gene 1 (MPEG1) is highly expressed in macrophages and other phagocytes. The gene encodes a bactericidal pore-forming protein, dubbed Perforin-2. Structural-, animal-, and cell-based studies have established that perforin-2 facilitates the destruction of phagocytosed microbes upon its activation within acidic phagosomes. Relative to wild-type controls, Mpeg1 knockout mice suffer significantly higher mortality rates when challenged with gram-negative or -positive pathogens. Only four variants of MPEG1 have been functionally characterized, each in association with pulmonary infections. Here we report a new MPEG1 non-sense variant in a patient with the a newly described association with persistent polymicrobial infections of the skin and soft tissue.



Case Description

A young adult female patient was evaluated for recurrent abscesses and cellulitis of the breast and demonstrated a heterozygous, rare variant in MPEG1 p.Tyr430*. Multiple courses of broad-spectrum antimicrobials and surgical incision and drainage failed to resolve the infection. Functional studies revealed that the truncation variant resulted in significantly reduced capacity of the patient’s phagocytes to kill intracellular bacteria. Patient-derived macrophages responded to interferon gamma (IFN-γ) by significantly increasing the expression of MPEG1. IFN-γ treatment supported perforin-2 dependent bactericidal activity and wound healing.



Conclusions

This case expands the phenotype of MPEG1 deficiency to include severe skin and soft tissue infection. We showed that haploinsufficiency of perforin-2 reduced the bactericidal capacity of human phagocytes. Interferon-gamma therapy increases expression of perforin-2, which may compensate for such variants. Thus, treatment with IFN-γ could help prevent infections.
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Introduction

MPEG1 expression is constitutive in phagocytes and inducible in parenchymal cell lines by interferons or bacterial infection (1, 2). Its function in innate immunity is vital for intracellular pathogen elimination such that Mpeg1 knockout mice exhibit increased susceptibility to infections (2–5). MPEG1 variants can confer an immunodeficiency hallmarked by polymicrobial infections (1).

Until now, MPEG1 mutations have been primarily studied in vivo in non-human subjects, with the exception of a study by McCormack et al. that describes the first four clinical cases of heterozygous MPEG1 mutations in human disease, which notably involved pulmonary infections with a preponderance of non-tuberculous Mycobacteria (1). Skin and soft tissue infections were not described. Here we expand the phenotype of MPEG1 haploinsufficiency by describing a patient with polymicrobial skin and soft tissue infections bearing a heterozygous nonsense variant of MPEG1. We offer considerations for treating this condition with interferon gamma (IFN-γ).


Case Description

The patient reported is a 23-year-old adopted woman with a limited history of early childhood. She has a complex medical history including bilateral sensorineural hearing loss and non-anatomic gastroparesis requiring feeds by jejunal tube. She also carries the heterozygous, pathogenic Factor V “Leiden” variant discovered after suffering multiple deep vein thromboses and pulmonary emboli, now on lifelong anticoagulation. The patient experienced numerous infections throughout adolescence and young adulthood including repeated facial impetigo, recurrent tonsillitis requiring tonsillectomy and adenoidectomy, skin abscesses, recurrent central line-associated blood stream infections (Enterobacter cloacae), and infections of the central line site (Staphylococcus aureus). Because of a concern for a primary immunodeficiency, she had been treated empirically with immune globulin, without evidence of hypogammaglobulinemia or specific antibody deficiency. At age 22, she presented with a breast abscess and cellulitis requiring incision and drainage (I&D). Over the next several months, she suffered recurrent abscesses despite serial debridement and intravenous antibiotics. During a prolonged inpatient stay for treatment of recurrent breast abscess at her local hospital, she was transferred to our institution for further evaluation and treatment. Her initial diagnostic work-up included laboratory studies that demonstrated a normal leukocyte count, mild anemia, overall normal lymphocyte counts, and a mild thrombocytosis, likely reactive to an acute infection (Table 1). An ultrasound of the right breast found complex fluid collections, of which the largest region measured 16 x 5 x 14 mm. A biopsy of the tissue supported a picture of acute on chronic inflammation without atypical hyperplasia or malignancy. Cultures obtained at different time points during her clinical course grew numerous organisms including Staphylococcus pseudintermedius, Enterobacter cloacae, Klebsiella pneumoniae, Serratia marcescens, Veillonella parvula, and Candida spp. (glabrata, albicans, and lusitaniae). Despite completing an extended course of appropriate antimicrobial coverage along with multiple I&D procedures, the infections did not resolve.


Table 1 | Laboratory Results.






Diagnostic Assessment

A polymicrobial breast infection in a young woman persisting over several months despite treatment with multiple antimicrobials was suspicious for primary immunodeficiency. Flow cytometric analysis of peripheral blood lymphocytes showed mild NK cell lymphopenia, which was normal in prior and subsequent tests. Whole genome sequencing revealed a few, rare genetic variants including a nonsense variant in MPEG1 NM_001039396.1:c.1290C>A, resulting in p.Tyr430* (dbSNP rs773347395) (Figure 1A), which codes for the perforin-2 protein. The CADD phred score of this variant was 36. This variant is rare, occurring in only 1 of 124,579 individuals in the Genome Aggregation Database (gnomAD) and not in homozygous form (7). A heterozygous p.D113N variant of IKBKG was identified as well, but because of its commonness (found in ~3% of alleles of Europeans in gnomAD), this variant was felt unlikely to be the cause of her immunodeficiency.




Figure 1 | Relative location of Tyr430 within perforin-2 and demonstration of reduced killing capacity of the patient’s phagocytes. (A) Domain organization of perforin-2 with its signal peptide, membrane-attack-complex-perforin (MACPF) domain (blue), EGF-like domain (dark blue), perforin-2 domain (yellow), and carboxy-terminal transmembrane domain (brown, red). (B) Top and side view of the acid-dependent perforin-2 pore (6). Each polymer comprises 16 subunits with MACPF and P2 domains lining the interior and exterior of the polymer. Tyr430 is depicted as magenta spheres within the P2 domain. Horizontal bars represent the approximate location of the target lipid bilayer. (C) Neutrophil killing assay showing fold change over time of intracellular bacterial colony forming units. (D) Macrophage killing assay showing fold change over time of intracellular bacterial colony forming units. log2FC = log2(CFU at time X) – log2(CFU at time initial). **P < 0.04 to age and gender (A&G) shipping control, and P < 0.02 to non-matched, unrelated control.



Given the known bactericidal function of perforin-2 and the location of this variant in the P2 domain and eliminating the C-terminal transmembrane domain, the MPEG1 variant was suspected to be pathogenic (Figure 1B). If the Tyr430* truncated protein product were stably expressed it would likely be secreted rather than delivered to endophagosomes as its transmembrane domain is essential for the intracellular retention of perforin-2 (6, 8). Immunologic assays demonstrated normal neutrophil chemotaxis and extracellular bactericidal activity against Staphylococcus aureus (Table 2). However, the latter laboratory assay did not differentiate between extracellular and intracellular killing. Thus, it may not be sensitive enough to detect reduced Perforin-2 activity within phagosomes.


Table 2 | Clinical Neutrophil Assays.



To assess the impact of the MPEG1 variant, the subject’s neutrophils and macrophages were tested for intracellular killing. These cells were purified from anticoagulated whole blood and allowed to phagocytose Salmonella enterica serovar Typhimurium (S. Typhimurium) or Yersinia pseudotuberculosis. The phagocytes were then treated with membrane impermeable gentamicin to eliminate the extracellular population of bacteria prior to enumeration of intracellular bacteria. This assay, commonly referred to as a gentamicin protection assay, revealed that the patient’s neutrophils were unable to suppress the intracellular replication of S. Typhimurium (Figure 1C). As expected, cells from healthy controls were more effective at eliminating the intracellular pathogens. This defect was also observed with patient-derived macrophages infected with S. Typhimurium or Y. pseudotuberculosis (Figure 1D).

During the patient’s admission, she was again treated with broad spectrum antimicrobials and multiple I&D’s, however her hospital course was complicated by incomplete resolution and development of new abscesses in the right breast. Physical exam revealed multiple, tender, deep painful regions around the breast with corresponding regions of erythema (Figure 2A). Breast cultures during this admission again grew organisms previously present including K. pneumoniae, S. marcescens, and C. glabrata, as well as Enterococcus faecalis and Lactobacillus species. The patient became frustrated with months of inpatient treatments. Due to prolonged and inadequate resolution of the abscess despite multiple antibiotics and antifungals, she underwent surgical placement of antibiotic- and antifungal-impregnated calcium sulfate beads (9) and treatment with three injections of intralesional GM-CSF to promote wound healing and phagocytosis (10).




Figure 2 | Infection and IFN-γ induction of MPEG1. (A) Purulent abscesses in the right breast. (B) MPEG1 transcripts are induced after treatment in vitro with IFN-γ.



Adjuvant therapy with IFN-γ was considered next. To determine if the patient’s phagocytes were responsive to interferons, macrophages differentiated from the patient’s blood monocytes were treated with IFN-γ. Relative to untreated control, IFN-γ increased MPEG1 expression by eight-fold (Figure 2B). Such upregulation may compensate for MPEG1 haploinsufficiency by increasing perforin-2 expression from the normal allele. Facing steady worsening of the patient’s condition, we treated her with IFN-γ at a dose of 50 μg/m2 three times weekly for 3 weeks. The patient experienced initial improvement of symptoms with the adjuvant therapy, however she also experienced malaise, body aches, and low-grade fevers known to accompany IFN-γ therapy. Due to chronic pain and redeveloping abscesses, the patient underwent a unilateral total mastectomy using tumescent and scissor dissection, given the contraindication of cautery in the setting of her cochlear implants. Surgical pathology found inflamed granulation tissue with multiple micro-abscesses and periductal inflammation. Post-operatively she had clinical cure of infection and complete wound healing. IFN-γ therapy was continued in the outpatient setting as prophylaxis, but there have been difficulties tolerating side effects, including fever. There were no further infections in the 3 months following mastectomy.



Discussion

This case illustrates the innate immune dysfunction in a young woman carrying a MPEG1 genomic loss-of-function variant, presenting as difficult-to-manage skin and soft tissue infections. Perforin-2 is a member of the membrane attack complex/perforin (MACPF) family, which includes the terminal components of complement (C9) responsible for pore-forming membrane disruption to eradicate microbial invaders (6, 8). Expression of perforin-2 is upregulated by IFNs in primary fibroblasts and epithelial cell lines (11). Although the precise details are under investigation, perforin-2 is trafficked to endo/phagosomes where it polymerizes into a pre-pore structure that subsequently transitions to a pore conformation upon phagosome acidification (2, 4, 8). These pores perforate the envelope of phagocytosed pathogens, rendering them more susceptible to antimicrobial effector such as proteases, other hydrolases, and reactive oxygen and nitrogen species (2, 5). Studies of Mpeg1 knockout mice have shown that deficiencies in this protein lead to uncontrolled, disseminated infection from the gut and skin, as well as a host of other immunologic consequences (2–4). Pathogenic variants have been reported in patients with both intracellular and extracellular pulmonary infections with Mycobacterium, Pseudomonas, Achromobacter, Bordetella, Pneumocystis, and Aspergillus species (1), suggesting that this immunodeficiency extends beyond control of intracellular organisms. An important feature of this patient’s disease is the location of the infection: the skin. Studies in vitro in human skin found that perforin-2 is induced during wound healing in the skin and is necessary for intracellular killing of Staphylococcus (12).

IFN-γ is a naturally occurring, pleotropic cytokine central to type-1 immunity and, as a medication, is approved for the prophylaxis of infections in the context of chronic granulomatous disease. In vitro studies have shown that IFN-γ induces MPEG1 expression in an array of murine and human cell lines as well as primary cells (2, 11). Consistent with that work we found that IFN-γ significantly increased expression of MPEG1 in patient-derived macrophages. Despite some improvement in clinical status, the widespread infection required mastectomy for resolution. The benefits of IFN-γ could thus not be fully determined. Further investigation will be required to assess if treatment with IFN-γ promotes perforin-2-mediated bactericidal activity and reduces infections in MPEG1 deficiency.



Conclusions

Perforin-2 plays important roles in the ability of innate immune cells to kill intracellular pathogens. We present a single case demonstrating haploinsufficiency of perforin-2 with severe, bacterial, and fungal soft tissue infections. IFN-γ therapy may be used as a potential prophylaxis for inducing the expression of the functional allele.



Materials and Methods


Structural Model

The structural model of perforin-2 comes from RCSB entry 6SB5.



Killing Assays

For neutrophil killing, polymorphonuclear neutrophils (PMNs) were isolated from whole blood by Ficoll-Paque centrifugation then seeded onto tissue culture plates for 2 h. Adherent cells were subsequently infected for 45 min with S. Typhimurium (strain SL1344); the multiplicity of infection (MOI) was 50. Extracellular bacteria were eliminated with 50 μg/ml gentamicin. PMNs were lysed with 0.1% Triton X-100 at the specified times. Released bacteria were serially diluted for enumeration of colony forming units (CFUs) on LB agar plates supplemented with 50 μg/ml of the appropriate antibiotic.

For macrophage killing, PBMCs isolated from whole blood by Ficoll-Paque centrifugation were seeded onto tissue culture treated 100 mm petri plates in IMDM + 10% FBS media supplemented with 50 ng/ml rh-MCSF (BioLegend cat #570206). Monocytes were allowed to adhere and differentiate over 7 days with media changes every 2 days. Following differentiation macrophages were infected with the indicated pathogens; MOI 50. Gentamicin protection assays were conducted as above.



Transcript Comparison

1x106 differentiated patient macrophages were stimulated for 14 h with 100 ng/ml of human recombinant IFN-γ and subsequently lysed in RLT buffer + 1% BME. Whole culture RNA was extracted with RNeasy columns and converted to cDNA using QuantiTec Reverse Transcription Kit. Samples were run in triplicate using TaqMan probes specific for human MPEG1. Results were normalized to expression of GAPDH and presented relative to untreated macrophages. P value as determined by unpaired t test.
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The soluble membrane attack complex (sMAC, a.k.a., sC5b-9 or TCC) is generated on activation of complement and contains the complement proteins C5b, C6, C7, C8, C9 together with the regulatory proteins clusterin and/or vitronectin. sMAC is a member of the MACPF/cholesterol-dependent-cytolysin superfamily of pore-forming molecules that insert into lipid bilayers and disrupt cellular integrity and function. sMAC is a unique complement activation macromolecule as it is comprised of several different subunits. To date no complement-mediated function has been identified for sMAC. sMAC is present in blood and other body fluids under homeostatic conditions and there is abundant evidence documenting changes in sMAC levels during infection, autoimmune disease and trauma. Despite decades of scientific interest in sMAC, the mechanisms regulating its formation in healthy individuals and its biological functions in both health and disease remain poorly understood. Here, we review the structural differences between sMAC and its membrane counterpart, MAC, and examine sMAC immunobiology with respect to its presence in body fluids in health and disease. Finally, we discuss the diagnostic potential of sMAC for diagnostic and prognostic applications and potential utility as a companion diagnostic.
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Introduction

The complement system is the most complex of the immunological and hematological pathways in human biology. Composed of ~50 proteins, four activation pathways (classical, lectin, alternative, and extrinsic) and a terminal lytic pathway, it is an important part of both innate and adaptive immune responses (1–3). Complement-mediated immune effector functions include chemoattraction of immune cells, activation of leukocytes, platelets and essentially all cell types proximal to complement activation, opsonization of invading pathogens, enhancement of the acute-phase response, lysis of susceptible pathogens and modulation of lymphocyte-mediated immune responses (1, 2, 4–6). Complement also serves to help in controlling T and B cell activation and function, stem cells and developmental processes, modulate basic cellular processes in intracellular sensing and cellular metabolism as it relates to immune responses (7–15), synaptic pruning (16, 17), modulation of the circadian clock (18), and possible contributions to schizophrenia (19, 20). Effector functions mediated by complement are driven by the proteolytic generation of activation fragments that either 1) bind to receptors expressed on both immune and non-immune cells, or 2) covalently attach to cell surfaces adjacent to sites of complement activation (1–3). These activities are tightly controlled by more than a dozen fluid-phase and membrane-bound regulatory molecules whose function is to keep complement activation in proportion to the amount of activator present and to limit damage to host tissues (1, 21, 22). Additional non-canonical roles of complement are discussed in a series published in Seminars in Immunology (23).


sMAC: A Unique Activation Fragment

Activation of complement liberates more functional polypeptide fragments of various molecular species than any other immunological or hematological pathway. For example, activation of factor B releases Bb, a serine protease and key component of the alternative pathway C3 and C5 convertases, and Ba, a small polypeptide composed of three shushi domains with no known biological function. In contrast, cleavage of C3 and C4 generates C3a and C4a, respectively, which are small (~10 kDa) fragments that possess a wide range of functions including chemoattraction, antimicrobial activity, and modulation of T cell responses [reviewed in (6, 24)]. In addition, C3 and C4 cleavage produces multiple polypeptides from the larger ‘b’ fragments which are equally diverse in function (1, 2, 25). Enzymatic activity of complement serine proteases is responsible for production of at least a dozen activation fragments. The soluble membrane attack complex (sMAC) is an exception to the production of functionally-active polypeptide fragments. Generated by activation of the complement pathways, the formation of sMAC in the fluid-phase starts with the cleavage of C5 by C5 convertases, to C5a and C5b (Figure 1A). The addition of C6, C7, C8, C9 to C5b forms a basic MAC structure, which associates with the regulatory proteins clusterin and/or vitronectin, to form a soluble MAC complex inhibited from inserting into lipid bilayers (26–33). sMAC may have one to three C9 molecules and can bind one to two clusterin or vitronectin molecules, or a combination of clusterin and vitronectin molecules (Figure 1B). Thus, sMAC is not a single molecular species, but a family of closely related multi-molecular complexes. Based on this stoichiometry, at least fifteen different sMAC complexes are possible. Since each of the protein subunits in sMAC have polymorphic variants (34–43), there are many sMAC variants at the population level (similar to polymorphism at the population level for MHC molecules). The biological roles of these sMAC species in homeostatic conditions and disease pathophysiology are undefined. In contrast, studies in recent years have demonstrated that the MAC contributes to intracellular signaling, inflammation, and other functions (44–47).




Figure 1 | Schematic depicting complement activation and soluble membrane attack complex (sMAC) and MAC formation. (A) The classical, lectin and alternative pathways generate C3 and C5 convertases that cleave C3 and C5 into their biologically active fragments. Direct cleavage of C3 and C5 occurs through the extrinsic protease pathway which utilizes several enzymes of the coagulation system such as activated thrombin and plasmin and others. Activation through any of the pathways can generate C5b which initiates the formation of MAC and sMAC through the terminal pathway. (B) Schematic of MAC formation on a pathogen surface. Generation of C5b as a result of complement activation allows the non-covalent association of C6 through C9 and the production of the pore-forming membrane attack complex. Simultaneously with MAC formation, C5b in the fluid-phase can associate with C6 through C9 forming soluble intermediates leading to sMAC generation. All of the soluble intermediates and sMAC associate with vitronectin and/or clusterin preventing their insertion into pathogen or human cell membranes.



Several intermediates leading to the formation of sMAC and MAC have been well characterized biochemically (Table 1). Cryo electron microscopy structures of sMAC (33) and MAC (33, 52, 53) suggests a similar overall arrangement of complement proteins within the complex (Figure 2A). In both complexes, C5b serves as a structural scaffold that organizes C6, C7, C8 and C9 into an arc through their pore-forming membrane attack complex perforin (MACPF) domains. During MAC formation, the core MACPF domains of C6, C7 C8 and C9 undergo a dramatic structural rearrangement in which two helical bundles unfurl to form a pair of β-hairpins that insert into the lipid bilayer. While it remains unclear from the low-resolution sMAC structure if these transmembrane-hairpins domains have unfurled, both complexes are of a similar length suggesting that at least some of sMAC β-hairpins maybe extended (Figure 2B). Negative stain electron microscopy images of vitronectin-labeled sMAC suggest that chaperones may bind to exposed hydrophobic hairpins (29), however, the molecular details of how clusterin and vitronectin prevent membrane insertion of sMAC are still unresolved. In MAC, the helix-to-hairpin transition of membrane-interacting residues exposes a charged surface of the MACPF. Charge complementarity between MACPF-MACPF interfaces is one of main factors that determines the direction of MAC assembly, and likely plays a similar role in formation of sMAC (53). The non-pore forming domains of complement proteins act as regulatory auxiliary modules, preventing the premature release of transmembrane β-hairpins during MAC assembly. How these regulatory domains are oriented in sMAC remains to be seen. High resolution structures of inhibited MAC complexes will be necessary to understand how regulators, such as vitronectin and clusterin, block membrane association of MAC.


Table 1 | Physicochemical parameters of soluble membrane attack complex (sMAC) and related complexes.






Figure 2 | Structures of membrane attack complex (MAC) and soluble MAC (sMAC). (A) CryoEM reconstruction of MAC at 4.9 Å resolution (EMD-0110) (53) shows a ring-like arrangement of complement proteins that comprise MAC (left). By contrast, the cryoEM reconstruction of sMAC at 24 Å resolution (EMD-1991) (33) reveals that the ring is stopped short by chaperones vitronectin and clusterin to form an arc (right). Vitronectin and clusterin may act to cap the arc and/or bind exposed hydrophobic residues of unfurled beta-hairpins. (B) The left depicts the MAC (PDB-6H04) as a ribbon diagram in which complement proteins are colored: C5b (gray), C6 (blue), C7 (orange), C8β (dark purple), C8α (light purple), C8γ (cyan), and C9 oligomer (green). On the right is a single copy of each protein that may fill the arc of density depicted in the low-resolution sMAC structure.





sMAC in Biological Fluids in Normal and Disease States

sMAC was first quantitated in plasma in healthy individuals almost 50 years ago (54). Numerous studies since that time have documented the presence of sMAC in most body fluids as discussed below. Although sMAC is present in many of these fluids, the mechanism(s) that generate tissue-specific, basal sMAC levels have received little attention. The continuous activation of complement at low levels through C3 tickover, first described in the early 1970s (55, 56), likely contributes to sMAC generation. In addition to tickover, it is well established that the coagulation system, like complement, is continuously active at a basal level, and thus basal activation of the coagulation and fibrinolytic systems may also contribute to sMAC generation (57–61). This mechanism of complement activation is known as the extrinsic pathway, and it bypasses convertase formation and directly activates C3 and C5 [reviewed in (62, 63)]. The relative contribution of each of these mechanisms and any others that may be involved in basal sMAC generation remains to be established. Once complement is activated however, the high plasma concentration of vitronectin (200–400 μg/ml, (64) and clusterin [150–540 μg/ml, (65)] relative to C9 [~50–60 μg/ml, (66)] suggests formation of sMAC is favored, particularly since both regulatory proteins are elevated in concentration in the acute phase response (67, 68). Mathematical modeling supports this possibility revealing that sMAC is generated rapidly on activation of the classical and alternative pathways reaching peak concentration within 15 min (69). In contrast, MAC production and deposition on pathogens surfaces is characterized by a lag phase of ~20 min, followed by rapid production and deposition that peaks after 50 min (70).

Timing is important for the formation of functional MAC pores and could tip the balance to sMAC production. Rapid over-activation of the complement terminal pathway may overwhelm the C5 convertase. In addition to the proteolytic cleavage of C5, the C5 convertase also plays an important role in orienting MAC assembly precursors at the membrane (71). Improperly inserted precursors could then be scavenged by fluid-phase vitronectin and clusterin, to produce sMAC. On a bacterial surface, convertase generated C5b6 must rapidly recruit C7 to form functional MAC (72). If there is a delay in availability of C7, the inert C5b7 complex could be scavenged by clusterin and vitronectin. Indeed, C5b7 is the first MAC intermediate to bind these two chaperones.


Plasma and Serum

Although sMAC was detected in plasma several decades ago (54), the first quantitative assays based on sMAC neo-epitopes were not developed until the mid-1980’s (73, 74). sMAC levels of plasma or serum were frequently measured with in-house assays using serum activated zymosan or inulin as a standard control. These standards and assays were not well characterized and interpretation of the results were complicated by variable assay sensitivity, sample handling, and sample storage (73–77) as highlighted in recent study by Yang and colleagues (78). The International Complement Standardization Committee has since defined an activation standard for quantitation of complement activation products, including sMAC, termed International complement standard #2 (79). International complement standard #2 was derived from healthy donor-derived pooled serum activated with heat-aggregated IgG and zymosan. The utility of this standard (defined as complement activation units, CAU) is limited by variability in pooled serum between different donor cohorts and the reagents used to activate complement. The relationship of CAU to standard measures of protein concentration remains poorly defined. However, immunoassays using purified sMAC as a reagent for generating quantitative standard curves overcomes these limitations.

A recent study using a sMAC ELISA (Quidel, Corp., San Diego, CA) reported mean plasma and serum levels of sMAC of 121 ± 3.7 ng/ml (n=199) and 175 ± 8.1 ng/ml (n=49) respectively, in healthy adult donors (80). Plasma sMAC levels were similar between African-Americans and Caucasians and between males and females. Interestingly, plasma sMAC levels in individuals above 50 years of age were significantly higher than those in their 40’s and younger. The levels of sMAC in neonates have been measured in cord blood plasma samples obtained immediately after birth and were markedly lower than adult levels (81). This study, and a number of others, have shown that terminal pathway proteins comprising the MAC (C6-C9) are significantly lower in pre-term and full term infants, as are proteins of the classical and alterative pathways [reviewed in (82)]. In addition, a recent study determined that the blood levels of C9 in children less than one year of age were significantly lower compared to adults, and adult levels were reached between two and eighteen years of age (83). These studies indicate that sMAC levels in are lower in children, in part, because the concentration of proteins that compose the MAC are lower. Nonetheless, sMAC levels in children increase during infection, and activation of complement in neonatal serum by cobra venom factor also increased sMAC levels (81). Additional studies to determine sMAC blood levels in healthy adults and children are warranted to determine the value of sMAC as a diagnostic and prognostic tool in disease settings.

The sMAC in plasma and serum has been measured in many clinical settings including infectious and autoimmune disease, transplantation, trauma, and complement deficiencies (Table 2). The level of sMAC increases in these conditions in a disease-dependent fashion. However, an encompassing generalization regarding the magnitude and kinetics of the responses is not possible due to the variability in assay types used to quantify sMAC, and the baseline differences of sMAC concentration between serum and plasma. For this reason, we have not included the level of sMAC for the diseases and conditions listed in Tables 2–4. In vivo studies in rabbits have demonstrated that sMAC is eliminated with a half-life of 30–50 min (170), but no half-life studies have been reported for human sMAC. It is clear the diagnostic and prognostic value of sMAC in blood requires assay and sample handling standardization, particularly as complement therapeutics move into the clinical treatment repertoire (171).


Table 2 | Soluble membrane attack complex (sMAC) changes in blood, plasma, and serum in various clinical conditions.




Table 3 | Soluble membrane attack complex (sMAC) changes in cerebrospinal fluid (CSF) in various clinical conditions.




Table 4 | Mucosal and synovial soluble membrane attack complex (sMAC) changes in various clinical conditions.





Cerebrospinal Fluid

The normal range of sMAC concentration in cerebrospinal fluid (CSF) of healthy individuals has not been established, in part, because of the clinical risk and discomfort surrounding procuring CSF via lumbar puncture. As a result, normal levels of sMAC in CSF have frequently been derived from cohorts with “other neurological diseases” or from patients who underwent lumbar puncture as a part of standard clinical care and had negative bacterial cultures. In most studies using the Quidel sC5b-9 ELISA, CSF sMAC levels range from undetectable to the low nanogram/ml range (10–20 ng/ml) (130, 142, 144, 172, 173). Studies analyzing the sMAC CSF/serum quotient using Reiber–Felgenhauer nomograms of IgM suggest that sMAC is intrathecally produced rather than diffusing across the blood brain barrier (BBB) as has been shown for C9 (173, 174). There are exceptions to this low normal range. For example, Aly and colleagues reported mean levels of sMAC CSF to be ~50 ng/ml in neonates with hypoxic-ischemic encephalopathy (175). The reasons for this higher level are unclear, but may be due to developmentally-reduced integrity of the BBB shortly after birth, to the elevated level of plasma proteins found in neonatal CSF compared to adults, or to the transport of plasma proteins across choroid plexus epithelial cells in fetal and neonatal brain [reviewed in (176)]. It is also possible that CSF sMAC in neonates is generated as a result of complement-mediated synaptic pruning (16) during neurodevelopment, which is subsequently cleared postnatally. Other studies have reported sMAC concentrations in control groups range from high ng/ml to low μg/ml levels (131, 135, 136). Although non-standardized, in-house sMAC assays were used many of these studies, one likely reason for the high sMAC levels in the control groups was the inclusion of patients with tumors, Huntington’s disease, stroke, seizure disorder, cerebellar degeneration, progressive supranuclear palsy, or undetermined infections, which are, at least in part, inflammatory in nature.

Despite the contrasting reports on the levels of CSF sMAC in healthy individuals, it is clear the levels increase in a number of pathological conditions. Table 3 lists a number of neurological diseases in which sMAC increases relative to levels in other neurological diseases. In bacterial meningitis and shunt infections, sMAC levels have been reported to increase compared to uninfected controls (130, 132–134). In shunt infections, the increase in sMAC was remarkably high (over 100-fold) compared to control CSF (130). Similar dramatic changes in sMAC levels have been reported for traumatic brain injury (as high as 1,800-fold) and subarachnoid hemorrhage (~200-fold) compared to control CSF (142–144). sMAC concentration of this magnitude in CSF suggests its production is derived through multiple mechanisms and sources including: 1) increased intrathecal complement production and activation, 2) blood-derived sMAC leaking across a compromised BBB, and 3) in situ generation of sMAC at injury site(s). Interestingly, admixture experiments using human CSF and serum demonstrated that sMAC could be generated in a dose-dependent fashion (up to 5-fold over CSF alone) (144). However, there are cases where sMAC levels are not elevated in infectious or other pathological conditions. For example, in viral and fungal infections, CSF sMAC levels do not increase or increase minimally (131). In idiopathic normal pressure hydrocephalus, a disorder characterized by faulty CSF mechanical dynamics and associated neurodegeneration and inflammation (177), median sMAC levels were a low ~13 ng/ml (173). The reason for the differences in sMAC levels in these latter pathological conditions is unclear, but if verified by additional studies, they could provide differential diagnostic opportunities.

In central nervous system, autoimmune diseases such as multiple sclerosis (MS), Guillain-Barre syndrome, Sjogren’s syndrome and systemic lupus erythematosus, there have been reports of increased levels of sMAC (91, 135–138). However, other MS studies have reported no increases in sMAC (139, 178). Studies also present conflicting findings for sMAC levels in neuromyelitis optica (91, 139, 178). Clinically isolated syndrome, a neurodegenerative disease reminiscent of MS (179), has also been examined for changes in CSF sMAC levels. Although sMAC has been detected, the levels do not appear to increase in a clinically meaningful way, but the number of studies is limited (140, 141). There are several other central nervous system diseases where the MAC contributes to disease pathogenesis and, by extension, sMAC levels may change during the course of disease progression. These include epilepsy (180), Parkinson’s disease (181) amyotrophic lateral sclerosis (182), Alzheimer’s disease (183), various psychiatric conditions (20, 184) and possibly autoimmune encephalitis (185, 186). The inconsistencies noted in some of the above-mentioned studies most likely stem from the use of different sMAC assays, differential sample handling and storage, and the rarity of healthy patient CSF as a negative control. Going forward it would be important to agree on a standard assay for quantitating sMAC and to adopt standardized protocols for handling CSF samples such as that employed by the BioMS-eu network (187, 188).



Urine

Most complement proteins are too large to be excreted in urine. Even factor D, the smallest of the complement proteins (~ 24 Kd), does not pass through the tubular epithelium unless there is a kidney defect (189, 190). With a molecular weight approaching 1 MDa (29), studies have suggested that urinary sMAC is most likely locally generated rather than transported from blood into urine (147, 148, 153, 191). A number of factors may contribute to local sMAC generation in the kidney including high levels of proteinuria, cellular debris, urinary ammonia, and low urinary pH (153). In healthy individuals, sMAC is generally undetectable in urine regardless of the type of assay employed. The kidney appears particularly susceptible to complement-mediated damage for a variety of reasons [reviewed in (192)]. Not surprisingly then, nearly all studies examining for sMAC in urine are derived from patients with a variety of acute and chronic kidney diseases or post-kidney transplantation (147–155) (Table 4). A number of urinary biomarkers have been identified for acute kidney injury including kidney injury molecule-1 (KIM-1), IL-18, and others (193). Recent studies suggest that sMAC urinary levels are diagnostic for interstitial inflammation in acute kidney injury associated with nephritis (150) and severe preeclampsia (156) particularly in combination with KIM-1.

Surprisingly there is little known regarding sMAC and urinary tract infections (UTI). It has been shown that C3 promotes colonization of the upper urinary tract by E. coli and that C3- and C4-deficent mice develop fewer renal infections (194). Furthermore, in animal studies, C5a appears to exacerbate UTI through enhancing inflammation and recruitment of leukocytes as C5aR-deficient mice had less renal injury and reduced bacterial load compared to wild type mice (195). These studies indicate that complement contributes to UTI, at least for some pathogens, and that the terminal pathway could be involved since C5a is generated. It would be worth determining baseline levels of sMAC (once assays with higher sensitivity have been developed) in the urine of healthy individuals and comparing it to the levels in UTI patients. sMAC might be an easy biomarker to monitor in UTI, especially in chronic pyelonephritis.



Synovial and Mucosal Fluids

In addition to blood, CSF, and urine, sMAC is found in synovial, pleural, pericardial and peritoneal fluid under conditions of infection, malignancy, or autoimmune disease (listed in Table 4). These fluids are routinely collected for diagnostic purposes, primarily to identify bacterial or viral infections, as well as other medical conditions (196–201). Less commonly analyzed is blister fluid from burn patients. Blister fluid is receiving more attention as a possible diagnostic tool based on recent biochemical and proteomic studies [reviewed in (202, 203)]. sMAC and other complement activation proteins have been detected in blister fluid, however their diagnostic utility remains to be determined (158). Complement components are present in male and female reproductive systems and play a role in both fertility and infertility (204, 205). The presence of sMAC in ovarian follicular fluid and seminal plasma not only indicates complement activation, but suggests possible complement-mediated contributions to infertility (204). This remains an understudied topic and is worth pursuing given the general worldwide decline in fertility (206). sMAC has also been detected in aqueous humor of patients with exfoliating glaucoma (169), but not in patients with neovascular age-related macular degeneration (207). sMAC may be present in other body fluids such as tears, nasopharynx secretions, intestinal secretions, and gingival crevicular fluid, but these have not yet been reported. Support for this possibility comes from studies demonstrating the presence of C5a in normal tears and aqueous humor from patients with cataracts, glaucoma, anterior uveitis, or gingival crevicular fluid (208–210).




sMAC in Complement Diagnostics

Changes in the blood levels of either complement proteins or complement functional activity have served as a valuable diagnostic tool for autoimmune diseases, syndromes, and complement deficiencies for over 60 years [initially reviewed in (211)]. Since then our understanding of the complement system and its relationship to the pathophysiology of infectious and autoimmune disease has increased significantly, and most clinical laboratories routinely run at least some complement-related diagnostic assays (212–214). In addition, commercial diagnostic laboratories offer an extensive array of assays to quantitate blood levels of many complement proteins, measure overall complement function, assess pathway- and protein-specific function and identify auto-antibodies to complement proteins. Identifying complement genetic mutations that contribute to syndromes such as hereditary angioedema, hemolytic uremic syndrome, and rare variants that contribute to deficiency or dysfunction [reviewed in (215)], is now offered by some diagnostic laboratories. The value of complement diagnostics will continue to grow as understanding of the role of complement in autoimmune, infectious, psychiatric diseases, and malignancies expands in the coming years (17, 216–218).

Although sMAC levels in blood, CSF, and other body fluids have been studied as a possible biomarker for diseases and inflammatory conditions (Tables 2–4), those studies have not translated into common use of sMAC as a clinical diagnostic tool. The literature provides numerous examples of the utility of sMAC as a diagnostic biomarker, but the lack of comprehensive reviews on this topic may be one contributing factor to the under-appreciation of its potential. There is no evidence to suggest that intermediates on the way to sMAC formation (sC5b-7 and sC5b-8) have any diagnostic value and there are currently no assays to specifically measure these MAC-related complexes. The advent of complement therapeutics may, however, be a game-changer for sMAC as a diagnostic tool. The anti-C5 antibody eculizumab prevents MAC and sMAC formation by blocking the cleavage of C5 into C5a and C5b, thereby inhibiting the terminal pathway (219). Initially used for treatment of patients with paroxysmal nocturnal hemoglobinuria and atypical hemolytic uremic syndrome, eculizumab has more recently been used in the management of myasthenia gravis, antibody-mediated graft rejection, neuromyelitis optica, and other conditions (220). Several studies have demonstrated that sMAC levels correlate well with eculizumab dosing further indicating that sMAC may be a useful biomarker for monitoring dosing and also aid in developing personalized patient treatment plans. This would usher in a new era in complement diagnostics particularly if patients could measure sMAC (and/or other complement fragments) at home and relay the information directly to their physician or clinic. This could include patients being treated for paroxysmal nocturnal hemoglobinuria and atypical hemolytic uremic syndrome (106, 221, 222), age-related macular degeneration (107), glomerulonephritis (223), hematopoietic stem cell transplantation (transplant associated thrombotic microangiopathy) (224), thrombotic thrombocytopenia purpura (108, 225), and acute post-infectious glomerulonephritis (226). sMAC monitoring may also have diagnostic value in anti-TNF-α treatment of spondylarthropathies (227), indicating the diagnostic value of sMAC exists beyond complement-specific therapeutics. By extension, sMAC may have diagnostic value in monitoring treatment in rheumatoid, psoriatic arthritis, and other autoimmune diseases given the findings in spondylarthropathies. Complement therapeutic drugs that target the terminal pathway directly or that inhibit the alternative pathway [through which most MAC/sMAC is generated (228)] are currently in development, and it may be beneficial to use sMAC as a biomarker in companion diagnostics to monitor drug efficacy and help manage patient dosing.




Conclusion

The terminal complement pathway gives rise to the MAC and multiple sMAC isoforms. Although multiple immunological roles have been identified for the MAC, little is known regarding the immunobiology of sMAC and intermediates generated during the formation of sMAC. There is, however, a large body of preclinical and clinical studies suggesting that sMAC may be a valuable diagnostic tool in multiple disease settings. In order to fully appreciate the diagnostic potential of sMAC, a number of points should be addressed going forward. These include:

	Assay standardization for quantitating sMAC to allow comparison between datasets and disease settings


	Sample handling and storage standardization to maximize sample stability


	Increased reliance on true healthy controls instead of “non-inflammatory” or “other disease” control sample sets


	Studies to determine basal sMAC fluid levels across multiple demographics




In addition to formalized standardization, there is still much we do not know regarding sMAC with respect to basic physiology and biology. For instance, does sMAC containing vitronectin mediate unknown complement functions or contribute to hematological or cancer-related functions? The multi-functional roles of clusterin and vitronectin may provide insight into sMAC immunobiology, including identification of receptors used in the course of sMAC turnover. These would further aid in the use of sMAC as a biomarker for disease.
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Pore-forming proteins (PFPs) are present in all domains of life, and play an important role in host-pathogen warfare and in the elimination of cancers. They can be employed to deliver specific effectors across membranes, to disrupt membrane integrity interfering with cell homeostasis, and to lyse membranes either destroying intracellular organelles or entire cells. Considering the destructive potential of PFPs, it is perhaps not surprising that mechanisms controlling their activity are remarkably complex, especially in multicellular organisms. Mammalian PFPs discovered to date include the complement membrane attack complex (MAC), perforins, as well as gasdermins. While the primary function of perforin-1 and gasdermins is to eliminate infected or cancerous host cells, perforin-2 and MAC can target pathogens directly. Yet, all mammalian PFPs are in principle capable of generating pores in membranes of healthy host cells which—if uncontrolled—could have dire, and potentially lethal consequences. In this review, we will highlight the strategies employed to protect the host from destruction by endogenous PFPs, while enabling timely and efficient elimination of target cells.
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Introduction and Overview

The emergence of cell membranes was critical for the evolution of all modern organisms. They provide a physical barrier to separate an organism from its environment and enable compartmentalization of biochemical processes inside cells. In modern multicellular organisms, interfering with membrane integrity is one the most effective strategies employed in immune defense, and membrane disrupting pore-forming proteins (PFPs) have evolved as key effectors in both innate and adaptive immune responses.

PFPs can be found in all kingdoms of life. Bacteria use them to facilitate their entry into cells (e.g., listeriolysin), to aid in the delivery of effector molecules across membranes (e.g., streptolysin O) or as toxic agents (e.g., diphtheria or anthrax toxins) (1). Eukaryotic multicellular organisms, including mammals, use PFPs as either membranolytic pores assembled directly on the surface of invading pathogens or as effectors to selectively eliminate infected or cancerous host cells (2, 3). While bacteria can specifically target eukaryotic membranes through recognition of host-specific molecules, mammals are faced with the more challenging task of eliminating unwanted cells without accidentally damaging surrounding healthy tissues. In fact, mammalian PFPs evolved to show limited target membrane specificity in isolation and therefore depend on other proteins of the immune system to safely guide their activity.

In this review, we discuss how mammalian PFPs are controlled by both the innate and adaptive arms of the immune system. Our goal is to provide a comprehensive overview of the variety of mechanisms, ranging from inducible expression and regulated trafficking to post-translational modifications and proteolytic processing, that collectively ensure tight spatial and temporal regulation of pore formation during immune responses.


Mammalian PFPs in Innate and Adaptive Immunity

Toward the end of the 19th century, George Nuttall and Hans Ernst August Buchner noted that blood contains a heat-sensitive component with killing activity against bacteria (4, 5). The proteins responsible were later named membrane attack complex (MAC) or terminal complement complex. Today we know, that the soluble MAC components C5, C6, C7, C8 (comprising C8α, C8β, and C8γ), and C9 (Figure 1) present in the serum assemble to form membranolytic pores on the surface of Gram-negative bacteria, enveloped viruses, parasites, and host cells (6–10). The mediators that initiate the assembly of MAC pores include components of both the innate and adaptive arms of the immune system. Specific receptors of the complement system are able to recognize a wide range of structures including unique pathogen-associated molecular patterns (PAMPs) and microbes opsonized with antibodies (key components of the humoral adaptive immune system) such that MAC can in principle assemble in response to any antigen. Both, the important contribution of MAC to anti-bacterial immunity as well as its potential toxicity are reflected in population genetics. On the one hand, genetic deficiencies in MAC components are associated with susceptibility to neisserial disease including endemic meningococcal infections (11, 12), on the other hand, these deficiencies can also confer a selective advantage (13).




Figure 1 | A diagram illustrating the domain structures and selected regulatory features of mammalian PFPs.



Five of the seven MAC subunits (the exceptions being C5 and C8γ) are evolutionarily related and, together with two perforins, they belong to the membrane attack complex/perforin (MACPF) superfamily of PFPs. Perforin-1 (Figure 1) is stored together with pro-apoptotic effectors, granzyme A and B, in specialized secretory granules of natural killer (NK) cells and cytotoxic T cells (CTLs). When released into the immune synapse formed between the cytotoxic lymphocyte and an infected or cancerous cell, it rapidly assembles into homo-oligomeric pores on the target membrane (14). The pores can be lytic at high concentration (15–17), but their primary function is to facilitate entry of granzymes into target cells inducing apoptosis (18). NK cells belong to the innate arm of the immune response and recognize a variety of stress signals presented on the cell surface. In CTLs, key effectors of adaptive immunity, the specificity during immune synapse formation relies on the interaction between the T cell receptor (TCR) and MHC class I complexed with a foreign or a mutated peptide. In line with the fundamental function of perforin-1 in immunity, deleterious variants in the PRF1 gene in humans lead to an aggressive immunoregulatory disorder called familial hemophagocytic lymphohistiocytosis (FHL, which can be fatal without bone-marrow transplantation) (19, 20), as well as hematological malignancies (21–23). Perforin-1−/− mice exhibit an increased mortality in response to viral infections (24), fail to control tumor growth (25), and are highly prone to the development of spontaneous lymphomas (26).

Perforin-2 (also known as macrophage-expressed gene 1, MPEG1, Figure 1) has been discovered only recently (27), but appears to be the most ancient member of the MACPF family. It is encoded by the intronless MPEG1 gene which is found already in some of the earliest multicellular organisms, such as sponges (28). In mammals, perforin-2 is predominantly expressed in cells of monocytic origin, such as macrophages. During bacterial infection, it is recruited to pathogen-containing vacuoles where it damages membranes of diverse bacterial species limiting their proliferation (29–34). Consistent with its proposed function in antimicrobial defense, four deleterious MPEG1 variants have recently been identified through whole exome sequencing of patients with pulmonary non-tuberculous mycobacterial infection (35).

The second family of mammalian PFPs, gasdermins (Figure 1), has been discovered while searching for molecular mechanisms involved in an inflammatory cell death pathway termed pyroptosis (36, 37). Gasdermins are employed during both innate and adaptive immune responses, for example, in response to inflammasome assembly or following CTL-mediated delivery of granzymes into the cytosol. The best characterized member of this family, gasdermin D (GSDMD), is stored in the cytosol, and when activated, assembles into pores on the plasma membrane. The pores initially facilitate the secretion of cytosolic pro-inflammatory cytokines, such as IL-1β and IL-18, but if they persist unrepaired, the cell undergoes pyroptosis (38–40). In neutrophils, GSDMD pores contribute to the generation of neutrophil extracellular traps (NETs), secreted chromatin structures which capture extracellular pathogens (41). In vitro, GSDMD has also been shown to target cytosolic bacteria directly (38, 42).

In total there are six gasdermin paralogues in humans (GSDMA, GSDMB, GSDMC, GSDMD, GSDME/DFNA5, and PJVK/DFNB59) and 10 in mice (Gsdma1-3, Gsdmc1-4, Gsdmd, Gsdme, and Pjvk). Notably, gasdermin orthologues are also found in lower vertebrates, such as zebrafish (43), and more distant homologues are present in fungi (44). Mutations in gasdermin genes have been associated with a variety of disease phenotypes including skin and developmental defects (GSDMA3), susceptibility to asthma (GSDMA3 and GSDMB) (45–47), and autosomal dominant and recessive hearing loss (GSDME and DFNB59) (48, 49). The precise functions, mechanisms of activation, and physiological relevance for the majority of the gasdermins remain to be uncovered.



General Mechanism of Pore Formation

Mammalian PFPs are synthesized and stored in an inactive conformation as monomeric, usually soluble proteins. Structural studies revealed that the pore-forming fold of the MACPF proteins is highly similar to the pore-forming domain of bacterial cholesterol-dependent cytolysins (CDC) (50–52). In contrast, the pore-forming N-terminal domain of gasdermins is structurally distinct from the MACPF/CDC fold and is thought to have evolved independently (53, 54). Nevertheless, the MACPF/CDC and gasdermin family members follow a broadly similar mechanism of pore formation which can be roughly divided into three stages: membrane binding, oligomerization, and membrane insertion (55, 56). Membrane insertion is accompanied by dramatic structural rearrangements that include refolding of α-helical regions into transmembrane β-hairpins, termed TMH1 and TMH2 in MACPF/CDC proteins, and HP1 and HP2 in gasdermins. In the resulting β-barrel pores, each monomer typically contributes one four-stranded lipid-embedded β-sheet.



Challenges in Storing and Targeting of Mammalian PFPs

Despite considerable similarity in the pore assembly process, the mechanisms involved in selecting target membranes differ strikingly between bacterial CDCs and mammalian MACPF proteins and gasdermins. For bacterial PFPs, the transition between soluble monomer and membrane pore is initiated by binding of the PFP to proteins, sugars, or lipids unique to the host. Thus, CDCs form pores preferentially on membranes with 25–35% cholesterol content, a lipid present only in eukaryotic cells (57). As mammalian PFPs themselves show limited target membrane selectivity, additional mechanisms need to be in place to enable spatiotemporal control of pore formation and to limit damage to both PFP-producing cells and surrounding tissues.




Transcriptional Control of PFP Expression

While some PFPs can be safely expressed in the majority of cells (e.g., gasdermins), others (e.g., perforins) can be toxic soon after translation and are only produced by specialized cells of the immune system (Figure 2A).




Figure 2 | A schematic summary of the mechanisms involved in regulation and activation of perforin-1, perforin-2, MAC, and gasdermins. (A) Cell types or tissues in which the PFP is constitutively expressed (inducible expression is highlighted with ↑). (B) Processing and trafficking steps involved in synthesis of the “stored” form of the PFP. The last row corresponds to the storage compartment. (C) Immune system components which initiate pore formation, and ligands they recognize. (D) A schematic representation of the events that precede pore assembly. (E) Targeted membranes.




MAC Components Are Produced in the Liver

The majority of the MAC components, similar to other serum proteins, are produced by hepatocytes in the liver (58). The exception is C7, which is expressed primarily extrahepatically as shown by the fact that, in liver transplant patients, as little as 10% of plasma C7 originated from the donor cells (59), compared to nearly 100% for C6 and C9 (60, 61). It has been proposed that local synthesis of C7 might be important for modulation of MAC activity (62), but this hypothesis has not yet been verified with tissue- or cell type-specific C7 knockouts. Intriguingly, liver-derived C7 is actually not produced by hepatocytes, but by endothelial and stellate cells (63, 64), raising the question whether co-expression of C7 with the remaining MAC components might be toxic for the cells.



Gasdermins Can Be Expressed Ubiquitously or in a Tissue-Specific Manner

Members of the gasdermin family employ a wide range of different transcription factors to regulate their constitutive and inducible expression, and as a result, they all display different expression patterns [summarized in a recent review by Broz et al. (65)]. GSDMD and GMDMB are the most abundant and ubiquitous family members, while expression of the remaining gasdermins is more restricted. GSDMA, for example, is predominantly expressed in the skin, while GSDME is mainly present in the blood, spinal cord and uterus (58). Expression of gasdermins can be further regulated during a variety of pathological conditions, such as infection (66), cancer (67, 68), or in response to DNA damage (69). For example, GSDMD expression is strongly upregulated during bacterial, viral, and parasitic infections by interferon-γ-dependent signaling pathways (66).



Perforin-1—an Effector Restricted to Killer Lymphocytes

In contrast to MAC components and gasdermins, perforins are primarily expressed in immune cells. PRF1 promoter activity is restricted to the T and NK cell lineages during development (70). In T cells, PRF1 expression is induced upon maturation of naïve T cells into CTLs during an active immune response [reviewed in (71)]. T cell activation requires three distinct signals delivered by dendritic cells: signal 1—MHC class I-bound peptides, identical to those present in target cells (recognized by TCR); signal 2—cell surface molecules that act as stimulatory or inhibitory co-receptors, and signal 3—chemokines and cytokines that modulate T cell proliferation and differentiation. These requirements ensure that only T cells with relevant TCRs are activated, expanded, and upregulate perforin-1 (72). Mechanistically, regulation of perforin-1 transcription is a complex process controlled by a 150 kb territory surrounding the PRF1 gene (70) and several transcription factors (Sp-1, AP-1, MEF, MITF, T-bet, and EOMES) [reviewed in (73, 74)].

NK cells upregulate Prf1 expression early during their development (75, 76). Yet, resting NK cells isolated from mice bred under pathogen-free conditions are only minimally cytotoxic and they contain only a small amount of perforin-1 protein (77). Instead, they store large quantities of Prf1 mRNA, which is only translated upon NK cell activation (e.g., by cytokines IL-15 or IL-2). How mRNA translation is regulated in NK cells is not fully understood. The lymphocyte specific miRNA, miR-150, has been shown to target Prf1 mRNA and downregulate its translation in resting NK cells (78), but additional mechanisms involving cytoplasmic mRNA-binding proteins and mRNA modifications are likely to be involved (79, 80).



MPEG1 Is Expressed Predominantly in Antigen-Presenting Cells

MPEG1 is constitutively expressed in macrophages, dendritic cells, monocytes, and granulocytes (81), but interferon-inducible expression has been observed in other cells types, e.g., fibroblasts and neurons (32, 82). Thus, MPEG1 is strongly upregulated during bacterial, viral, and parasitic infections. For example, in the lungs of mice infected with influenza virus, it is among the top 30 genes with highest expression (66). Interestingly, pathogens that disrupt interferon signaling during infection have been reported to escape perforin-2-mediated killing. This has been demonstrated for Chlamydia trachomatis, which prevents interferon-dependent translocation of the STAT1 transcription factor into the nucleus (83). While ectopic expression of MPEG1 in HeLa cells suppresses chlamydial growth, MPEG1 is upregulated only in cells exposed to heat-killed Chlamydiae, but not live bacteria (29).




Maturation and Storage

Newly synthesized PFPs are rarely immediately activated. Instead, they are stored as inactive monomers that can be rapidly deployed in response to the appropriate signals (Figure 2B). These nascent PFP are unable to bind membranes as monomers, are synthesized as inactive immature propeptides, and/or are stored in a compartment where the ionic environment is incompatible with pore formation.


MAC Components Are Abundant in the Plasma

All seven MAC subunits are secreted into the plasma and circulate the body through the blood vessels. C8 isolated from plasma is a stable heterotrimer of C8α, C8β, and C8γ (with C8α covalently bound to C8γ via a disulfide bridge) (84), but the remaining subunits are monomeric. In vitro, C9 can be forced to form homooligomeric pores (85, 86) but the poly-C9 complex is unable to insert into cell membranes (85), and under physiological conditions, the TMH1 domain of C9 precludes polymerization in the absence of other MAC components (87). The secreted MAC components do not bind membranes efficiently on their own and as a consequence they are non-lytic at steady-state. C5 is the only MAC subunit which is proteolytically processed prior to pore formation, and this cleavage event is what initiates a cascade of conformational changes that drives MAC assembly.



Gasdermins Are Stored as Immature Propeptides in the Cytosol

In contrast to MAC components, gasdermins are synthesized and stored as immature cytosolic propeptides, which adopt an auto-inhibited state immediately after folding (38, 54, 88). Gasdermins contain an N-terminal pore-forming domain (NTD) connected to an inhibitory C-terminal domain (CTD) by a flexible linker (with the exception of PJVK/DFNB59 which has a truncated C-terminus). Proteolytic cleavage at the linker region destabilizes the NTD-CTD intramolecular interaction releasing the NTD to assemble into pores (36, 37). Indeed, ectopic expression of the NTD alone is sufficient to trigger pyroptotic cell death (42). It has been concluded that the CTD masks the lipid-binding motif of the NTD preventing membrane association of full-length gasdermins (54), but it does not sterically hinder pore formation. Mutations, including known disease variants, that weaken the NTD-CTD interdomain interactions are sufficient to expose the lipid binding motif and trigger constitutive gasdermin activity without cleavage (38) raising a possibility of alternative activation mechanisms.



Fully Processed Perforin-1 Is Stored in Cytotoxic Granules

Perforin-1 is also initially synthesized as an inactive propeptide but, in contrast to gasdermins, it is stored in a mature form. Besides the MACPF domain, immature perforin-1 consists of two additional domains: an epidermal growth factor (EGF) domain, and a C-terminal, Ca2+-binding domain (C2) required for association with the membrane (89, 90). Perforin-1 maturation involves cleavage of a short (~2 kDa) fragment of the C-terminal domain which contains a bulky Asn549-glycan (91). The Asn549-glycan inhibits pore formation by steric hindrance interfering with oligomerization (92). Indeed, full length (uncleaved) perforin-1 purified from human NK KHYG1 cells does not form pores (92), while the full-length Asn549-glycosylation deficient mutant is lytic when purified and toxic when overexpressed (93). Intriguingly, full-length perforin-1 purified from insect cells is fully functional (52, 93), suggesting that the size of the glycan moiety is critical for inhibition of perforin-1 activity [N-glycoproteins produced in standard insect cell expression systems acquire simple side-chains instead of complex N-glycans found in mammalian proteins (94)]. Similarly, the unbranched N-glycans acquired initially in the ER offer only partial protection from unwanted lysis, and N-glycosylated perforin-1 is still toxic when ER exit is slow (e.g., in BFA-treated cells or upon fusion of an ER retention signal to perforin-1 C-terminus) (93).

Following further branching of glycans in the Golgi, perforin-1 is transported into lysosome-related organelles, called cytotoxic granules. Once in the granules, lysosomal proteases cleave the C-terminus, along with the inhibitory Asn549-glycan, to prime perforin-1 for activation upon secretion. In vitro, perforin-1 can be cleaved by cathepsins L or B (95, 96), but Ctsl−/− or Ctsb−/− mice do not show a defect in perforin-1-mediated killing (96, 97). In contrast, mice lacking asparaginyl endopeptidase (AEP) show degranulation defects, but the potential contribution of AEP to perforin-1 cleavage has not been addressed directly (98). Consistent with the potential involvement of multiple (or redundant) proteases, the cleavage site itself does not appear to be precise and mass spectrometry analysis of perforin-1 immunoprecipitated from KHYG1 cells identified fragments with multiple C-termini (92). In line with this observation, site-directed mutagenesis of the C-terminal region did not reveal any critical positions and cleavage occurred even when every residue from Gln540 through to Gly548 was replaced with a serine. Thus, perforin-1 proteolytic processing may be mediated by non-specific lysosomal proteases and the susceptibility of the region to cleavage is likely to be due to its disordered character.

Regardless of the exact nature of the protease, the cleavage takes place only after perforin-1 reaches a low pH compartment (91). This is critical, as acidic pH (~5.5 in the granules) prevents the fully processed perforin-1 from pore-formation (89). At pH < 6.2 the key acidic residues involved in ionic interactions between monomers are protonated preventing oligomerization (14). Furthermore, protonation of Ca2+-binding Asp residues is expected to reduce Ca2+ binding to the C2 domain, which is critical for the association of perforin-1 with the target membrane (89, 90, 99). Ca2+ binding might be additionally prevented by granule-resident calreticulin, which sequesters free Ca2+ ions to further inhibit perforin-1 activity (100). Thus, cleavage only occurs when perforin-1 reaches a compartment with an environment incompatible with pore formation, providing an important safeguarding mechanism.



Where Is Perforin-2 Stored at Steady State?

Perforin-2 is a type I transmembrane protein comprising the MACPF domain, a unique membrane-binding P2 domain, a transmembrane domain, and a short cytosolic tail. The protective mechanisms involved in its biosynthesis and storage are not well characterized. In membrane-anchored perforin-2, the pore-forming TMH regions would face away from the membrane after unfurling (101, 102), suggesting that the transmembrane domain might be important for preventing perforin-2 assembly on host cell membranes. This unusual topological feature might therefore offer an elegant safeguard against accidental autolysis during biosynthesis and storage.

Overexpressed GFP- or RFP-tagged perforin-2 shows diffuse staining, which could correspond to small post-Golgi vesicles (29, 32). Hence, it appears that similar to perforin-1, perforin-2 might also be sorted into a specialized storage compartment. However, in contrast to perforin-1, the ectodomain of perforin-2 forms pores at low pH (101, 102), suggesting that the hypothetical storage compartment would have to have elevated rather than low luminal pH.

Intriguingly, overexpression of perforin-2 in HEK-293Ts is toxic (28, 103), yet in professional phagocytes it is one of the most abundant proteins. For example, in mouse dendritic cells, perforin-2 is ranked as the top 55th protein by abundance (104) with an estimated 3x106 copies safely stored within each cell (105). It appears likely, therefore, that antigen-presenting cells (APCs) employ specialized mechanisms to protect their intracellular membranes from perforin-2 mediated damage, but this has not been addressed to date. Considering that in non-immune cells, perforin-2 is expressed during infection or upon stimulation with interferons (30, 32), it is possible that interferons also facilitate expression of additional factors that control perforin-2 activity.




Initiation of Pore Formation

Despite broadly similar mechanisms of pore formation, the signals that trigger PFP activation and the events that precede pore formation are strikingly different between MAC, perforins, and gasdermins (Figures 2C, D).


MAC: Cleavage of C5 Triggers a Cascade of Conformational Changes

MAC assembly can be initiated by multiple enzymatic chain reactions known as the classical, lectin and alternative pathways [reviewed in (106)]. All three pathways converge on the formation of a C5 convertase, which catalyzes the cleavage of C5, the key event in initiation of MAC assembly. The activation of the classical pathway starts when the C1q component of the complement system binds to antigen-antibody complexes, e.g., IgM- or IgG-opsonized bacteria. The lectin pathway is initiated following the recognition of pathogen-specific carbohydrates on the bacterial surface (e.g., by mannose-binding lectins, collectins, or ficolins). Ligand-bound C1q or lectin receptors initiate distinct proteolytic cascades, but both lead to cleavage of C4 and C2. The resulting cleavage products, C4b and C2a, assemble into the C3 convertase, which then cleaves C3 to generate C3b. The C4bC2aC3b complex forms the classical C5 convertase. The alternative pathway starts with spontaneous C3 hydrolysis or by deposition of C3b directly on bacterial surface during ongoing complement activation. These events, in the presence of factors B and D, lead to formation of the alternative C5 convertase, C3bBbC3b.

The cleaved C5 initiates a cascade of conformational changes that lead to MAC assembly and unfurling of the TMH domains. Cleavage generates a small C5a fragment (74-77 residues in length) and a large 170 kDa C5b fragment formed by two peptide chains, β (residues 19–673) and α (residues 752–1676), linked by a disulfide bond. C5b is very labile and it decays (aggregates) within 2 min unless stabilized by binding of C6 (107). The C5bC6 associates weakly with the membrane but remains soluble as the TMHs of C6 are not yet deployed in the dimer (108). Membrane binding interfaces may instead be provided by auxiliary domains such as C6 thrombospondin-like domain which has amphipathic properties at its base (109). The C5bC6 complex recruits C7 driving a cascade of conformational changes within auxiliary domains of C6 and C7 that ultimately trigger unfurling of TMHs in both C6 and C7 and membrane anchoring (110–113). The C6 and C7 β-hairpins, however, do not fully penetrate the membrane. Instead, recruitment and irreversible binding of the C8 trimer and unfurling of the four additional β-hairpins (in C8α/C8β) leads to formation of a stable C5bC6C7C8 complex that can no longer be removed from the membrane by washing (114, 115). The C5b-C8 complex initiates polymerization and membrane insertion of up to 18 copies of C9, recruited directly from solution to the growing pore (111). Notably, MAC pores are the only known PFPs that form hetero-oligomeric, asymmetric pores.



Gasdermins Are Cleaved to Release a Pore-Forming Domain

Gasdermin pores are formed following a regulated cleavage event of the immature propeptide. This cleavage is primarily executed by caspases, which themselves are stored as inactive propeptides that require proteolytic processing for activation.

GSDMD is primarily cleaved by caspases-1 and -4/5/11 (36, 37). Caspase-1 is activated by so-called canonical inflammasomes, a group of large multiprotein complexes composed of distinct pattern recognition receptors (LRP1, NLRP3, NLRC4, AIM2, and pyrin). Canonical inflammasomes assemble in response to a wide range of PAMPs and damage-associated molecular patterns (DAMPs), including bacterial flagellin, cytosolic dsDNA, ROS, ionic imbalances, and many others [reviewed in (116)]. By contrast, caspases-4 and -5 (and caspase-11 in mice) are activated within non-canonical inflammasomes by directly binding to bacterial lipopolysaccharides (LPS) (117). Activated, proteolytically processed caspases-1/4/5/11 bind to the GSDMD C-terminal domain executing cleavage within the GSDMD linker region at position Asp276, in the Phe-Leu-Thr-Asp (humans) or Leu-Leu-Ser-Asp (mice) tetrapeptide (118, 119). In Yersinia-infected cells, a caspase-8-dependent processing of GSDMD has also been reported (120, 121). However, considering the low efficiency with which caspase-8 cleaves GSDMD in vitro, it is unclear whether the observed effect was specifically due to cleavage of GSDMD or other co-factors (121, 122). Other proteases implicated in GSDMD activation include neutrophil elastase (released from cytoplasmic granules) (123, 124) and cathepsin G (released from lysosomes) (125), but the physiological relevance of these pathways remains to be addressed.

Non-inflammatory signals might also regulate the activity of gasdermins. For example, GSDME can be cleaved and activated by caspase-3, an executioner of canonical apoptosis. While this cleavage results in conversion of apoptotic cell death into pyroptosis (39, 40), intriguingly, caspase-3-mediated cleavage of GSDMD at position Asp87 inhibits pore formation, and as a result inhibits pyroptosis (40, 122, 126). Furthermore, two recent studies suggested that granzymes B and A, delivered by CTLs/NKs through perforin-1 pores, can cleave gasdermins E and B, respectively, and promote pyroptotic rather than apoptotic death of cancer cells (127–129). Hence, unexpectedly, gasdermin-mediated pyroptosis might also contribute to CTL-mediated killing during adaptive immune responses. These findings reveal an intriguing cooperation between mammalian PFPs and further strengthen the notion of plasticity between cell death pathways.



Perforin-1 Is Released From Cytotoxic Granules Into a Neutral pH Environment

The key event that triggers the assembly of perforin-1 pores involves the formation of an immune synapse between a CTL/NK cell and the target cell, followed by fusion of the lytic granules with the plasma membrane and secretion of their contents into the synaptic space.

For CTLs, secretion of the cytotoxic granules is triggered by the association of antigen-specific TCR with MHC I loaded with a foreign or a mutated peptide. Exocytosis of NK granules is controlled by integration of signals delivered from activating and inhibitory cell surface receptors [reviewed in (130)]. The best characterized inhibitory receptors, killer immunoglobulin-like receptors (KIRs) in humans (Ly49 in mice), also bind MHC I and are maximally engaged at the MHC I density found on healthy host cells (131). This, therefore, provides a mechanism to specifically target cells that escape CTL killing by downregulating MHC I—an evasion mechanisms employed by both viruses (132) and cancers [reviewed in (133)]. The NK activating receptors recognize either host proteins upregulated in response to cellular stress (134, 135) or viral proteins expressed on the cell (e.g., viral hemagglutinins bound by receptors NKp46 and NKp44).

The precision in killing is ensured by polarized secretion of the cytotoxic granules toward the immune synapse [reviewed in (136–139)]. The polarization depends on the phospholipase C-γ and Ca2+-dependent signaling of the TCR or NK activating receptors and is followed by dynein-dependent movement and docking of the microtubule organizing center at the synapse. Subsequent microtubule-dependent transport and exocytosis of the granules release perforin-1 from its inhibitory storage compartment into an environment highly favorable for pore formation. The high extracellular Ca2+ concentration (~1–1.3 mM) stabilizes the perforin-1 C2 domain and induces a conformational change that permits four key hydrophobic residues to anchor perforin-1 to the plasma membrane of the target cell (99). The neutral pH further facilitates ionic intermolecular interactions of perforin-1 monomers driving their oligomerization into ring- and arc-shaped pores (14, 140, 141).



Perforin-2 Pores Are Assembled at Low pH

Perforin-2 activity has been observed only at low pH in vitro and is likely controlled by regulated trafficking to an acidic compartment. Indeed, RFP-tagged perforin-2 redistributes to bacteria-containing phagosomes during infection with Escherichia coli or Salmonella typhimurium (32). In cells infected with enteropathogenic E. coli strain E2348/69 or treated with LPS, the C-terminal cytosolic tail of perforin-2 is monoubiquitinated by a cullin-RING E3 ubiquitin ligase (CRL) complex and mutation of the lysines in the cytosolic tails of perforin-2 prevents its recruitment to phagosomes and bactericidal activity (31). Yet, the signaling pathways that promote ubiquitination, the mechanisms involved in trafficking of ubiquitinated perforin-2 or whether ubiquitination is indeed required for perforin-2 recruitment to pathogen-containing vacuoles remain to be carefully addressed.

Several lines of evidence suggest that the activation of perforin-2 in acidic compartments might involve cleavage of its ectodomain from the transmembrane domain. Firstly, the ectodomain alone assembles into pre-pores and pores on liposomes in vitro (101, 102). Secondly, in HEK-293 cells perforin-2 was able to form ring-like structures only following trypsin treatment (32). Finally, perforin-2 that was present on bacteria isolated from MEFs expressing perforin-2-GFP was recognized by antibodies specific to MACPF and P2 domains but not to the cytosolic tail (32). Nevertheless, neither the cleavage site nor the relevant proteases have been identified to date and future work will need to address whether ectodomain release is indeed physiologically relevant.

Intriguingly, perforin-2 does not restrict bacterial growth without pre-stimulation of cells with IFN or LPS (32). It is not known, however, whether pre-stimulation is required for processing/trafficking of perforin-2 itself, whether it stimulates expression of co-factors required to trigger pore formation, or whether the pore forming ability of perforin-2 is insufficient to restrict bacterial growth in the absence of additional interferon-stimulated genes that facilitate killing of pathogens.




Safety Mechanisms for Protection of Bystander Membranes

After the appropriate trigger signals have been received, the newly unleashed lytic activity of PFPs requires continuous control as unrestrained pore formation would not only be highly damaging to bystander membranes but would also reduce the availability of monomers for a productive lytic response at the target membrane (Figure 2E).


Lipid-Binding Selectivity of Gasdermins Prevents Bystander Cell Lysis

Gasdermins preferentially bind to negatively charged lipid species [cardiolipin, phosphatidylinositol phosphates (PIPs), phosphatidic acid (PA), and phosphatidylserine (PS)] which are found on the inner leaflet of the plasma membrane but are absent from its extracellular leaflet (38, 39, 42). This lipid-binding preference therefore appears to be sufficient to protect bystander cells from activated gasdermins released during pyroptosis (142). Given that the cytosolic leaflets of endosomes and phagosomes contain the same lipid species as the inner leaflet of the plasma membrane, it is likely that gasdermins pores are not restricted to the plasma membrane. Whether intracellular membranes [other than the mitochondrial membrane (143)] are indeed disrupted by gasdermins and, if not, how they are protected remains to be investigated.



Inactivation of MAC Assembly

The soluble C5bC6 complex can in principle diffuse away from the target membrane and initiate pore assembly on bystander cells. MAC formation, however, can be inhibited at multiple stages during pore formation, even after proteolysis of C5. The key factors that disarm MAC pores include CD59, clusterin, and vitronectin.

CD59 is a small GPI-anchored glycoprotein widely expressed on the surface of mammalian cells (58). CD59 inhibits MAC formation by binding to C8 in the C5b-8 complex thus preventing C9 incorporation, as well as by binding to C9 in the preformed C5b-9 complex suppressing further polymerization (144). Specifically, CD59 interacts with C8α and C9b in regions exposed during MAC formation (114, 145). The protective role of CD59 is most evident when its levels are pathologically low. Deficiencies in CD59 or in proteins required for biosynthesis of its GPI anchor result in inflammatory neuropathy, recurrent strokes, and chronic hemolysis (146–148).

In contrast to CD59, clusterin and vitronectin are soluble glycoproteins found in plasma (149). Clusterin can inhibit the lytic activity of C5b-7, C5b-8, and C5b-9 subcomplexes by interacting with C7, C8β, and C9 through binding sites exposed during pore formation (150). Vitronectin, also known as S-protein, has been reported to inhibit MAC insertion at two stages: either by binding to the nascent C5b-7, rendering the complex soluble (151) or by inhibiting polymerization of the C9 subunits (152). Interestingly, some Gram-negative bacteria including Moraxella catarrhalis, Haemophilus influenzae, and Neisseria gonorrhoeae recruit vitronectin to prevent MAC deposition on their surface and escape MAC-mediated killing [reviewed in (153)].



How Are Cytotoxic Lymphocytes Protected From Perforin-1 at the Immune Synapse?

Both CTL and NK cells can sequentially kill several target cells suggesting that the killing cell itself does not undergo a bystander death (154–157). Indeed, several studies have demonstrated that various T cell lines as well as primary T cells are more resistant to killing by other CTLs compared to, for example, cancer cell lines (158–160). A similar increased resistance was demonstrated to granule extracts and purified perforin-1 alone (158, 161, 162). Nevertheless, lymphocytes are not invulnerable to CTLs, especially when the attack is directed against them (160, 163, 164). This so-called fratricide (i.e., killing of CTLs by CTLs) might not only be crucial to eliminate CTLs that have been infected or accumulated mutations, but could also help to dampen an excessive immune response (165). Importantly, when an immune synapse between two CTLs is formed, only one cell gets polarized to inflict cell death and the killer always survives (166). Moreover, while a CTL engaged with the target cell avoids destruction by their own lytic mediators, it is not refractory to bystander lysis when induced by neighboring CTLs (167). This apparent paradox suggests that cytotoxic lymphocytes acquire additional resistance to perforin-1 primarily within the immune synapse following degranulation.

Several models were proposed to explain why the degranulating lymphocyte might be resistant to perforin-1, but none has been widely accepted to date. Earlier studies suggested that other proteins contained within the granules might have protective functions during degranulation. For example, Balaji et al. (95) observed that CTLs are more prone to death in the presence of membrane impermeable cathepsin B inhibitors and proposed that secreted cathepsin B cleaves perforin-1 on the surface of degranulating CTLs to protect them. More recent work, however, revealed that CTLs of cathepsin B-null mice survive their encounter with target cells normally (97). Jiang et al. (168) suggested in turn that glycosylation and sialylation of membrane protein(s) on the CTL surface might provide negative charges that repel perforin-1 and in later work by Cohnen et al. (169), LAMP1/CD107a was implicated as a key O-glycosylated and sialylated protein involved. In line with this model, LAMP1 deficient NK cells were more susceptible to apoptosis after an encounter with the target and overexpression of truncated LAMP1 (targeted directly to the cell surface) reduced apoptosis caused by cytotoxic granules. A separate study, however, did not report a reduction in perforin-1 binding to the surface of primary mouse T cells that overexpress LAMP1 (162). Considering the putative role of LAMP1 in trafficking perforin-1 toward cytotoxic granules (170), the exact contribution of LAMP1 to preventing perforin-1 mediated damage might be difficult to decipher.

Alternatively, perforin-1 resistance could be conferred by local changes in lipid composition that follow degranulation. This model is supported by the observations that perforin-1 preferentially forms pores on phosphatidylcholine-rich, disordered lipid phases, avoiding sphingomyelin/cholesterol-rich ordered domains abundant within the immune synapse (162, 171–173). Furthermore, degranulation is associated with a transient increase of surface exposed PS which is also believed to provide a membrane composition unfavorable for pore assembly (174, 175). On the one hand, the presence of PS could simply interfere with perforin-1 membrane binding (42). On the other hand, PS might act as a negatively charged sink that binds perforin-1 in a conformation incompatible with pore assembly (162).

Finally, unidirectional killing might be facilitated by mechanopotentiation, the process of increasing membrane tension on the target cell via the exertion of synaptic forces (176). The forces at the immune synapse are generated by the concerted action of cytosolic proteins that regulate actin dynamics, myosin II, and integrins (177–179). A resulting increase in membrane tension on the target cell was proposed to lower the necessary concentration of perforin-1 required for pore assembly (176). This discovery implies an additional function of the immune synapse in protecting from perforin-1-mediated damage: not only does it protect bystander cells by limiting perforin-1 diffusion, but also the cytotoxic cells themselves, by lowering the effective concentration of perforin-1 required for pore assembly on the target membrane.



(How) Are Phagosomal Membranes Protected From Perforin-2 Activity?

Little is known about the mechanisms involved in the protection of host cells from perforin-2 pores formed in phagosomes. In vitro, perforin-2 displays preference for negatively charged lipids including PS, PIPs as well as cardiolipin, which is found in the membranes of most bacteria (101, 102). However, considering that overexpressed perforin-2 can be toxic (103) and that perforin-2 pores have been observed also on mammalian membranes (32), it is unclear whether in infected cells the pores are solely formed on the pathogen surface.



Pore Insertion and Membrane Repair Pathways

Even a small injury to the plasma membrane can lead to local spikes in cytosolic Ca2+ and trigger membrane repair pathways in the affected cell. In general, these repair pathways involve endocytosis to internalize damaged membranes, exocytosis to shed damaged membranes, and membrane patching to reseal any damage using internal endolysosome-derived donor membranes (180).

Perforin-1 insertion primarily triggers membrane patching using lysosomal and endosomal donor membranes (140, 181–183). It has also been observed that, in addition to patching, perforin-1-mediated membrane destabilization promotes clathrin- and dynamin-dependent endocytosis resulting in the internalization of both perforin-1 and granzymes (183–185). These data led to the hypothesis that endolysosomal compartments (gigantosomes) rather than the plasma membrane are the primary site of perforin-1 pore assembly and granzyme entry into the cytosol. Later studies, however, did not support this model. Firstly, it remains controversial whether the luminal pH and Ca2+ concentration in gigantosomes are permissive for assembly of perforin-1 pores (140, 186). Secondly, the relatively slow kinetics of granzyme endocytosis and release (~ 15 min) are inconsistent with the rapid (~ 2 min) induction of Bid cleavage reported in cells exposed to granzyme B and sublytic amounts of perforin-1 (140). Hence, Lopez et al. proposed that, while membrane repair pathways do indeed negatively regulate perforin-1 activity at the plasma membrane, they allow the formation of transient pores that persist for 20–80 s providing sufficient permeability to deliver granzymes into the cytosol of the target cell and to initiate apoptosis (140). Future work involving high-resolution electron tomography might be necessary to resolve the controversy surrounding the primary location of functional perforin-1 pores, but what remains clear is that membrane repair pathways are important to prevent uncontrolled perforin-1 mediated lysis of the target cells.

Ca2+ influx and membrane repair have also been reported upon membrane insertion of gasdermins (187). Gasdermin pores trigger recruitment of endosomal sorting complexes required for transport (ESCRTs) which mediate repair of damaged membranes through exocytosis (188). ESCRT-mediated membrane repair negatively regulates GSDMD-induced pyroptotic death as well as the release of IL-1β and IL-18 from infected cells (187). Considering ESCRTs are also recruited to membranes exposed to CDCs such as streptolysin O and listeriolysin O (188), it appears likely that they may contribute to the removal of perforin-1 pores as well. Interestingly, ESCRTs are also involved in repair of small perforations in endolysosomes to facilitate recovery of damaged intracellular membranes (189). This pathway might provide a safety mechanism against possible accidental damage of PFP storage compartments and an additional layer of protection for PFP-producing cells.




Concluding Remarks

It is striking how both innate and adaptive immune systems employ PFPs as their key effectors. In this review, we aimed to provide an overview of the pathways and immune system components involved in controlling the activity of these membrane-disrupting molecules. However, it is important to recognize that PFP biology is tightly linked to fundamental processes that go well beyond what we discussed here including positive and negative T cell selection, antibody affinity maturation as well as signaling pathways associated with different types of cell death, all of which ultimately contribute to the regulation of PFP activity.

Despite the century of research since the discovery of MAC, many questions regarding PFPs remain unanswered. Is extrahepatic production of MAC components physiologically relevant during infections? What are the precise conformational changes that govern the initial membrane insertion of MAC and the final pore closure? Is mechanopotentiation involved in protecting degranulating CTLs and NKs cells from perforin-1 activity in vivo? How is translation of perforin-1 and other NK effectors suppressed in resting cells?

The recent discovery of perforin-2 and gasdermins has also opened new avenues to explore. What are the physiological functions of all gasdermins? Are they able to assemble on endolysosomal membranes and if so, what are the consequences of the potential damage? Is perforin-2 released from the phagosomal membrane to form pores on intravacuolar pathogens and if so, by which proteases? Does perforin-2 damage phagosomes or does it assemble exclusively on bacterial membranes?

The latest advances in the PFP field have uncovered an unexpected link between perforin-1-mediated granzyme delivery and gasdermin activation, and future work is likely to reveal other examples of such cooperativity. We now also only begin to appreciate the different mechanisms involved in the sensing and repair of damaged membranes and how they can affect the consequences of pore formation. Finally, many of the regulatory pathways discussed in this review can be disrupted by pathogens, and the full picture of the mechanisms involved in evasion of PFP-mediated immunity is yet to emerge.

There is no doubt that the PFP field continues to rapidly expand. Following the recent advances in cryo-electron microscopy, the structures of MAC, perforin-1/2, and gasdermin pores are now available shedding some light on the conformational changes involved in pore assembly. Whole exome sequencing data from immunodeficient patients is helping to uncover novel disease-associated variants both in PFPs themselves and in their regulators. Finally, CRISPR-Cas9 technology is facilitating the generation of cell-type specific knockouts to address the contribution of candidate proteins in PFP biology using primary cells and animal models of disease. Novel scalable assays to study PFPs in vitro, identification of co-regulators through genetic screens in the relevant primary cell types, and structural insights into pre-pore and pore intermediates should provide us with a more complete picture of the mechanisms involved in the regulation of these powerful effectors and facilitate development of targeted immunomodulatory therapeutics.
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The membrane attack complex (MAC) of the complement system and Perforin-1 are well characterized innate immune effectors. MAC is composed of C9 and other complement proteins that target the envelope of gram-negative bacteria. Perforin-1 is deployed when killer lymphocytes degranulate to destroy virally infected or cancerous cells. These molecules polymerize with MAC-perforin/cholesterol-dependent cytolysin (MACPF/CDC) domains of each monomer deploying amphipathic β-strands to form pores through target lipid bilayers. In this review we discuss one of the most recently discovered members of this family; Perforin-2, the product of the Mpeg1 gene. Since their initial description more than 100 years ago, innumerable studies have made macrophages and other phagocytes some of the best understood cells of the immune system. Yet remarkably it was only recently revealed that Perforin-2 underpins a pivotal function of phagocytes; the destruction of phagocytosed microbes. Several studies have established that phagocytosed bacteria persist and in some cases flourish within phagocytes that lack Perforin-2. When challenged with either gram-negative or gram-positive pathogens Mpeg1 knockout mice succumb to infectious doses that the majority of wild-type mice survive. As expected by their immunocompromised phenotype, bacterial pathogens replicate and disseminate to deeper tissues of Mpeg1 knockout mice. Thus, this evolutionarily ancient gene endows phagocytes with potent bactericidal capability across taxa spanning sponges to humans. The recently elucidated structures of mammalian Perforin-2 reveal it to be a homopolymer that depends upon low pH, such as within phagosomes, to transition to its membrane-spanning pore conformation. Clinical manifestations of Mpeg1 missense mutations further highlight the pivotal role of Perforin-2 within phagocytes. Controversies and gaps within the field of Perforin-2 research are also discussed as well as animal models that may be used to resolve the outstanding issues. Our review concludes with a discussion of bacterial counter measures against Perforin-2.
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Introduction

Perforin-2 is a member of the Membrane Attack Complex, Perforin/Cholesterol-Dependent Cytolysin (MACPF/CDC) superfamily of proteins (1). Most, but not all, members of this family are pore-forming proteins (2–6). This includes lytic bacterial toxins such as pneumolysin and perfringolysin O, as well as innate immune effectors such as complement protein C9 and Perforin-1. In the blood C9, together with other complement proteins, forms the membrane attack complex (MAC) to perforate the envelope of gram-negative bacteria (7, 8). Perforin-1 is deployed when killer lymphocytes degranulate to destroy virally infected or cancerous cells (9, 10). These molecules polymerize into rings with inner diameters of 120–300 Å (7, 10–12). Pores are formed when each MACPF deploys four amphipathic β-strands through lipid bilayers to form the β-barrel of the pore.

The gene encoding Perforin-2, Mpeg1, was first described in 1995 as a highly expressed gene within macrophages (13). After noting the presence of a MACPF domain the authors proposed that Perforin-2 was likely another pore-forming protein. However, more than a decade would lapse before functional, mechanistic, and structural research would begin in earnest. It is now clear that Mpeg1 is a primordial gene present in taxa spanning sponges to humans. Its domain organization has remained little changed by evolution except in cases of gene duplication. In such cases the paralog may diverge from Mpeg1. Indeed analyses across taxa and gene families suggest Mpeg1 is the ancestor of Perforin-1 and MACPF-containing complement proteins (14). In this review we critically evaluate recent progress in the nascent but growing field of Perforin-2 research with an emphasis on its expression and function within phagocytic cells.



Perforin-2 Structure and Cellular Location

Unlike soluble Perforin-1 and C9, Perforin-2 is a type I transmembrane protein (Figure 1). In this orientation the MACPF of Perforin-2 resides within the lumen of vesicular structures. As determined by subcellular fractionation of human macrophages, endogenous Perforin-2 colocalizes with markers of the ER, Golgi, endosomes, and phagosomes (15). A proteomic study identified Perforin-2 (referred to as MPS1 in that study) in the phagolysosome compartment of activated murine macrophages (16). Another analyzed bone marrow derived dendritic cells and reported that Perforin-2 co-resides with subunits of the phagocytic NAPDH oxidase and other antimicrobial effectors of endo/phagosomes (17). Moreover, LPS stimulation increased the abundance of Perforin-2 within those vesicles. A third proteomic study found Perforin-2 within macrophage endo/phagosomes following phagocytosis of latex beads (18). Consistent with the studies above, a Perforin-2-RFP fusion protein was shown to co-localize with phagocytosed bacteria (15). This is unlikely to be an artefact because the fusion protein was also shown to be bactericidal against phagocytosed bacteria. In aggregate these studies provide compelling evidence that Perforin-2 is trafficked to endo/phagosomes.




Figure 1 | Domain Organization of Mammalian C9 and Perforins. Each of the immune effectors contains a signal peptide (SP), membrane attack complex perforin (MACPF), and epidermal growth factor-like (EGF) domains. However, the latter is truncated in Perforin-2. The P2 domain is unique to Perforin-2 and has been evolutionarily conserved across taxa. Recent structural and functional studies suggest the P2 domain initiates contact with target membranes. However, this does not preclude other putative functions such oligomerization and/or ring stabilization. Another distinctive feature of Perforin-2 is a transmembrane domain (TM) near its carboxy terminus. Although Perforin-2 is initially a Type I transmembrane protein, it is likely cleaved from its TM domain as it is delivered to phagosomes to facilitate oligomerization and pore formation. The TM domain is followed by a short cytosolic tail that is involved in the intracellular trafficking of Perforin-2 to phagosomes. TSP1, thrombospondin type-1 repeat; LDL, low-density lipoprotein receptor class A repeat; C2, calcium-dependent phospholipid binding domain; CTR, carboxy-terminal region.



The transmembrane domain of Perforin-2 is followed by a cytosolic tail; typically, of less than 40 residues. As discussed below this short cytosolic tail is involved in the intracellular trafficking of Perforin-2 (19). In addition to the loss of the transmembrane domain, Perforin-1 and C9 have also lost the P2 domain. This latter domain is conserved across taxa and to date has not been found in any gene other than Mpeg1. The function of the novel P2 domain was only recently investigated through structural and mechanistic studies (20, 21). Its most prominent feature is an extended β-hairpin—stiffened by inter-strand disulfide bonds—that culminates in a hydrophobic tip (Figure 2) (20). The extended β-hairpin is likely involved in the initial interactions with membranes as determined by liposome binding studies with the isolated P2 domain (20). As expected, liposome binding was abolished by deletion of the β-hairpin (20). Consistent with the composition of bacterial membranes, the P2 domain was also found to preferentially bind liposomes containing negatively charged lipids (20). Although more work is required these studies suggest that the P2 domain mediates Perforin-2’s initial interactions with target membranes. Moreover, its extended β-hairpin may be functionally analogous to domain 4 of cholesterol-dependent cytolysins. Domain 4 contains the cholesterol binding motif as well as a signature undecapeptide at the tip of the domain that anchors the cytolysins to the target membrane (22, 23).




Figure 2 | The P2 domain of murine Perforin-2. The most prominent feature within the P2 domain is an extended β-hairpin; highlighted in dark orange. Two disulfide bonds stiffen the β-hairpin. Hydrophobic residues at the β-hairpin’s tip are shown in dark green. These residues likely orient Perforin-2 on phagocytosed bacteria by initiating contact with target lipid bilayers. Numbering is relative to UniProt accession number A1L314. This graphic was rendered with UCSF Chimera from PDB file 6SB1 (http://www.rcsb.org/structure/6SB1) (20).



In the recently determined structures of polymerized human and mouse Perforin-2 the P2 and MACPF domains form the exterior and interior rings of the polymer respectively (Figure 3) (20, 21). On average these rings are composed of 16 monomers with a height of 83 Å in the pre-pore conformation (20, 21). The pre-pore to pore transition is accompanied by a dramatic 170% increase in height as each monomer deploys its four amphipathic β-strands (Figure 3) (20). These β-strands align with each other and those of neighboring subunits to form the barrel of the pore. Acidic pH drives the pre-pore to pore transition (20, 21). This trigger is biologically relevant because it has long been established that phagosomes rapidly acidify and Perforin-2 has been shown to colocalize with phagocytosed bacteria such as Salmonella enterica serovar Typhimurium; hereafter S. Typhimurium (15, 24, 25). A separate study—graphically summarized in Figure 4—found that periplasmic proteins of S. Typhimurium were efficiently degraded within the phagosomes of wild-type macrophages and neutrophils (26). In contrast, the degradation of periplasmic proteins was delayed within the phagosomes of Mpeg1−/− phagocytes. This was not due to differences in phagosomal proteases because a surface marker (flagellin) was efficiently degraded in both wild-type and Perforin-2 deficient phagocytes. Thus, the in situ observations are consistent with Perforin-2 pores breaching the outer membrane of S. Typhimurium allowing the passage of phagosomal hydrolases to the periplasmic space.




Figure 3 | The pre-pore and acid-dependent pore of murine Perforin-2 from top and side views. Each polymer is composed of 16 subunits. MACPF domains line the interior of each polymer and are depicted in alternating shades of green. P2 domains are depicted as orange ribbons that encircle the exterior of each polymer. A truncated EGF domain, light gray, links the MACPF and P2 domains. The carboxy-terminal region is shown in black. This region is visible in the pre-pore but was not resolved in the pore. Images were rendered with UCSF Chimera from PDB files 6SB3 (http://www.rcsb.org/structure/6SB3) and 6SB5 (http://www.rcsb.org/structure/6SB5) (20).






Figure 4 | Perforin-2 facilitates protease entry to the periplasmic space. Shortly after microbe phagocytosis Perforin-2 is delivered to the phagosome and deposits on the bacterial envelope. As the phagosome acidifies pre-pores transition to pores that breach the outer membrane. This allows proteases to enter the periplasmic space and begin the digestion of periplasmic and inner membrane proteins. In the absence of Perforin-2 phagosomal proteases are restricted to digestion of outer membrane proteins such as flagellin. This graphic is an adaptation from a previously published version (26).





Perforin-2 in Non-Mammalian Species


Mpeg1 Expression in Invertebrates and Bony Fish

As in other animals the innate immune responses of invertebrates and bony fish provide protection against pathogenic threats. Some of those responses involve changes within the transcriptome and pathogen or PAMP induced expression can be indicative of a gene’s immunological role. Mpeg1 expression is upregulated in the sponge Suberites domuncula following LPS challenge relative to untreated animals (27). Similarly, LPS has been shown to induce the expression of Mpeg1 in the stony coral Pocillopora damicornis (28). Mpeg1 mRNA was significantly upregulated in the brain, head kidney, heart, liver, intestine, and spleen of the starry flounder Platichthys stellatus following infection with Streptococcus parauberis (29). Relative to untreated controls the expression of Mpeg1 is significantly increased when the Mediterranean mussel Mytilus galloprovincialis is exposed to heat-killed Vibrio anguillarum (30). Likewise infection of the disk abalone Haliotis discus discus with either gram-negative Vibrio parahaemolyticus or gram-positive Listeria monocytogenes induces the expression of Mpeg1 (31). Transcriptome analysis of the larvae of the eastern oyster Crassostrea virginica revealed that exposure to either the gram-negative Phaeobacter inhibens or gram-positive Bacillus pumilus induces expression of Mpeg1 (32). Similar results were observed when another species of mollusk, Haliotis midae, was challenged with live V. anguillarum (33). In the latter study increased transcription of Mpeg1 corresponded with elevated levels of Perforin-2. Of the studies discussed directly above the latter was the only one to evaluate expression at the protein level.

The genome of the orange spotted grouper, Epinephelus coioides, harbors two copies of Mpeg1. Relative to other organs both are constitutively expressed at high levels in the spleen and head kidney (34). Hematopoiesis occurs in the latter organ and it is analogous to mammalian bone marrow (35). Both copies were significantly upregulated in the spleen and gills following challenge with Cryptocaryon irritans, a protozoan parasite of significant concern to the aquaculture industry (34, 36). These results were subsequently confirmed by immunofluorescence with polyclonal antibodies that recognize both isoforms of E. coiodes Perforin-2 (37). In aggregate studies across species of invertebrates and bony fish have shown that infection and/or PAMPs induce the expression of Mpeg1.

Although infection or PAMP induced expression of Mpeg1 suggests Perforin-2 plays a role in host defense, Mpeg1 downregulation following bacterial infection may be indicative of bacterial countermeasures. For example, in S. domuncula expression of Mpeg1 is dampened by the bacterial sponge pathogen Pseudoalteromonas sp., but not the commensal bacterium Endozoicomonas sp.; species were indeterminate (38). This differential effect is suggestive of a pathogenic countermeasure deployed to defeat Perforin-2. Reduced Mpeg1 expression has also been documented in the corals Acropora cerviconis and Acropora palmata when they present with white band disease (28, 39). Although the etiological agent of white band disease is currently unknown, it has been suggested to be bacterial (40). Although the number of studies is few and the data preliminary, they raise the possibility that certain species of pathogenic bacteria may suppress the expression of Mpeg1 to promote colonization of invertebrates. Whether this is through stealth strategies, such as LPS modifications, or active counter measures, such as effector proteins and toxins, remains to be elucidated.



Analyses of Recombinant Perforin-2 From Invertebrates and Bony Fish

Seminal studies have reconstituted the activity of the complement membrane attack complex and Perforin-1 in vitro (7, 12, 41, 42). In recent years researchers have attempted to extend such analyses to Perforin-2. Although the P2 domain of Perforin-2 is evolutionarily conserved from sponges to humans, three studies dispensed with it to evaluate the activity of the MACPF domain from abalone, H. discus discus, oyster Crassostrea gigas, or flounder Platichthys stellatus (29, 31, 43). These studies reported at least some activity against gram-negative (Edwardsiella piscicida, Escherichia coli, Vibrio anguillarum, Vibrio campbelli, Vibrio harveyi, Vibrio ordalii, Vibrio tapetis, and Vibrio alginolyticus) and gram-positive (Streptococcus iniae, Streptococcus parauberis, Staphylococcus aureus, Bacillus thuringiensis, and Bacillus subtilis) bacteria. Others have examined the antibacterial effects of mostly full-length Perforin-2; minus signal peptides, transmembrane domains and carboxy terminal residues (27, 34). Recombinant Perforin-2 from sponge, S. domuncula, was reported to have a negative effect upon E. coli K-12 and B; but not gram-positive Staphylococcus aureus (27). In contrast, Perforin-2a from orange spotted grouper, E. coiodes, was reported to inhibit the growth of both gram-negative and gram-positive bacteria (34). E. coiodes Perforin-2b was found to be active against only gram-positive bacteria (34). This difference is surprising because the two proteins have 90% overall identity. Nevertheless, differences were also observed when the two proteins were tested against parasitic C. irritans. Perforin-2b has no activity against C. irritans. In contrast Perforin-2a inhibited motility and caused rounding of theronts, the free-swimming infective form of the parasite. This rounding led the authors to speculate that Perforin-2a decreases C. irritans infectivity although this was not directly tested (34).

Although each of the above studies claim that recombinant Perforin-2, or its MACPF, has antimicrobial activity, each has methodological and analytical weaknesses. For example, each recombinant protein was expressed in E. coli and thus would lack their usual post-translational modifications. The MACPFs of complement protein C9 and Perforin-1 are known to be glycosylated (10, 44–49). Likewise, the MACPFs of Perforin-2 from sponges to humans are predicted to be N-glycosylated at two or more Asn residues (http://www.cbs.dtu.dk/services/NetNGlyc/). In the case of murine and human Perforin-2 these modifications have been confirmed and may play critical roles in folding and/or pore formation (20, 21, 50, 51). It is also important to point out that none of the four studies reported bacterial killing. Rather, three simply measured the optical absorbance of bacterial cultures (31, 34, 43). The fourth did quantify CFUs but only after overnight incubation with the protein (27). Thus, in all four cases it is unknown if the reported effects are due to bacterial death or growth inhibition.

Although it is impossible to discern the mechanism(s) of the reported effects, we can deduce that pore formation was probably not involved when only the MACPF domain of Perforin-2 was used (31, 43). Structural studies have shown that the P2 domain is likely intrinsic to polymerization and pore formation as it forms the outer ring of both pre-pores and pores with extensive surface area contacts between adjacent P2 domains and MACPFs (Figure 3) (20, 21). Phospholipid and liposome binding studies have also revealed that the P2 domain (Figure 2) is likely required for initiating interactions with the bacterial envelope (20, 21). The reported activity against gram-positive bacteria is also unexpected because they are surrounded by thick layers of peptidoglycan (27, 31, 34, 43). Although Perforin-2 does kill phagocytosed gram-positive bacteria, this likely requires the assistance of phagosomal hydrolases to degrade the peptidoglycan barrier (15, 52–54).




Animal Models for Perforin-2 Research


Zebrafish

Zebrafish have three Mpeg1 paralogs: Mpeg1, Mpeg1.2, and Mpeg1.3 (55, 56). Both Mpeg1 and Mpeg1.2 are expressed in macrophages (57). In contrast, transcriptomic studies of both larval and adult zebrafish have determined that Mpeg1.3 is a silent gene (57). Mpeg1 is under the control of the spi/pu.1 transcription factor which also regulates the expression of genes associated with myeloid differentiation (56). Thus, fluorescent reporters such as mCherry can be used to track macrophages in situ when the reporter is expressed from the Mpeg1 promoter (56) (Figure 5). Mpeg1.2 expression is upregulated during infection with mycobacteria, gram-negative and gram-positive bacteria (57). Curiously, the same bacterial infections inhibit Mpeg1 expression (57). This expression pattern is unlikely the result of bacterial effectors or toxins, as Mpeg1 downregulation was also observed when zebrafish were challenged with heat killed or avirulent bacteria.




Figure 5 | Mpeg1::mCherry reporters facilitate the tracking of macrophages in larval zebrafish. Because the expression of Perforin-2 is largely restricted to macrophages in zebrafish, the insertion of mCherry into the Mpeg1 locus allows localization of macrophages in both fixed and live animals. The transgenic animals above were infected with sublethal and lethal doses of Shigella flexneri and fixed 24 h post infection. The above images have been previously published (58) and are a composite of the red and green fluorescent channels. This figure was adapted from source images posted at https://doi.org/10.1371/journal.ppat.1003588.g002 under the CC BY 4.0 license.



Although Mpeg1 and Mpeg1.2 are inversely expressed during bacterial infections, both genes produce antibacterial responses (57). Zebrafish embryos treated with Mpeg1 specific morpholinos have increased intracellular loads of S. Typhimurium and Mycobacterium marinum relative to control morpholinos. Likewise embryos treated with Mpeg1.2 morpholinos succumb to bacterial infection significantly earlier than Mpeg1 knockdowns and controls (57). It was also observed that Mpeg1.2 has a greater antibacterial contribution than Mpeg1 which is consistent with their expression patterns during infection (57). Curiously, Mpeg1 knockdowns survive infections longer than control embryos despite greater bacterial burden. It has been proposed that Mpeg1 is a broad regulator of innate immune responses that promotes survival by diminishing lethal inflammatory responses while Mpeg1.2 is directly responsible for the bactericidal effects (57). This is surprising given that the two proteins share a common domain architecture and are 80%–90% identical. Additional experimentation is required to clarify the roles of Mpeg1 and Mpeg1.2 during infection.



Transgenic Mice

Eckhard R. Podack (1943–2015), in a remarkably productive collaboration with his trainee Dr. Ryan M. McCormack (59), was the first to demonstrate that mammalian Perforin-2 plays a pivotal role in the elimination of intracellular bacteria including MRSA, Mycobacterium smegmatis, and S. Typhimurium (15, 53). The Podack laboratory was also the first to report colocalization of Perforin-2 with phagocytosed bacteria (15), and interferon induced expression of Mpeg1 in keratinocytes, fibroblast and a plethora of other cell types (15). Prof. Podack was also the first to demonstrate that bacterial challenge elicits the expression of Mpeg1 in murine embryonic fibroblasts (53). Prof. Podack also coined the moniker “Perforin-2” and vigorously advocated for its usage because he understood that Perforin-2 is more descriptive of the protein’s function than macrophage-expressed gene 1 protein (MPEG1) (60, 61). When coupled with his lifelong interest in MACPFs of the immune system (62–71), these and other foundational contributions to the field motivated Prof. Podack to commission the development of Mpeg1 knockout mice at the University of Miami Miller School of Medicine, USA. When raised under specific pathogen-free conditions these knockout mice develop normally and are phenotypically indistinguishable from their wild-type counterparts. However, in another seminal publication—and his last as sole corresponding author — Prof. Podack reported that Perforin-2 deficient mice succumb to low dose bacterial infections that most wild-type mice survive (15). As described below these results are not limited to a particular route of infection or pathogen.


Orogastric Inoculation of Enteric, Gram-Negative Pathogens

Wild-type, Mpeg1 +/− and −/− mice have been orogastrically challenged with the enteric pathogens Yersinia pseudotuberculosis and S. Typhimurium (15, 19). In both cases all Mpeg1 −/− mice succumbed to infection within 15 days of inoculation (Figure 6). In contrast all wild-type mice survived sublethal challenges. Heterozygous mice revealed a gene dosage effect with survival profiles between wild-type and Mpeg1 −/− mice. Perforin-2 deficiency also correlated with significantly higher loads of the pathogens in the intestines and dissemination to deeper tissues such as spleens and livers (Figure 6) (15, 19). Thus, two independent studies have demonstrated that Perforin-2 deficient mice are immunocompromised and unable to control infections that their wild-type cohorts survive (15, 19). These findings are further supported by in vitro studies which have demonstrated that Perforin-2 deficient phagocytes and fibroblasts are less efficient killers of intracellular bacteria than wild-type cells (15, 26, 52, 53, 72).




Figure 6 | Peforin-2 deficient mice are immunocompromised. (A) Survival curves of wild-type, Mpeg1 +/−, and −/− C57Bl/6 x 129X1/SvJ mice after orogastric inoculation with 106 CFU Y. pseudotuberculosis or 105 CFU S. Typhimurium. P values determined by Log-rank (Mantel-Cox) test. (B) Organ loads of wild-type, Mpeg1 +/−, and −/− C57Bl/6 x 129X1/SvJ mice after orogastric inoculation with 106 CFU Y. pseudotuberculosis or 105 CFU S. Typhimurium. The former group of animals were sacrificed 10 days post inoculation while the latter were sacrificed 5 days post inoculation. Horizontal bars denote the medians. P values were determined by non-parametric Kruskal-Wallis test. This figure was adapted from previously published work (15, 19) from source data posted at https://doi.org/10.35092/yhjc.12584993.v1 under the CC BY 4.0 license. Sm. Int., small intestine.





Chlamydia Intravaginal Infection

Because phagocytes limit chlamydiae infections, investigators evaluated the role of Perforin-2 in an intravaginal infection model with Chlamydia muridarum; a gram-negative, obligate intracellular pathogen (73, 74). In addition, cell based assays had previously established that Perforin-2 limits the growth of chlamydiae in macrophages (72). In the intravaginal model Mpeg1 −/− mice exhibited significantly greater weight loss than wild-type controls and displayed other signs of morbidity such as ruffled fur (74). Surprisingly, there was no difference in the time to resolution — as determined by shedding of inclusion forming units, a quantitative indicator of infectivity and/or transmissibility—between the two groups. However, the researchers also observed that Perforin-2 deficient mice shed less inclusion forming units; especially, at mid-time points of the infection. To explain this conundrum the researchers speculate that C. muridarum may more easily ascend the genital tract and disseminate in Perforin-2 deficient than wild-type mice (74). However the experiment was not designed to test that hypothesis. Therefore, it will be necessary to revisit this model and monitor dissemination to peripheral sites to determine whether or not C. muridarum does disseminate in Perforin-2 deficient mice.



Epicutaneous Infection With MRSA

S. aureus is a gram-positive bacterium often present on human skin as a part of the dermal microbiome. To evaluate the role of Perforin-2 at the dermal barrier investigators shaved mice then used tape to disrupt the epidermal barrier prior to administering methicillin resistant S. aureus (MRSA) (15). As with other infection modalities the vast majority of infected Mpeg1 −/− mice perished; although, the time to death was significantly delayed compared to the orogastric models discussed above. In contrast, ca. 80%–100% of the heterozygous and wild-type mice survived MRSA challenge. In another experiment the skin of Mpeg1 −/− mice contained 3 logs more MRSA than that of wild-type or heterozygous mice (15). As expected, Perforin-2 deficiency was accompanied by bacterial dissemination to the blood, spleen, and kidneys. MRSA may manipulate the transcriptome of host cells to promote its own survival because the pathogen was shown to decrease the expression of Mpeg1 in human skin cells (75). However, pretreating human skin cells with the commensal bacterium S. epidermidis prior to MRSA infection led to increased Mpeg1 expression and enhanced killing of intracellular bacteria.



Intravenous Delivery of Listeria

Perforin-2 has also been shown to aid in defense against another gram-positive bacterium, Listeria monocytogenes. Perforin-2 deficient mice infected intravenously with L. monocytogenes have significantly greater loads of the pathogen in their spleens and livers than wild-type mice (52). In a pregnancy model of infection Perforin-2 deficient mice had significantly higher loads of L. monocytogenes in both the placenta and fetuses (76). In these models injected bacteria are phagocytosed and killed by splenic and liver macrophages (77). But some phagocytosed bacteria escape to the cytosol where they replicate and disseminate to other cells via actin polymerization (78). To escape the phagosomal vacuole L. monocytogenes deploys its own pore-forming protein, the cholesterol-dependent cytolysin listeriolysin O (79). Timing is likely critical: L. monocytogenes must escape the vacuole before Perforin-2 delivers its lethal blow. Consistent with this hypothesis significantly more bacteria escape to the cytosol of Mpeg1 −/− than wild-type macrophages in cell based assays (52).

In the above experiments the authors also observed that phagocytosed L. monocytogenes were more likely to reside within acidic vacuoles of Perforin-2 deficient macrophages than wild-type macrophages (52). To explain this phenomenon the authors proposed that Perforin-2 limits vacuole acidification. This is controversial as to date there is no mechanistic evidence to support that hypothesis. Rather, the recent discovery that acid drives the Perforin-2 pre-pore to pore transition suggests an alternative hypothesis (20, 21). In our reinterpretation of the available data we propose that fewer L. monocytogenes reside within acidic vacuoles because acid activates Perforin-2 which then facilitates the destruction of vacuolar bacteria. In the absence of Perforin-2 bacteria are simply able to persist longer within acidic vacuoles. We also note that another study found that the acidification of Salmonella containing vacuoles was equivalent between wild-type and Perforin-2 deficient macrophages; see Bai et al., 2018, Supplementary Materials (26).



Contradictory Signals: Perforin-2 and Type I IFN Signaling

Although Mpeg1 is an IFN stimulated gene (15, 53), it has also been reported that Perforin-2 is required for Type I IFN signaling by forming complexes with IFN receptors IFNAR1 and IFNAR2 (80). The impetus for that study was the observation that Mpeg1 deficient mice are resistant to LPS induced septic shock; a model in which Type I IFNs play a central role in driving the cytokine storm. However other studies found that Mpeg1 deficient mice, on either C57BL/6 or 129X1/SvJ backgrounds, are not more resistant to LPS induced septic shock than wild-type animals (81). As validation of the latter study’s experimental design and outcome, both wild-type and knockout mice on the 129X1/SvJ genetic background were more resistant to LPS than C57BL/6 mice. This effect is consistent with previous studies and is due to the fact that 129X1/SvJ mice lack caspase-11 (82, 83).

Further contradicting Perforin-2’s role in Type I IFN signaling, an RNAseq study found that Type I IFN signaling is functional in Mpeg1 −/− murine phagocytes stimulated with IFN-β (84). It is also difficult to reconcile the proposed complexes with the structures of Perforin-2 and IFNARs (20, 21, 80, 85). For example, it was reported that binding to and signaling through IFNAR1 requires glycosylation of Perforin-2 residues Asn185 and Asn269; numbering relative to UniProt entry A1L314 (https://www.uniprot.org/uniprot/A1L314) (80). Although the structures of both mouse and human Perforin-2 confirm that both residues are glycosylated, Asn185 and Asn269 reside on opposite faces of the MACPF domain (Figure 7) (20, 21). Not surprisingly, docking simulations with the known structures of IFNAR1 and Perforin-2 monomers found no plausible pathway for simultaneous binding to Asn185 and Asn269 by IFNAR1 (86). Thus, it is not clear how IFNAR1 is able to contact both as has been proposed (80). Likewise, it has been reported that glycosylation of Asn375 in the P2 domain is essential for interactions with IFNAR2 (80). This residue is visible in all published structures of murine and human Perforin-2 but unlike Asn185 and Asn269, Asn375 is not glycosylated (Figure 7, middle image) (20, 21). Although it is possible that the glycosylation pattern of Perforin-2 differs between expression systems and cell lines, bioinformatics suggests otherwise. Like other servers, NetNGlyc identifies Asn-X-Ser/Thr sequons (http://www.cbs.dtu.dk/services/NetNGlyc/). However, its neural network also evaluates the surrounding sequences to predict the probability of glycosylation. In agreement with the structural studies (20, 21). NetNGlyc predicts glycosylation of Asn185 and Asn269 but not Asn375. In summary, the reported requirement for Perforin-2 in Type I IFN signaling and proposed mechanism (80) are challenged by transcriptomics, LPS induced sterile septic shock, and molecular analyses. Clearly additional studies are required to resolve these contradictions.




Figure 7 | Glycosylated Asn185 and Asn269 are located on opposite faces of the MACPF domain. A monomer of murine Perforin-2 shown in (Left) full view and (Middle & Right) progressive cross-sections into the molecule. The MACPF and P2 domains are shaded green and orange respectively. The truncated EGF domain, which connects the MACPF and P2 domains, is shaded grey and is partially visible in the upper right of the far right image. The extended carboxy terminal region is shown in tan. Asn185 and 269 are conserved and glycosylated in both murine and human Perforin-2 (20, 21). Their glycans are shown as pink spheres. In contrast to the MACPFs, the P2 domains of both species are devoid of glycosylation. This includes the absence of glycosylation of Asn375; shaded deep blue above and visible in the middle image. Images were rendered with UCSF Chimera from PDB file 6SB3 (http://www.rcsb.org/structure/6SB3) (20). Residue numbering is relative to UniProt entry A1L314 (https://www.uniprot.org/uniprot/A1L314).





PfpL, A Paralog of Murine Mpeg1

Unlike humans, mice have a paralog of Mpeg1 named Pore-Forming Protein Like (PfpL, UniProt entry Q5RKV8). Over their entire length PfpL and murine Perforin-2 are 65% identical. This suggest that PfpL could also function as an immune effector. However, to date there have been no functional studies of PfpL and expression of the PfpL transcript appears to be more limited than that of Mpeg1 as determined by the murine gene expression database, GXD (87). Unlike Mpeg1, PfpL expression has only been observed in the context of murine development and in the adult mouse liver. Particularly high expression was also observed in a subset of trophoblast giant cells and the parietal yolk sac (88). Further experiments are needed to determine whether or not PfpL is a functional immune effector. In addition, greater clarity is required regarding the timing and location of its expression. However, the restricted expression of PfpL and the clear immunocompromised phenotype of Mpeg1 knockout mice suggest PfpL is at best a minor player in host defense under most circumstances.





Clinical Impacts of Mpeg1 Missense and Nonsense Mutations

The Genome Aggregation Database (gnomAD, https://gnomad.broadinstitute.org/) catalogs 432 missense (codon changes) and 23 nonsense (premature stop codon) mutations in human Mpeg1 (89). With few exceptions these mutations are heterozygous and to date only five have been functionally evaluated (90, 91). In one study a young adult female with a history of recurrent polymicrobial skin infections was found to have a heterozygous nonsense mutation in codon Tyr430*; numbering relative to UniProt entry Q2M385 (https://www.uniprot.org/uniprot/Q2M385) (91). This nonsense mutation is within the extended β-hairpin of the P2 domain (Figure 8A). It is not known if this truncated protein is stably expressed. But even if it is, it is unlikely to reach endo/phagosomes because it lacks a transmembrane domain and cytosolic tail for retention and intracellular trafficking respectively. Thus, this mutation likely reduces the availability of Perforin-2 within endo/phagosomes. As expected, the ability of the patient’s blood derived phagocytes to eliminate intracellular bacterial pathogens was found to be significantly impaired compared to phagocytes from healthy donors (Figure 8B) (91). This impairment is the likely cause of the patient’s clinical presentations and is consistent with the gene dosage effects seen with Perforin-2 heterozygous mice after infection with a variety of pathogens (15, 19).




Figure 8 | Perforin-2 haploinsufficiency results in the reduced ability of human phagocytes to kill intracellular bacteria. (A) A monomer of human Perforin-2 in its pre-pore conformation. The MACPF and P2 domains are depicted in light green and orange respectively. The carboxy-terminal region is shown in tan. Glycans attached to N185 and N269 are shown as space filling models. Also shown are the positions of deleterious missense (magenta) and nonsense (cyan) mutations (90, 91). Residue numbering is relative to relative to UniProt entry Q2M385 (https://www.uniprot.org/uniprot/Q2M385). (B) Killing of intracellular S. Typhimurium by neutrophils isolated from the blood of a donor carrying a heterozygous Y430* nonsense mutation or healthy controls. Relative bacterial colony forming units are reported as Log2 Fold Change = log2(CFU at time X) – log2(CFU at time initial). **P < 0.01 by 2way ANOVA. This figure was adapted from previously published work (91) under the CC BY 4.0 license. Molecular graphics were rendered with UCSF ChimeraX from PDB file 6U2J (http://www.rcsb.org/structure/6U2J) (21).



In another study three Mpeg1 missense mutations and one nonsense mutation were identified within a cohort of patients with pulmonary nontuberculous mycobacterial infections (90). T73A and P316S are within the MACPF domain while Q398* and P405T reside within the P2 domain (Figure 8A). All are heterozygous and each patient presented with a history of pulmonary Mycobacterium avium complex as well as nonmycobacterial pulmonary infections. Each of the mutations are apparently deleterious because patient derived cells were less able to kill M. avium than cells from age matched controls (90). The researchers subsequently used CRISPR/Cas9 to introduce the mutations into THP-1 cells, a human macrophage-like cell line. As expected, THP-1 cells carrying the missense and nonsense mutations exhibited reduced killing capacity when infected with M. smegmatis, S. Typhimurium, and S. aureus. Based on their locations within the structures of Perforin-2 T73A and P316S may interfere with the deployment of the pore forming β-strands and pre-pore to pore transition respectively (20, 21). If it is stably expressed Q398* is likely secreted to the extracellular milieu because it lacks the transmembrane domain and cytosolic tail of full length Perforin-2. The impact of P405T is harder to predict as it lies in a more disordered region of the structure (21). However, it is also possible that the observed phenotypes are the result of low protein expression and/or instability since the researchers did not evaluate either (90). In the future higher resolution Perforin-2 structures and greater understanding of the mechanism of acid sensing, pre-pore to pore transition, and pore formation may facilitate testable hypotheses of the clinical impacts of Mpeg1 missense mutations.



Bacterial Defenses Against Perforin-2

In resting cells Perforin-2 has a diffuse, perinuclear dispersal. However, it is rapidly relocated to punctate bodies upon exposure to PAMPs or infection (19). Some of these punctate bodies are likely phagosomes because Perforin-2 has been shown to co-localize with phagocytosed bacteria (15). This is consistent with a proteomic study that found Perforin-2 co-resides with subunits of the phagocytic NAPDH oxidase, proton transporters, and many other antimicrobial effectors of phagosomes (17). Other punctate bodies may be sorting endosomes in the process of delivering Perforin-2 to phagosomes because another proteomic study found Perforin-2 in endosomes following phagocytosis of latex beads by macrophages (18). LPS stimulation of bone marrow derived macrophages has also been shown to increase the abundance of Perforin-2 in endo-lysosomes compared to untreated cells (17).

The intracellular trafficking of Perforin-2 is driven by PAMP-dependent ubiquitination — most likely monoubiquitination—of one or more conserved lysines in its short cytosolic tail (19). Mutagenesis of the three most conserved lysines abolished the formation of punctate bodies and Perforin-2 dependent killing of bacteria. Ubiquitination of Perforin-2’s cytosolic tail was further shown to be dependent upon a cullin-RING E3 ubiquitin ligase (CRL) complex containing cullin-1 and βTrCP (Figure 9) (19). This led to the hypothesis that certain pathogens may deploy Cifs to block the intracellular trafficking of Perforin-2 because CRL activity is dependent upon the ubiquitin like molecule NEDD8 and Cifs are NEDD8 deamidases (92–96). As predicted, the researchers found that wild-type but not cif mutants of Y. pseudotuberculosis and enteropathogenic E. coli (EPEC) blocked the ubiquitination and intracellular trafficking of Perforin-2, as well as Perforin-2 dependent killing (19). In vivo ca. 80% of C57BL/6 mice infected with wild-type Y. pseudotuberculosis perished while all mice infected with a cif mutant survived (Figure 10). This difference was abolished when the two bacterial strains were used to infect Mpeg1 −/− mice. Although Cif inactivation of CRLs has broad cellular consequences, the latter results suggest that inhibition of Perforin-2 is the primary objective and most consequential effect. While Cifs are just one example of anti-Perforin-2 effectors bacterial pathogens express a multitude of effectors aimed at promoting their survival; many of which have yet to be fully characterized (97). Given that Perforin-2 is a recently described immune effector, it is reasonable to predict that other anti-Perforin-2 effectors will be discovered as the field matures.




Figure 9 | Y. pseudotuberculosis and EPEC deploy Cifs to block the delivery of Perforin-2 to phagosomes. (A) The cytosolic tail of Perforin-2 is ubiquitinated in response to PAMPs such as LPS. (B) Ubiquitinated Perforin-2 is rapidly delivered to phagosomes where it oligomerizes and (C) phagosome acidification induces the pre-pore to pore transition. (D) The ligase responsible for conjugating ubiquitin to Perforin-2 is a multi-component cullin-RING E3 ubiquitin ligase (CRL) whose activity is itself dependent upon cullin neddylation. (E) Pathogenic Y. pseudotuberculosis and EPEC use Type III secretion systems to inject Cifs into the cytosol of host cells where they deamidate Gln40 of NEDD8. The enzymatic conversion of Gln to Glu inactivates the CRL and thus prevents ubiquitin dependent intracellular trafficking of Perforin-2. N8, NEDD8; Ub, ubiquitin; CUL1, cullin 1.






Figure 10 | Bacteria lacking the anti-Perforin-2 effector Cif are attenuated in vivo. Survival curves of C57BL/6 mice were orogastrically inoculated with 108 CFU wild-type Y. pseudotuberculosis or an isogenic cif mutant. Significance was calculated by log-rank (Mantel–Cox) test. This figure was adapted from work previously published under the CC BY 4.0 license (19).





Discussion

Relative to other MACPF proteins of innate immune systems, the field of Perforin-2 research is relatively new even though the gene that encodes Perforin-2, Mpeg1, is likely the most ancient of the MACPF encoding genes (14). Nevertheless in recent years vertebrate studies have established that Perforin-2 has broad spectrum bactericidal activity that significantly limits pathogen proliferation and dissemination in vivo (15, 19, 26, 52–54, 57, 72, 90). There is also evidence to suggest that Perforin-2 functions similarly in invertebrates; although, such studies are hampered by the lack of animal and tractable cell culture models (27, 28, 30, 31, 33, 38, 39). The recent structural determinations of both mouse and human Perforin-2 polymers have further provided significant insight with regards to the mechanism(s) of pore formation (20, 21). Eventually such high-resolution structures may afford greater understanding of the clinical impacts of Mpeg1 missense mutations amongst the human population.

In vitro recombinant mammalian Perforin-2 spontaneously polymerizes and one of the most significant advancements from in vitro studies was the discovery that the pre-pore to pore transition is acid dependent (20, 21). In retrospect the fact that low pH drives pore formation seems intuitive given that Perforin-2 is deployed to acidic phagosomes. Acid dependency may also be a safety mechanism, ensuring that Perforin-2 remains in a latent state so as not to damage the vesicular and cellular membranes of the phagocyte. Acid dependency likely evolved very early as lower metazoans such as sponges, corals, and mollusks have been shown to express Mpeg1 and have macrophage-like cells that phagocytose and eliminate foreign invaders through the use of lysosomal enzymes, reactive oxygen species, and cellular acidification (98–103). However, the exact mechanism of acid driven pore formation remains to be elucidated. One possibility is that acidification removes inhibitory inter- or intra-domain contacts that prevent pore formation. Clearly one of the most important objectives in this area will be to discover the acid-dependent trigger within Perforin-2.

It is also not yet known if Perforin-2 can breach bacterial membranes by itself or if it requires the assistance of other host proteins. Our review and evaluation of the in vitro systems reported to date raises significant doubts that Perforin-2 dependent killing was actually observed with recombinant protein (27, 29–31, 33, 34, 38, 39, 43). Our first major concern is that some researchers opted to purify the MACPF domain in the absence of the P2 domain (29, 31, 43). However, we now know that the P2 domain forms the outer ring of Perforin-2 polymers with extensive surface area packed between the two domains and neighboring subunits (Figure 3) (20, 21). Thus, it seems improbable that the MACPF domain of Perforin-2 would polymerize in the absence of the P2 domain. In addition, there is evidence that the extended β-hairpin of the P2 domain mediates the initial interactions with target membranes (Figure 2) (20). Therefore, even if the MACPF domain does polymerize it is unclear how it would target bacterial membranes. We also note that all studies with recombinant Perforin-2 did not convincingly demonstrate bacterial killing (27, 29, 31, 34, 43). Rather, most simply reported changes in the optical absorbance of bacterial cultures. As discussed below there is also the possibility that glycosylation is essential for Perforin-2 folding, polymerization, or pore formation/stabilization. These post-translational modifications would be absent in the studies that produced recombinant Perforin-2 or its MACPF in E. coli (27, 29, 31, 34, 43). Although claims of recombinant Perforin-2’s bactericidal activity are to date unconvincing, the development of a technically sound in vitro bactericidal assay would be a substantial advance that would facilitate further mechanistic investigations.

Among other outstanding questions is the necessity of post-translational modifications; specifically, glycosylation. Two independent structural studies observed glycosylation of Asn185 and Asn269 (20, 21). These residues are conserved and glycosylated in both human and mouse Perforin-2. Despite their conservation it is not known if the glycans are required for protein stability/folding, oligomerization, or pore formation/stabilization. Elucidating the functional and mechanistic consequences of Perforin-2 glycosylation may have clinical implications because missense mutations of both Asn185 and Ans269 are present within the human population (gnomAD, https://gnomad.broadinstitute.org/).

There are also significant gaps in our understanding of the intracellular trafficking of Perforin-2. Although it has been shown that ubiquitination of Perforin-2’s cytosolic tail drives trafficking (19), the mechanism(s) of intracellular trafficking and delivery to the phagosome is largely unknown. Likewise, the linkage between PAMP/TLR signaling and ubiquitination is unclear. This may involve the activation of a kinase that phosphorylates the cytosolic tail of Perforin-2 prior to CRL-dependent ubiquitination. However, this upstream pathway remains in the realm of the hypothetical.

Perforin-2 may also require proteolytic processing to release it from its transmembrane domain and facilitate subsequent polymerization. Indeed Perforin-2 fragments have been observed after cellular infection (15). Perhaps the cleavage products are relevant to polymerization and pore formation. Alternatively, they may be mechanistically insignificant degradation products. Although it is not yet known which of these two scenarios is correct, we and others suspect that tethering to a vacuolar membrane is inhibitory; preventing polymerization (20, 104, 105). In our “safety tether” hypothesis Perforin-2 is maintained as a monomer as long as it exists as a Type I transmembrane protein. However we also note that there is evidence for Perforin-2 dependent autolysis under certain circumstances. For example, Eckhard Podack used negative stain transmission electron microscopy to image apparent Perforin-2 polymers with membrane preparations of HEK-293 cells engineered to overexpress Perforin-2-GFP (15). Of potential relevance to our safety tether hypothesis, Perforin-2 polymers were only observed after partial trypsin digest. Polymers were not observed with undigested preparations. More recently Hung et al. have shown that Perforin-2 is required for the release of IL-33 from dendritic cells (106). Because IL-33 lacks a signal peptide, the authors propose that Perforin-2 forms pores in the plasma membrane to release cytosolic IL-33. Although the supporting data is quite convincing, the study raises many mechanistic questions. For example, does Perforin-2 attack the plasma membrane from the exterior or interior of the cell? In either case does pore formation involve proteolytic cleavage and/or low pH? In addition there is no known mechanism for the selective gating of Perforin-2 pores. Therefore, it seems likely that IL-33 secreting dendritic cells would also release a plethora of cytosolic molecules. Is Perforin-2 autolysis ultimately lethal or is autolysis somehow mitigated to prevent lethality? Addressing these and other questions will provide greater understanding of Perforin-2 functionality and may also identify novel clinical avenues that could be used to treat diseases associated with Perforin-2 deficiencies.

Although Perforin-2 research has made considerable progress from the perspective of the host, less is known about pathogen strategies to survive Perforin-2. To date, Cifs are the only class of anti-Perforin-2 effectors to be discovered. Given the persistence of Perforin-2 throughout diverse organisms, it is reasonable to expect that many other pathogenic countermeasures remain undiscovered. With sufficient interest progress in this area is possible and particularly suited to unbiased screens such as Tn-Seq. Once a candidate anti-Perforin-2 effector is identified, it can be thought of as a molecular probe that can elucidate the cellular and molecular mechanisms of Perforin-2 dependent killing. Of course, more passive survival strategies — such as alteration of the bacterial envelope or cell wall — are also possible. Despite numerous unknowns, it is clear that this field is poised for expansion and discovery.
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- Systemic sclerosis wound infection (68)
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Summary of the information currently known about Perforin and Perforin-2 expression by
cutaneous GD T cells. Listed are the location of the Perforins within the cell, functions
of the Perforins in GD T cells, Perforin stimulatory and inhibitory factors, and the role of
Perforins in cutaneous diseases.
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