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Editorial on the Research Topic
Biogeochemical Consequences of Climate-Driven Changes in the Arctic

INTRODUCTION
The Arctic Ocean is warming at an unprecedented rate, leading to the loss of multi-year sea ice, and changes to stratification and ocean circulation patterns (Polyakov et al., 2017; Lind et al., 2018; Stroeve and Notz 2018). Increased discharge of freshwater (McClelland et al., 2006) and terrestrial organic matter into Arctic coastal water (Parmentier et al., 2017) further influence the timing of natural cycles. The ecological consequences of these changes manifest in adjusted primary productivity cycles (Lewis et al., 2020), alterations in the quality and quantity of organic matter reaching the seafloor (Krajewska et al., 2017; Stevenson and Abbott 2019; Olivier et al., 2020), benthic biogeochemical cycles (MacDonald et al., 2015; Solan et al., 2020) and the food-web (Yunda-Guarin et al., 2020). Mechanistic understanding of these processes requires continual revision, and in this research topic, we report new findings and emerging insights about how Arctic biogeochemical processes are responding to climate change and altering system dynamics. The contributions received present nuanced perspectives on the role of spatial and temporal variability, the connectivity between terrestrial and marine systems, the context dependency of organic matter degradation, and they highlight some emerging ecological consequences from a range of Arctic locations.
Spatial and Temporal Influences on Biogeochemistry
As sea ice melts, areas of once permanent sea ice are now shifting to seasonal sea ice zones, with concomitant changes in light availability, upper-ocean mixing, and community structure. In this issue, Matthes et al. document the spatial variability of UV and PAR transmission through melting sea ice and conclude that spatial averages in transmission are more representative than single point irradiance measurements used for estimating nutrient availability and, by inference, primary production. Marmillot et al. exploit spatial variations in physiochemical seawater properties to explore its relationship with lipid and fatty acid distributions, and highlight the importance of long-lived subsurface chlorophyll maximum layers in supplying PUFA-rich POM to the food web. Using biogeochemical modelling, Benkort et al. include a sea-ice component for the Barents Sea, which links the dynamics of the sea-ice, pelagic and benthic environments. Their findings indicate the important role of sea-ice algae in influencing the timing and amplitude of pelagic primary and secondary production, and in seeding pelagic diatoms.
Terrestrial–Marine Connectivity
The Arctic Ocean is surrounded by the northernmost regions of the American and Eurasian continents where glaciers and permafrost are decreasing in areal extent (Chadburn et al., 2017). The Arctic basin is unique in that it holds less than 2% of the ocean’s volume but receives 10% of global riverine discharge and, therefore, processes occurring in Arctic rivers can have disproportionate consequences for biogeochemical cycling across the wider Arctic Ocean (Holmes et al., 2012). As climate forcing progresses, increases in riverine discharge associated with increases in precipitation and permafrost thaw emphasize land–ocean connectivity. McGovern et al. describe the effects of increased terrestrial riverine input on a fjordal system in Svalbard, and highlight the need for detailed and high resolution sampling to explore biogeochemical and ecological responses over time. Similarly, Juhls et al. describe the dynamics of the Lena River biogeochemistry. Using an unprecedented high temporal frequency of samples, they reveal seasonal changes in the composition and sources of dissolved organic matter (DOM). These new data indicate a shift in subsurface DOM properties towards older sources which are mobilized from within deeper soil horizons and permafrost deposits, raising concerns about positive climatic feedbacks.
Effects of Changing Biogeochemistry on the Ecosystem
Changes to biogeochemical properties in the Arctic can also influence the broader ecosystem, although the mechanistic basis of many of these linkages are poorly understood, and do not always follow expected patterns. O’Daly et al. measure sinking particulate organic carbon during a particularly ice free and warm summer in the Pacific-influenced Arctic. Contrary to expectations, they find high carbon fluxes which suggest the potential for high productivity in a warming Arctic ocean. Meanwhile, using a mesocosm study, Reed et al. investigate the reproductive response of abundant benthic invertebrates to projected temperature and CO2 concentrations. They show no change in oocyte size frequency, and suggest that the quantity and quality of food, often available ad libitum in laboratory experiments, is likely to be an important determinant of physiological responses to projected environmental change.
Organic Matter Degradation
The characteristics and degradability of organic matter has important implications for climate. Jongejans et al. describe the organic matter characteristics in a thermokarst lake in Siberia and postulate on the ecological landscape through time while exploring the degradation of organic matter through permafrost thaw. They find that the organic carbon inventory of thawed permafrost reflects poor deposition, partial mobilization and release as methane from the lake, while the frozen elements of the permafrost indicate that the input signal of the organic matter still exceeds the degradation signal from thaw underneath. Their study indicates that changes in environmental circumstance can have substantive effects on organic matter retention and release. Indeed, Saidi-Mehrabad et al. considers whether or not climatic-induced transitions in state could occur in Arctic regions by examining how soil chemical and microbial parameters operate across the Pleistocene–Holocene boundary. As modern cold-adapted systems near a climatic threshold they conclude that cold soils could transition in ways similar to those seen across the Pleistocene–Holocene boundary with unknown ecosystem consequences.
CONCLUSION
Biogeochemical influences in the Arctic are often studied in the context of seasonality and climate forcing. However, it is now becoming clear that a greater understanding of the temporal influences in biogeochemistry overshadow our knowledge of spatial variations, which may constrain efforts to project regional responses to climate forcing. Previous work has emphasized the importance of primary productivity in controlling Arctic biogeochemistry, but as shown throughout the contributions in this thematic issue, multiple components of the system, from sea ice to seafloor, can have a substantive role in determining system response. It will be important to incorporate this knowledge to identify thresholds and feedbacks, vulnerabilities and surprises, and to improve projections of biogeochemical and wider ecosystem responses to climate change.
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The transmission of ultraviolet (UVR) and photosynthetically available radiation (PAR) through sea ice is a key factor controlling under-ice phytoplankton growth in seasonally ice-covered waters. The increase toward sufficient light levels for positive net photosynthesis occurs concurrently with the sea ice melt progression in late spring when ice surface conditions shift from a relatively homogeneous high-albedo snow cover to a less reflective mosaic of bare ice and melt ponds. Here, we present a detailed dataset on the spatial and temporal progression of transmitted UVR and PAR in relation to changing quantities of snow, sea ice and melt ponds. Data were collected with a remotely operated vehicle (ROV) during the GreenEdge landfast sea ice campaign in June–July 2016 in southwestern Baffin Bay. Over the course of melt progression, there was a 10-fold increase in spatially averaged UVR and PAR transmission through the sea ice cover, reaching a maximum transmission of 31% for PAR, 7% for UVB, and 26% for UVA radiation. The depth under the sea ice experiencing spatial variability in light levels due to the influence of surface heterogeneity in snow, white ice and melt pond distributions increased from 7 ± 4 to 20 ± 6 m over our study. Phytoplankton drifting in under-ice surface waters were thus exposed to variations in PAR availability of up to 43%, highlighting the importance to account for spatial heterogeneity in light transmission through melting sea ice. Consequently, we demonstrate that spatial averages of PAR transmission provided more representative light availability estimates to explain under-ice bloom progression relative to single point irradiance measurements during the sea ice melt season. Encouragingly, the strong dichotomy between white ice and melt pond PAR transmittance and surface albedo permitted a very good estimate of spatially averaged light transmission from drone imagery of the surface and point transmittance measurements beneath different ice surface types.

Keywords: Arctic sea ice, radiative transfer, PAR, UVR, transmittance, spatial variability, ROV, under-ice phytoplankton bloom


INTRODUCTION

In the Arctic Ocean, under-ice phytoplankton blooms can contribute significantly to spring primary production and have been documented more frequently in the last decades (e.g., Fortier et al., 2002; Mundy et al., 2009; Arrigo et al., 2014; Assmy et al., 2017; Oziel et al., 2019). During spring, surface nutrient concentrations tend to be replete and the presence of sea ice and meltwater create a low turbulence that favor the growth of diatoms (Arrigo et al., 2014; Neeley et al., 2018; Oziel et al., 2019) and the colonial haptophyte Phaeocystis pouchetti (Assmy et al., 2017). The onset of under-ice phytoplankton production is largely triggered by the seasonal increase in transmission of photosynthetically active radiation (PAR, 400–700 nm) through the ice layer to sufficient levels for positive net photosynthesis (Mundy et al., 2014). A study by Horvat et al. (2017) demonstrated that nearly 30% of the ice-covered Arctic Ocean in July permits PAR levels that are sufficient for under-ice algal blooms. However, in situ optical measurements beneath the sea ice cover are difficult due to spatial heterogeneity in light propagation caused by differences in snow depth, melt pond coverage, melt pond geometry and depth, ice thickness, and the horizontal distribution of light absorbing ice impurities (Ehn et al., 2008, 2011; Katlein et al., 2015; Light et al., 2015; Lu et al., 2016; Horvat et al., 2020).

Sea ice albedo has been widely studied showing that the decrease in light reflection is not a steady process (Fetterer and Untersteiner, 1998; Ehn et al., 2011; Perovich and Polashenski, 2012; Landy et al., 2014; Diaz et al., 2018). Snow melt and an impermeable ice layer cause surface flooding and thus a rapid decrease in the surface albedo. As melt progresses, the trapped water begins to drain toward flaws and seal breathing holes resulting in a short-term increase in regional albedo due to the emerging white ice (drained bare surface ice layer). In the last stage of melt, surface albedo further decreases with the thinning white ice layer and ice cover until ice break-up. During this surface melt progression, the initiation of melt pond formation is associated with the strongest increase in light levels at the ice bottom (Nicolaus et al., 2012; Zhang et al., 2015). However, the intensified differences in light transmittance through ponded vs. white ice combined with the lateral spreading of radiation within the ice layer create a more complex underwater light field (Frey et al., 2011; Katlein et al., 2016; Massicotte et al., 2018; Matthes et al., 2019). As shown in these studies studying the under-ice light field, vertical radiation transfer can be influenced by higher light transmittance through more transparent near-by structures causing edge effects at the ice bottom and subsurface irradiance maxima. This light attenuation discrepancy affects point measurements of light transmittance under the ice with different surface types and makes regional estimates of under-ice PAR availability for marine primary production estimates difficult. Optical measurements beneath a depth of 5 to 15 m are less affected by spatially heterogenous light transmission due to a more downward directed light propagation, which is only dependent on absorption and scattering processes within the water column (Frey et al., 2011; Katlein et al., 2015; Matthes et al., 2019). Thought from a surface perspective, Perovich (2005) defined this spatial scale of minimal variation in the propagation of solar radiation as the aggregate scale. Following this definition, the depth of spatially transmitted light independence on surface conditions is hereinafter called the “aggregate-scale depth” of light transmission. Knowledge about the impact of the surface melt progression on this depth is still limited.

To capture regional variability of light transmission through sea ice and the underlying water column, remotely operated vehicles (ROVs) equipped with different sensor arrays are more frequently used. ROVs were deployed to perform large-scale irradiance measurements beneath landfast sea ice and moving pack ice in the Arctic Ocean (Nicolaus and Katlein, 2013; Katlein et al., 2015, 2019), West Greenlandic fjord (Lund-Hansen et al., 2018), and in the Weddell Sea (Arndt et al., 2017). The minimized disturbance caused by ROV-based measurements compared to traditional core-based point-sampling methods also enables repeated operations within the same area throughout the melt season (Nicolaus et al., 2012). These measurements can be used to calculate regional estimates of under-ice PAR levels, which are needed in the investigation of the timing of under-ice phytoplankton growth. Large-scale sea-ice coverage sampling also minimizes statistical errors in primary production estimates caused by spatially heterogeneous light propagation (Massicotte et al., 2019). Hence, spatially averaged light transmission could represent a better estimate of light availability as phytoplankton cells often drift at a different rate and direction than that of the sea ice. This is particularly true for the case of a static landfast ice cover overlying a tide-influenced water column. Additionally, area-wide averages of light transmittance were found to cancel out edge effects caused by differences in ice surface reflection of melt ponds and white ice (Ehn et al., 2011; Taskjelle et al., 2017).

Meltwater transport and melt pond evolution at the ice surface has been described to undergo several stages throughout the sea ice spring-summer progression (Eicken et al., 2002; Polashenski et al., 2012; Landy et al., 2014). However, similar studies about the temporal increase in light transmission over the melt season are still sparse. In this paper, we hypothesize that the temporal increase in under-ice PAR and UVR levels follows the stages of melt pond evolution while the spatial heterogeneity of PAR and UVR transmission remains unchanged after the melt pond onset. We further hypothesize that including spatial heterogeneity of light transmission in the calculation of the euphotic zone depth will provide a more accurate estimate to help explain processes influencing development of an under-ice phytoplankton bloom. To quantify the increase of spectral light transmission through sea ice as a function of melt processes, a remotely operated vehicle (ROV) equipped with hyperspectral radiometers was used in June–July 2016 in Southwestern Baffin Bay. Horizontal transects and vertical profiles were repeatedly performed beneath the ice cover with changing quantities of snow, ice, melt ponds and ice algae to calculate average PAR and UVR transmittance and to investigate the interaction of increasing under-ice PAR availability and the initiation of phytoplankton growth. Simultaneously, the impact of the varying ice surface conditions on the scale of spatial variability of surface albedo and light transmission and the aggregate-scale depth are examined.



MATERIALS AND METHODS


Sampling Site

As part of the GreenEdge project in 2016, measurements of spectral irradiance and environmental parameters were performed on level landfast first-year sea ice (67° 28.784′ N, 63° 47.372′ W) near Qikiqtarjuaq, Nunavut, Baffin Bay (Figure 1). An undisturbed area east of the ice camp was chosen to repeatedly measure light transmittance through sea ice transitioning from snow-covered to shallow melt ponds and white ice surface conditions between 6 June and 2 July. Snow melt onset had already begun prior to the commencement of our study with daytime air temperatures consistently exceeding 0°C on 3 June followed by melt pond formation on 15 June (Oziel et al., 2019). Sky conditions varied between cloudy with sunny intervals, fully overcast and long periods of fog causing a decrease in incident surface PAR in June compared to the previous month [Figure 2 in Oziel et al. (2019)].
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FIGURE 1. Location of the ice camp as part of the GreenEdge campaign in 2016 on landfast sea ice near Qikiqtarjuaq, Southern Baffin Island, NU, Canada (MODIS image, 13 June 2016).




Optical Measurements

Incoming solar irradiance at the sea ice surface, Ed(λ,0), was measured with a visible (VIS) hyperspectral radiometer (wavelength range 350–950 nm with 3.3 nm resolution over 256 channels) and a 4-channel multispectral ultraviolet (UV) radiometer (305, 325, 340, 379 nm; Satlantic HyperOCR and OCR-504 UV, respectively, Sea-Bird Scientific, United States), both with cosine collector and mounted on a tripod 1.5 m above the ice surface. Surface albedo measurements were made with a separate hyperspectral radiometer (wavelength range 320–950 nm with 3.3 nm resolution over 190 channels; Ramses-ACC, TriOS GmbH, Germany) after the under-ice light sampling. Spectral albedo, α(λ), was calculated as the ratio of five measurements of downwelling, Ed(λ,0), and upwelling, Eu(λ,0), surface irradiance measured 1 m above the ice surface:

[image: image]

Downwelling under-ice irradiance at 2 m water depth, Ed(λ,2), was measured using a remotely operated vehicle (ROV; SeaBotix vLBV300, United States), connected to a surface control unit through a tether cable of 300 m length (Supplementary Figure S1). The ROV was equipped with matching VIS and multispectral UV surface radiometers but calibrated for underwater deployment. All sensors were triggered synchronously, and light data was binned to one measurement per second. Also attached to the ROV was a CTD probe (SBE 49 FastCAT, Seabird, United States), an altimeter (resolution: 1 mm, VA500, Valeport, United States) to measure the distance between the vehicle and the ice bottom and a 360 degree action camera (PIXPRO SP360, Kodak, United States) to record ice bottom features. The ROV was launched and recovered through ∼1 m2 holes and moved along horizontal transects by six thrusters at an average speed of 0.5 m s–1. The average sinking speed for vertical profiles was 0.2 m s–1. An integrated camera system at the front and back of the ROV enabled under-ice navigation along guiding lines. Prior to the field deployment, the weight distribution of ROV attachments were balanced, such that the internally measured pitch and roll of the vehicle never exceeded 7° during under-ice deployments.

To increase the spatial and temporal coverage of sampling, two transects areas were designated as shown in Figure 2. The change in spectral light transmission overtime was measured continuously along one 150-m long horizontal transect, called non-destructive (ND) transect, at a water depth of 2 m. No destructive sampling occurred along the ND transect to guarantee an undisturbed ice surface melt progression throughout the sampling period. However, the first 20 m of the transect distance was not used in the data analysis to avoid artificial disturbances of the ice cover caused by the access hole and the ROV set-up procedures. To calculate spectral light transmittance, T(λ), surface and under-ice irradiance in the UV and visible spectrum were measured simultaneously during the ROV deployment. Also, along the same transect vertical profiles to a water depth of 50 m were performed at 50, 100, and 150 m distance from the access hole. To navigate the ROV consistently along the transect beneath the fully consolidated ice cover, a clear nylon fishing line was stretched taut beneath the ice through holes at the start and end of the transect and secured using ice screws. Additionally, every 10 m of the line was marked to provide a reference distance for the recorded light data. In total, the ND transect was measured eight times over four weeks. Ice draft, hI, was measured during each deployment via the ROV altimeter (mounted level with the radiometers) as the difference between the ROV depth (via the ROV CTD that was level with the radiometers) and its distance to the sea ice bottom (Supplementary Figure S1). Drilling through the sea ice cover to measure ice thickness was not performed to avoid artificial draining of the sampling area.
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FIGURE 2. Schematic sampling set-up of under-ice ROV measurements and ice surface measurements in the two (non-destructive, destructive) transect areas.


At a near-by site, identical under-ice horizontal transects, and vertical profiles were performed to study the spatial variability in light transmission caused by the differences in sea ice surface properties. Along these destructive (D) transects, every ROV deployment was followed by surface measurements. Surface properties such as snow depth, hS, melt pond depth, hMP, and the height of drained white ice above melt pond surface, hBI, were measured with a ruler every 5 m of the D transect and after the eighth and final ROV deployment along the ND transect. Surface albedo measurements were performed every 10 m when the ice was still snow-covered. After melt ponds had formed, albedo was measured at nine locations along the transect above varying ice surface structures. In total, seven D transects were performed throughout the sampling period with varying snow depth and melt pond coverage.

Changes in surface properties and melt pond coverage within both transect areas were also documented through aerial drone (Phantom 2 Vision +, United States) surveys 90 m above the ice surface. Drone images were used to retrieve information on variability of surface brightness as proxy for surface albedo along the vehicle track. Following the procedure described in Katlein et al. (2015), pixel brightness was derived from the three RGB channels of the attached camera. The intensities of the R, G, and B channels were divided by the maximum value of 255 to gain pixel brightness from a single image of each transect. Brightness values between 0 and 1 were used in the semi-variogram analysis of the spatial variability of surface albedo.



Data Analysis

To estimate length-weighted average albedo, [image: image], for the transect area, four replicates were measured for each surface type. Following Perovich (2005), [image: image] was calculated for each transect with known melt pond coverage as

[image: image]

where α is the albedo and A is the area fraction for snow (S), white ice (WI) and melt ponds (MP). Under-ice irradiance data was pre-processed with the radiometers’ software ProSoft (Satlantic, United States) to perform dark corrections and immersion correction for all under-ice light measurements due to the larger refractive index of water compared to air. Recorded spectra between 320 and 700 nm were also interpolated to 1-nm steps and converted into quantum irradiance (μmol photons m–2 s–1), which is more relevant for biological studies. Irradiance in the UVB spectrum was not interpolated due to the measurement of a single wavelength (305 nm). Based on the ROV speed, the horizontal resolution of Ed(λ, 2) was between 1 and 2 m, while vertical profiles of Ed(λ,z) were calculated at 0.2-m steps from 1.6 to 50 m using linear interpolation. Spectral and PAR transmittance,T(λ)and T(PAR), respectively, as well as the diffuse vertical attenuation coefficient for downwelling irradiance, Kd(PAR), were calculated as described in Matthes et al. (2019). The vertical attenuation coefficient was calculated as the average of three vertical profiles along each horizontal transect. However, only irradiance spectra from 15 to 50 m were included to avoid the impact of variable light transmission through different surface types of the sea ice cover (Matthes et al., 2019). In order to calculate T(PAR) at the ice/water interface, Kd(PAR) was also used to extrapolate the transmittance data from 2 m water depth to the ice bottom following Ehn et al. (2011). Measured transmittance in the UV spectrum has not been corrected for light attenuation in the water due to irradiance values near the detection limit resulting in uncertainties in the calculation of Kd(UVR). Mean transmittance, [image: image], was calculated for each horizontal transect as the average of 164 to 1161 coincident measurements of surface and transmitted irradiance spectra. Additionally, to compare methods of calculating mean PAR transmittance of an area, length-weighted average transmittance, [image: image], was calculated for each D transect following Taskjelle et al. (2017)
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where LP and LWI are the length of the transect covered by melt ponds or white ice, respectively, and TP and TWI are the corresponding PAR transmittances at four melt ponds and four white ice sites along the transect.

The impact of varying ice surface conditions on the aggregate scale depth was investigated by plotting change in standard deviation, SD, of the three PAR measurements at each depth of the vertical profiles of each sampling day. A difference in SD below the threshold of ± 1 μmol photons m–2 s–1 was chosen to identify the depth at which the under-ice light field is no longer influenced by spatial differences in light transmission through the ice cover. Repeated irradiance measurements along the ND transect and drone pictures of the same area also enabled a spatial analysis of the change in the scale of variability in surface brightness and PAR transmittance over time. Semi-variogram statistics of these two parameters provided information about the spatial distance (lag) between the first and the next measurement that is no longer correlated with the first measurement. To investigate the length scales of spatial variability the data set, a least square fit of exponential (surface brightness) or gaussian (transmittance) theoretical variograms were used to obtain range values. The range describes the lag distance at which the model reaches 95% of the estimated semi-variance (sill) and thus measurements are spatially independent. Significant changes in the range of surface brightness, a proxy for surface albedo, and PAR transmittance were investigated using linear regression.




RESULTS


Sea Ice Conditions

In June 2016, under-ice irradiance measurements commenced just after snow melt onset (Figure 3A). Melt water became visible at the ice surface on 15 June (Figure 3B), and field observations showed that the snow cover turned into large melt grain clusters. A rain event on 22 June contributed to a rapidly flooded ice surface (Figure 3C). After the rain event, air temperatures decreased leading to snowfall, freezing surface water during the night and a decline in the rate of surface melt. By 27 June, large, but shallow melt ponds had formed that were separated by an elevated and drained white ice surface cover as shown for 30 June in Figure 3D. Increased ice surface drainage led to shrinking melt pond sizes and more prominent white ice coverage in the following days (Figure 3E).
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FIGURE 3. Areal images of sea ice surface conditions along the sampling transects on (A) 8 June, (B) 20 June, (C) 22 June, (D) 30 June, and (E) 2 July, 2016. The ROV under-ice ND transect is indicated by the purple dashed line.


Snow depth ± standard deviation decreased from 30.1 ± 6.9 cm to 6.5 ± 3.8 cm within the first sampling week leading up to the melt pond onset on 15 June (Figure 4A). The initial snow cover was characterized by a high water content forming a 7.3 ± 6.1 cm thick layer of slush at its basis on 9 June. Aerial drone surveys of the D transect showed that melt pond coverage increased from 1.7% on 16 June to a maximum of 52.5% on 22 June (Figure 4A). In the following days, melt pond coverage decreased gradually from 26.5% on 30 June to 16.8% on 2 July.
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FIGURE 4. Time series of spatially averaged (A) snow depth (purple circles, standard deviation error bars), ice draft (black squares), melt pond coverage (red diamonds), and averaged (B) surface water salinity (blue squares), surface water temperature (orange squares), and freezing temperature of seawater for each transect at 2.4-m depth over the sampling period. Images of the ice bottom were taken at 2 m on (C) 6 June, and (D) 30 June 2016. Melt pond coverage for the transect area is highlighted for D transects (empty diamonds) and ND transect (filled diamonds) after the melt pond onset (dotted line). The shaded area highlights the difference between water and freezing temperature.


Ice draft decreased over the sampling period from average values of 1.47 ± 0.08 m to 1.24 ± 0.13 m along the ND transect (Figure 4A). An average freeboard of 0.09 ± 0.03 m was measured at a near-by area and was within the stated standard deviation of the ice draft along the ROV transects. Temperature and salinity, measured at 2.4 m water depth and averaged for each horizontal ROV transect, shows the seasonal increase in heat content (departure from freezing temperature) and melt water content (Figure 4B). Up to 13 June, measured surface water salinity and temperature remained nearly constant at 32.2 and −1.7°C, respectively. After melt pond onset salinity decreased to 31.7, while the difference between the freezing temperature of seawater at −1.7°C and the surface water temperature at −1.3°C on 2 July increased suggesting a larger energy input associated with solar radiative heating. This warming of the upper water column coincides with an alteration in sea ice bottom topography. Under-ice images taken on 6 June showed a smooth ice bottom with a brown coloration indicating the presence of ice algae and dark aggregates caught in small drainage holes (Figure 4C and Supplementary Video S1). By the beginning of July, the ice bottom appeared smoother, with larger holes and domes, and without a visible bottom coloration (Figure 4D).



PAR and UVR Above and Below Sea Ice Cover

Due to clear sky conditions, incoming radiation was highest in the first half of June (Table 1). The second half of June was characterized by several fog events and an increasing cloud cover, which created a diffuse surface light field and reduced surface Ed(UVA,PAR,0) until the cloud cover decreased again in the beginning of July. Daily incident radiation in the UVB spectrum, Ed(305nm,0), reached values between 1–3 mmol photons m–2 d–1 throughout the sampling period. Transmitted UVR and PAR increased with surface melt and varied along each transect (Table 1). This spatial variability further increased with the formation of melt ponds at the ice surface. Only at this late melt stage was a very low Ed(305nm,2) of 0.003 μmol photons m–2 s–1 actually measured at 2 m water depth. In the water column, diffuse vertical attenuation of PAR increased in late June, which was accompanied by an observed decrease in visibility of the guiding lines.


TABLE 1. Mean and standard deviation (SD) of incoming UVR and PAR at the sea ice surface, Ed(0), and at 2 m water depth, Ed(2), the daily incident UVR and PAR, and the mean vertical diffuse attenuation coefficient, Kd(PAR), for four days in 2016.
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Change in Light Transmission With Surface Melt Progression

Measured surface PAR albedo as well as transmittance of PAR and four wavelengths in the UV spectrum are shown over the sampling period in Figure 5. Concurrently with the development of melt ponds, calculated length-weighted [image: image] declined from 0.91 for snow-covered ice, to 0.58 after melt pond onset on 15 June (Figure 5A). As surface melt progressed, albedo variability increased until distinct melt ponds had formed. From 22 June onward, [image: image] stayed relatively consistent between 0.47 and 0.53. Drone images also revealed that the prevailing landfast ice cover compromised a mosaic of smaller and larger ice floes that were frozen together (Supplementary Figure S2). This structural component had an impact on the color of melt ponds by creating brighter and darker ponds and thus causing a large range of melt pond albedo from 0.21 to 0.44.
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FIGURE 5. Time series of (A) length-weighted mean PAR surface albedo, (B) PAR transmittance at the sea ice bottom, and (C) UVR transmittance for four wavelengths (305, 325, 340, 379 nm) at 2-m depth over the sampling period. Boxplots of PAR transmittance show median (black bar), mean (black cross), length-weighted mean (red cross) and the 25% and 75% quartiles of measurements along each D transect (gray) and the ND transect (white). Whisker length correspond to ±2.7σ, outliers are shown as blue dots. The beginning of melt stages (I – III) is highlighted as dotted lines.


Measured T(PAR) and T(UVR) at the ice bottom are presented as boxplots to display the variability of transmittance along the horizontal transect for each day (Figures 5B,C). With the shift in surface conditions from a highly reflective snow cover to a less reflective mosaic of bare ice and melt ponds, light transmission through the ice cover increased by a factor of 30. However, a continuous increase was only observed in the second and third week of June before mean PAR transmittance, [image: image], leveled off to an average of 0.23 ± 0.05 (Figure 5B). The observed seasonal progression of light transmittance was split into three stages defined by the state of ice surface melt and the corresponding change in the magnitude and spatial variability of light transmittance:


Stage I Prior to Melt Pond Onset on 15 June

Only 0.02 ± 0.01 of incoming PAR was transmitted through the snow-covered ice and spatial variability of light transmission did not change noticeably.



Stage II From 15 to 22 June

Once melt water became visible in large stretches at the ice surface, [image: image] increased by an order of magnitude to 0.31 on 22 June, while under-ice irradiance became increasingly variable.



Stage III From 23 June to 2 July

A short snowfall event followed by an enhanced surface melt resulted in discrete areas of white ice and melt pond, defining stage III. PAR transmittance and its spatial variability did not increase further during this stage. In fact, [image: image] measured along the ND transect decreased from 0.23 to 0.16.

The observed large drop in [image: image] measured along the ND transect on 28 June was attributed to the snowfall event. Unfortunately, surface albedo was not measured that day. Repeated measurements along this transects also showed more pronounced transmittance peaks beneath melt ponds while PAR transmittance below white ice became less variable over time (Supplementary Figure S3). These high transmittance values of discrete surface ponds became pronounced as outliers in the boxplots after the surface flooding in stage III. The larger areas of white ice transmitting less PAR compared to ponded ice also resulted in a skewed distribution and the median to be less than the calculated mean for most of the days within stage III. On the last sampling day, the variability in measured under-ice PAR levels decreased while [image: image] remained unchanged at 0.20. As shown in the aerial drone image of the sampling area on 2 July (Figure 4E), more white ice had emerged at the surface due to ongoing drainage of melt ponds, leading to a drop in the melt pond coverage and a more uniform sea ice surface. It should be noted that the proposed stages of changes in [image: image] are different from the stages of melt pond evolution described elsewhere (Eicken et al., 2002).

For the comparison of measured mean PAR transmittance and length-weighted average transmittance, [image: image] was calculated for all D transects. To do so, T(PAR) values of 0.16 to 0.24 beneath white ice and 0.25 to 0.40 beneath ponded ice, measured along four destructive transects, were used. As shown in Figure 5B, [image: image] and [image: image] were not significantly different (t(12) = 0.005, p = 0.996) over the sampling period.

The increase in the transmission of one wavelength (305 nm) in the UVB spectrum and three wavelengths (325, 340, and 379 nm) in the UVA spectrum at 2 m is shown for all transects over the sampling period (Figure 5C). Beneath snow-covered sea ice in stage I, [image: image], ranged from 0.01 to 0.02, while UVB radiation was not detectable. It is noted that surface and transmitted irradiance were integrated over the UVA wavelength spectrum (320–400 nm) prior to estimating [image: image]. With melt pond onset, [image: image] increased to 0.26 by the end of stage II on 22 June. Also, UVB radiation was detectable beneath the ice cover with a [image: image] of 0.01. In stage III, transmission of UVA radiation did not increase further, displaying a mean of 0.21 ± 0.05 for D and ND transects. However, [image: image] was on average greater during stage III than stage II, reaching a mean value of 0.07 ± 0.06. During stage III, UVR transmittance remained relatively consistent, while the variability in measured under-ice UVR levels decreased. Furthermore, UVR transmission through melt ponds was twice as high than through white ice. TWI(305nm) and TMP(305nm) ranged from 0.03 to 0.08 and 0.11 to 0.14, respectively. Differences in the transmission of UVA radiation through the two surface types were less pronounced with a TWI(UVA) and TMP(UVA) between 0.16 and 0.24 and 0.22 and 0.35, respectively.

To compare measured transmittance of UVR and PAR at 2 m water depth, boxplots and the spectral shape in the 400 to 700 nm range of three sampling days (11 June, 23 June, 2 July 2016), representing different ice surface types, are shown in Figure 6. For all presented days, [image: image] was smaller than [image: image] due to a pronounced decrease in transmittance in the 600 to 700 nm wavelength spectrum. Differences between calculated transmittance were smallest beneath snow-covered sea ice with [image: image] and [image: image] of 0.2 on 11 June. During stage I, the edges ofT(λ) were much steeper with a transmittance peak at 512 nm. With melt pond formation, [image: image] exceeded [image: image] increasingly, while the transmittance peak of the T(λ) spectrum shifted toward the blue spectrum at 481 nm during stages II and III.
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FIGURE 6. Measured transmittance of UVR (305, 325, 340, 379 nm) and PAR along ND transect at 2-m depth on (A) 11 June, (B) 23 June, and (C) 2 July 2016. Boxplots of UVR and PAR transmittance show median (black bar), mean (cross) and the 25% and 75% quartiles of measurements along each transect. Whisker length correspond to ± 2.7σ, outliers are shown as blue dots. Spectral irradiance in the PAR spectrum is shown for all single measurements (shaded area) along the same ND transect, and as median (black line), mean (red line), 25th/75th percentiles (dashed line) and 5th/95th percentile (dotted line).





Spatial Variability of PAR Propagation

The change in spatial variability of ice surface brightness, as a proxy for variability of (PAR), andT(PAR) at the ice bottom was investigated using semi-variances calculated for lag distances over the collected dataset (Supplementary Figure S4). Variograms of surface brightness were computed for eight horizontal transects of which aerial drone images were taken, while variograms of T(PAR) were calculated for twelve horizontal transects (Supplementary Table S1). The change in variogram range of variability in surface brightness did not follow any trend during the surface melt progression (R2 = 0.35, p = 0.15). The computed mean range throughout the sampling period was 3.9 ± 1.8 m and matched well the observed length of melt ponds between 3.7 and 4.4 m along the transects. Similar to surface brightness, no temporal trend was observed in the spatial variability of T(PAR) (R2 = 0.07, p = 0.47). However, variability in calculated length scales of T(PAR) was greater, varying between 3.9 and 7.4 m with a mean of 5.4 m.



Aggregate-Scale Depth of Light Transmission

During stage I, the ice surface was still characterized by a snow cover, such that only a small portion of the incident PAR was transmitted to the underlying water column (Figure 6A). Vertical PAR profiles were no longer influenced by differences in surface light transmission at relatively shallow water depths between 2.0 and 13.8 m (Figure 7). The influence of surface snow and melt pond distribution on the aggregate-scale depth of light transmission increased after the melt pond onset. With the occurrence of melt water at the ice surface during stage II and the formation of a more heterogenous sea ice surface during stage III, the aggregate-scale depth increased to between 14.4 and 29.0 m. This large change in depth was associated with the enhanced differences in transmittance of ponded vs. white ice. A linear regression analysis of the relationship between the aggregate scale depth and several parameters such as [image: image], melt pond coverage (%), [image: image] and the mean CV of [image: image] revealed only a significant negative trend of the aggregate-scale depth with [image: image] (R2 = 0.64, p = 0.006). This trend was mainly driven by the large decrease in surface albedo with melt pond onset between 15 and 16 June, when we observed a steep increase in aggregate-scale depth from 8.2 to 22.6 m.
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FIGURE 7. Aggregate scale depth of PAR transmission beneath landfast sea ice over the melt season. The dotted line states the beginning of each melt stage (I–III).





DISCUSSION


Spatio-Temporal Variability of Light Transmission

Smooth first-year ice dominated the landfast ice study site. Our observations lacked features such as pressure ridges or leads. Variogram results revealed that the 130 m transect length was more than an order of magnitude greater than the ∼4 m and ∼5 m range of α(PAR) and T(PAR) transect observations, respectively, for the typical surface features. Therefore, our spatial light transmission analysis is believed to be representative of the light available beneath landfast sea ice. Interestingly, spatial continuity in both α(PAR) and T(PAR) did not follow any temporal trend, even though their averaged ranges matched well with surface features that developed during the melt progression. For example, the 3.9 m average range for surface reflection matched the average melt pond size, whereas the range of T(PAR) was slightly larger at 5.4 m. During stage I and II, snow drifts played an important role in the scale of variability in T(PAR) as ranges of spatial variability in snow distribution patterns on FYI were similar to those of T(PAR) (Iacozza and Barber, 1999). During stage III, observed melt ponds were small in the sampling area, so that measured [image: image] beneath ponds was affected by radiation propagating from the surrounding white ice patches with a mean length of 12.7 m and vice-versa (Ehn et al., 2011). Essentially, scattering by the snow and sea ice diffused the under-ice light field (Matthes et al., 2019), acting to smooth out spatial variability in light transmittance to a longer distance than that of surface melt pond size. Spatial autocorrelation analyses of PAR transmittance through mobile FYI determined even larger ranges between 7 and 30 m which were driven by variations in the ice draft originating from ridges and refrozen leads (Katlein et al., 2015; Lange et al., 2017). In our study, ice draft only varied by a few centimeters along the transect and thus it likely was not a significant factor in influencing the observed spatial variation in transmittance.

Overall, the variability of calculated PAR transmittance along the horizontal transects increased as discrepancy between surface characteristics (ponded vs. white ice) increased (Figure 5B). To investigate the relative change in variation of PAR transmittance over time, the coefficient of variation, CV (%), as the ratio of standard deviation and mean was calculated for each transect and averaged for the three melt stages. In stage I, CV of 34 ± 3% was smallest within the sampling period which is related to the small variability in snow depth and the overall low light levels at the ice bottom. The spatial variability increased with the ablation of snow and the exposure of large stretches of less reflective surface melt water. This caused a 15-fold increase in [image: image] and a mean CV of 40 ± 11% in stage II and a mean CV of 43 ± 14% in stage III. However, mean CV was not significantly different between the melt stages (F2,11 = 0.876, p = 0.444).

Prior to melt pond onset during stage I of the seasonal progression of light transmittance, measured snow depth and the corresponding low [image: image] were similar to other observations on landfast and mobile FYI in the Canadian Arctic (Iacozza and Barber, 1999; Campbell et al., 2015). From the melt pond onset on 15 June, wet patches on the ice surface increased, which led to a rapid increase in [image: image] until maximum transmittance values were reached during the largest spread of surface melt water on 22 June. Another study by Katlein et al. (2019) of the seasonal evolution of light transmission through mobile Arctic sea ice observed a similar increase of integrated [image: image](320–900nm) from 0.01 through melting snow-covered ice in June to 0.25 through ponded ice in August. Katlein et al. (2019) also note that spatial variability of [image: image](320–900nm) was highest after the melt pond onset. This widespread ponding in stage II due to the disappearance of snow matches as hypothesized the start of the ice ablation season described elsewhere (Eicken et al., 2002; Polashenski et al., 2012; Landy et al., 2014). In these studies, the second stage of melt pond evolution started with the complete removal of snow and an accelerated ice surface melt. Simultaneously, melt water flowed latterly toward flaws (cracks, seal breathing holes, enlarged brine drainage channels) in the ice surface while the ice was still impermeable. This led to a decrease in melt pond size and an increase in white ice patches and relates to our observed stage III of the seasonal progression of light transmittance. Also, the measured decrease in ice draft (Figure 4A), the visible change in ice bottom coloration in the ROV video footage (Figures 4C,D) and the change in shape of the transmitted PAR spectrum toward weaker attenuation at 400 and 700 nm (Figure 6) indicated a sloughing of bottom ice algae during stage I and II, which contributed to the increase in light transmission. To calculate the increase in [image: image] through this process,Ed(PAR) above the ice algae layer was calculated for 15 June 2016. Following Ehn and Mundy (2013), a Kd(PAR) of 10.45 m–1 was used for the ice algae layer that corresponds to the given chlorophyll a, chl a, concentration extracted from Oziel et al. (2019). Applying Lambert-Beer’s law, the loss of the ice algal layer caused an increase of 0.02 in [image: image] which corresponds to a 34% increase relative to [image: image] values during stage I, but much less relative to that of stages II and III. The increase in [image: image] of 0.2 due to snow melt was an order of magnitude higher. Thus, changes in the snow cover played a more important role in spatio-temporal variability of light transmission to the ice bottom compared to differences in ice algal biomass. Following the increased transmittance through the ice cover in stage II after melt pond onset was an observed rise in under-ice surface water temperature by ∼0.2°C (Figure 4B). A rapid temperature rise by ∼0.2°C was again observed in stage III concurrent with a rapid increase in phytoplankton biomass (Figure 8).
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FIGURE 8. Change in total chlorophyll a (Tchl a) concentration (green circles) integrated over 100-m water column (Massicotte et al., 2020), and in isolume depth (z0.415), extracted from Oziel et al. (2019, white squares), as well as calculated from mean PAR transmittance ([image: image], gray squares) and calculated from [image: image] and scalar irradiance using an inverse average cosine (μd) of 1.4 (blue squares) for each melt stage (I – III) at the ice camp site.


The rapid change in ice surface conditions and the resulting spatial and temporal variations in PAR transmittance through the sea ice underline the importance of continuous irradiance measurements throughout the melt season for the purpose of estimating light availability for under-ice primary production. Area-averaged PAR transmittance values account for increasing spatial variability during sea ice melt progression as also discussed in Massicotte et al. (2019), who investigated the relative error in primary production estimates when averaging a certain number of single-point under-ice light measurements at random locations. The relative error was observed to drop below 10% at 99 under-ice ROV light measurements (Table 3 in Massicotte et al., 2019). However, large scale measurements by autonomous or remotely operated vehicles are expensive and logistically challenging to deploy. Hence, length-weighted mean transmittance, [image: image], calculated from measurements beneath melt ponds and white ice combined with aerial surveys by more affordable drones (UAVs) has shown to provide an alternative (Ehn et al., 2011; Taskjelle et al., 2017). Chosen melt ponds and white ice areas for under-ice irradiance measurements should be also sufficiently large to avoid the influence of near-by surface types on the footprint of the deployed radiometer. Following equation (1) in Nicolaus et al. (2010) we calculated the irradiance sensor bottom-ice footprint size that should encapsulate 95% of incoming light measured at the sensor. We obtained a footprint range of 1 to 2 m for the corresponding range in sensor distance from the ice bottom of 0.4 to 0.8 m, as determined from the ROV-mounted altimeter. It is noted that this footprint size is likely a maximum as the equation assumes an isotropic light field, whereas Matthes et al. (2019) concluded that the under-ice light field is downward directed with a corresponding downwelling average cosine of 0.7. Regardless, with the size of melt pond and white ice patches ranging from 3.7 to 4.4 m and 7.4 to 18.0 m in our study, respectively, our ROV transmittance measurements at the center of these surface patches should not be significantly influenced by stray light from pond/ice edges. In conclusion, a lack of statistical difference between our estimates of [image: image] and [image: image] confirm the applicability of this UAV technique for future studies requiring characterization of spatial variability in light transmission estimates through smooth first-year sea ice. Satellite-derived melt pond fraction (Rösel and Kaleschke, 2011; Zege et al., 2015) and surface albedo (Scharien et al., 2007) from optical sensors would allow even further upscaling throughout the summer melt. Although, an application on mobile pack ice would need to include a quantitative assessment of ridges and refrozen leads to account for large variations in ice draft.



Impact of Sea Ice Surface Melt on Aggregate-Scale Depth

Photosynthetically available radiation availability in the upper, ice-covered water column can be estimated from incoming irradiance at the ice surface, the presented mean transmittance and the diffuse vertical attenuation coefficient, Kd(PAR). However, recorded vertical irradiance profiles to derive Kd are greatly influenced within the first meters by the previously discussed differences in light transmittance through the melting snow and ice cover (Frey et al., 2011; Massicotte et al., 2018; Matthes et al., 2019). Our results showed a deepening of the aggregate-scale depth with the formation of melt ponds. During stage I, a snow layer covered the landfast sea ice, causing light transmission to be more diffuse (Matthes et al., 2019) and small variations in the range of transmitted irradiance to the ice-water interface. The resultant mean depth at which spatial irradiance levels were no longer affected by surface variability was 7 ± 4 m. After the formation of melt pond in stage II, spatial heterogeneity of [image: image] and thus the mean aggregate-scale depth increased to 20 ± 6 m. Our observations were in the same range of those reported elsewhere that fall between 5 and 15 m beneath melt pond-covered ice (Frey et al., 2011; Katlein et al., 2015; Matthes et al., 2019).

A correlation between the change in the aggregate-scale depth and sea ice surface properties as well as PAR transmittance was not identified. However, once an under-ice phytoplankton bloom develops, the scattering by phytoplankton may increase the diffusion of the heterogenous transmitted light and, hence, decrease the aggregate-scale depth. This was not observed during our study. In the sampling area, depth-integrated total chlorophyll a (Tchl a, the sum of chlorophyll a, divinyl-chlorophyll a and chlorophyllide a) concentration reached 77 mg m–2 on 1 July over the 100-m water column (Massicotte et al., 2019). This was much less than other observations of under-ice blooms with depth-integrated Tchl a concentrations ranging from 450 to 1292 mg m–2 (Fortier et al., 2002; Arrigo et al., 2014; Mundy et al., 2014). Arrigo et al. (2014) showed a 3.5-fold increase in light absorption and a 5-fold increase in scattering that was mainly attributable to phytoplankton cells (78%). Scattering by phytoplankton cells has also shown to decrease the degree of anisotropy of the downwelling under-ice radiation field in a radiative transfer model (Pavlov et al., 2017).



Seasonal Increase in UVR Transmission

Radiation in the UV spectrum can inhibit the photosynthetic capacity of phytoplankton (Villafañe et al., 2004) and ice algal communities (McMinn et al., 2005). Previous optical measurements beneath Arctic landfast sea ice recorded a transmittance of 0.01 – 0.02 through bare ice and 0.19 through ponded ice in the UVA (350 – 360 nm) spectral range (Elliott et al., 2015). During our investigation, we showed that UVR transmittance increased significantly with surface melt progression, reaching levels equal to PAR transmittance with [image: image] of 0.19 beneath white ice and 0.30 beneath ponded ice by the end of June. Particularly after melt pond formation, [image: image] exceeded [image: image] because the latter is impacted by the high absorption coefficient in the red part of the visible spectrum. However, transmittance at shorter UV wavelengths remained less than [image: image]. Laboratory experiments by Perovich and Govoni (1991) demonstrated an increase in the absorption coefficient of snow and ice with decreasing wavelength within the spectrum of 250 to 400 nm, explaining the observed absence of UVB radiation during the early melt stage. However, after melt pond onset, [image: image] increased to 0.05 through white ice and 0.11 through ponded ice.

Overall, [image: image] was much larger than previously reported values obtained beneath landfast sea ice in Antarctica (Trodahl and Buckley, 1990) and from radiative transfer modeling for mobile Arctic FYI (Perovich, 2006). This greater transmission highlights the potential ecological significance of UVR transmission measurements during melt season when the spring phytoplankton bloom commences underneath sea ice. Algae in melt pond and in the ice as well as phytoplankton can synthesize mycosporine-like amino acids (MAAs) that act as UV-absorbing sun protection (Uusikivi et al., 2010; Ha et al., 2012; Elliott et al., 2015; Piiparinen et al., 2015). In particular, the study by Elliott et al. (2015) showed a modulation of the MAA concentration of an under-ice phytoplankton bloom with prevailing light conditions and stage of surface melt. Our results show that a significant portion of incoming UVA irradiance, up to 26 μmol photons m–2 s–1, was transmitted during the spring melt when an under-ice bloom commenced beneath the ice cover. Incubation experiments of temperate phytoplankton assemblies in winter with radiation regimes of UVR and PAR or PAR only have shown an enhanced carbon fixation rate at UVR levels < 65 μmol photons m–2 s–1 and significantly lower fixation rates at higher UVR levels (Barbieri et al., 2002). The authors also concluded that the taxonomic composition and light history of the phytoplankton community plays an important role in the sensitivity of algal cells to UVR. More research is therefore needed on the acclimation and photoprotection of under-ice phytoplankton communities to know if our UVA levels < 26 μmol photons m–2 s–1 have an impact on the algal communities.



Implications of Spatial Heterogeneity on Nutrient Availability for Under-Ice Phytoplankton Blooms

Several studies have identified the increase in PAR availability and water column stratification associated with melt pond onset as the trigger for under-ice phytoplankton blooms (Arrigo et al., 2014; Mundy et al., 2014; Hill et al., 2018; Oziel et al., 2019). However, the relationship between the sudden change in ice surface properties, the increase in the spatial heterogeneity of PAR transmittance, and the onset of algal growth during the spring melt are still not well understood. Figure 8 provides an overview of the measured increase in Tchl a concentration in the water column (Massicotte et al., 2020) at the ice camp site and the depth of the isolume, z0.415, where integrated PAR24h(z) = 0.415 mol photons m–2 d–1, a threshold used for positive net growth (Boss and Behrenfeld, 2010). The z0.415 was extracted from Oziel et al. (2019), and estimated from [image: image] from our study using the same daily incident PAR data and Kd(PAR). It is important to note that irradiance measurements presented in Oziel et al. (2019) were taken beneath snow-covered and later white ice at the same location throughout the entire sampling period. At this site, T(PAR) increased from 0.01 to 0.09 between 6 June and 1 July, 2016. However, our ROV measurements determined [image: image] ranged from 0.01 to 0.31 over the same period (Figure 5B).

As Figure 8 indicates, the initiation of the observed under-ice bloom was directly related to switches in the surface melt stage. During stage I, Tchl a concentration accumulated slowly although the z0.415 deepened from 5 m to 46 m with the exponential increase over time in PAR transmission (Figure 5B). Only after the switch to stage II, Tchl a accumulation accelerated within the mixed surface water layer to a depth of 25 m (Oziel et al., 2019). The z0.415 calculated from [image: image] reached a greater maximum depth of 50 m compared to a maximum z0.415 of 31 m obtained from the white ice point. To further account for the shape of the under-ice light field, under-ice planar irradiance gained from Ed(PAR,0) and [image: image] was converted to scalar irradiance by using an inverse average cosine of 1.4 (Matthes et al., 2019). Results show an even deeper maximum z0.415 of 55 m on 18 June. These differences in calculating z0.415 have large implications on the interpretation of nutrient availability for under-ice phytoplankton growth. A deeper z0.415 indicates that phytoplankton had access to a much larger nutrient pool than in the previous estimate. Indeed, Oziel et al. (2019) observed an increased nutrient drawdown at 40 m on 23 June, which also matches well with the second inflection point in Tchl a accumulation in the beginning of stage III. In the end of stage II, the z0.415 shoaled due to the increased light attenuation by the phytoplankton accumulation and remained relatively constant in stage III. By the end of the sampling period, phytoplankton Tchl a concentration leveled off at the maximum observed values of 77 mg m–2, likely as a result of the increased light attenuation by the algal cells and depleted nutrients concentrations in the surface water layer during the melt pond period (Oziel et al., 2019).




SUMMARY AND CONCLUSION

In this study, we characterized the seasonal spring progression of the transmission of UVR and PAR, and their spatial variability, in a large landfast sea ice area in southwest Baffin Bay (near the community of Qikiqtarjuaq, Nunavut) throughout the melt season in 2016. Understanding the magnitude of sunlight transmitted through the melting sea ice is of key importance to improve our understanding of the spring phytoplankton bloom. Our objectives were achieved through combined measurements of horizontal transects and vertical profiles of under-ice irradiance using a ROV, and manual and drone-based surveys of ice surface properties. This data set confirms our hypothesis of a close link between the temporal increase in under-ice PAR and UVR levels and the stages of melt pond evolution while the spatial heterogeneity of PAR and UVR transmission remained unchanged after the melt pond onset. The main findings are summarized in points 1–4 below:


1.Our study area was composed of smooth landfast sea ice. Variogram results revealed that the 130 m length of our ROV transects were more than an order of magnitude greater than the 4–5 m length scale of α(PAR) and T(PAR) transect observations for typical surface types. This indicates that our spatial light transmission measurements and statistics were representative of the light available beneath the larger landfast sea ice area.

2.With melt pond formation, spatially averaged PAR transmittance increased from 0.02 to 0.31, while variations in measured under-ice PAR levels increased to up to 43%. This exposed drifting phytoplankton cells to a wide range of light conditions and highlights the importance to accurately capture spatial heterogeneity in light transmission.

3.Melt pond onset on 15 June resulted in a steep increase in aggregate scale depth for under-ice PAR levels from 7 ± 4 to 20 ± 6 m (Figure 7). PAR profiles were found to be affected by surface variability to depths of 2.0–13.8 m during stage I prior to melt pond onset, and to depths of 14.4–29.0 m during stages II-III when melt water was visible present on the surface.

4.With progressing surface melt, [image: image] exceeded [image: image] due to the high absorption coefficient in the red part of the visible spectrum. Transmittance at shorter UV wavelengths remained less than [image: image]. However, after melt pond onset, [image: image] increased to 0.05 through white ice and 0.11 through ponded ice.



Monitoring the increasing spatial variability in transmitted light levels even under smooth, melting landfast sea ice pose challenges in this rapidly changing environment. However, continuous observations on the spatial and temporal progression of transmitted spectral irradiance in relation to the changing quantities of snow, ice and melt ponds has proven to better explain the link between the deepening of the euphotic zone accompanied by an increased nutrient accessibility and the observed increase in the Tchl a concentration in this area.
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Warming air temperatures, shifting hydrological regimes and accelerating permafrost thaw in the catchments of the Arctic rivers is affecting their biogeochemistry. Arctic river monitoring is necessary to observe changes in the mobilization of dissolved organic matter (DOM) from permafrost. The Lena River is the second largest Arctic river and 71% of its catchment is continuous permafrost. Biogeochemical parameters, including temperature, electrical conductivity (EC), stable water isotopes, dissolved organic carbon (DOC) and absorption by colored dissolved organic matter (aCDOM) have been measured as part of a new high-frequency sampling program in the central Lena River Delta. The results show strong seasonal variations of all biogeochemical parameters that generally follow seasonal patterns of the hydrograph. Optical indices of DOM indicate a trend of decreasing aromaticity and molecular weight from spring to winter. High-frequency sampling improved our estimated annual fluvial flux of annual dissolved organic carbon flux (6.79 Tg C). EC and stable isotope data were used to distinguish three different source water types which explain most of the seasonal variation in the biogeochemistry of the Lena River. These water types match signatures of (1) melt water, (2) rain water, and (3) subsurface water. Melt water and rain water accounted for 84% of the discharge flux and 86% of the DOC flux. The optical properties of melt water DOM were characteristic of fresh organic matter. In contrast, the optical properties of DOM in subsurface water revealed lower aromaticity and lower molecular weights, which indicate a shift toward an older organic matter source mobilized from deeper soil horizons or permafrost deposits. The first year of this new sampling program sets a new baseline for flux calculations of dissolved matter and has enabled the identification and characterization of water types that drive the seasonality of the Lena River water properties.

Keywords: Lena River, Arctic, DOC, CDOM, optical indices, stable water isotopes


INTRODUCTION

The current warming of the Siberian Arctic (Richter-Menge et al., 2019) is causing intense changes in atmospheric forcing, precipitation, subsurface water storage and runoff from rivers to the Arctic Ocean (Yang et al., 2002; Velicogna et al., 2012; Bintanja and Selten, 2014; Niederdrenk et al., 2016). A number of studies report an increase of runoff from the Eurasian Arctic Rivers (Peterson, 2002; McClelland et al., 2006; Shiklomanov and Lammers, 2009). Of all Arctic Rivers, the Lena River is the second largest in annual discharge. Its annual discharge increased by 15.6% since 1936 (Ye et al., 2003; Shiklomanov, 2010), which may primarily be due to a winter discharge increase by 93% (Tananaev et al., 2016). Furthermore, increasing Lena River temperature (Yang et al., 2002; Liu et al., 2005) leads to more intense thermal erosion along the river shores and the coast of the Laptev Sea (Aré, 1988; Bareiss and Görgen, 2005), warms the surface waters of the central Laptev Sea, and accelerates thawing of newly formed subsea permafrost (Angelopoulos et al., 2019). A change of the river discharge, as well as changes of temperature and biogeochemical properties of river water, can strongly affect the physical state of the Arctic Ocean and marine ecosystems, especially in coastal waters. Increased export of dark, organic-rich river water leads to stronger absorption of sunlight and an increased heat flux, which can, in turn, contribute to sea ice decline (Pegau, 2002; Hill, 2008).

The carbon reservoirs of Arctic river watersheds are currently in transition. Thawing permafrost is releasing previously stored carbon (Schuur et al., 2015; Plaza et al., 2019; Turetsky et al., 2019) and increasing seasonal growth of vegetation (Schuur et al., 2009; Keuper et al., 2012). Both of these processes will increase the particulate and dissolved organic matter flux into rivers and the fluvial flux to coastal waters (Frey and Smith, 2005). Hydrological flow paths will shift toward increased groundwater flow and affect the source and composition of dissolved organic matter (DOM) (Amon et al., 2012). While particulate material is mostly deposited in shelf sea sediments to become mineralised or buried (Charkin et al., 2011; Wegner et al., 2013), dissolved organic matter is exported offshore into the open Arctic Ocean (i.e., Juhls et al., 2019) and approximately 50% is thought to be exported onwards to the Atlantic (Granskog et al., 2012). Most of the DOM transported by the Lena River originates from leaching of surface soils of dominantly boreal forest vegetation (Amon et al., 2012; Kaiser et al., 2017). However, the effect of ongoing permafrost thaw on hydrological pathways will affect DOM fluxes (Freeman et al., 2001; Frey and Smith, 2005). In addition to the amount of DOM, its composition, source and age in the Lena River are expected to change (Amon et al., 2012; Walker et al., 2013; Mann et al., 2016; Wild et al., 2019).

Initiation of the pan-Arctic River sampling programs PARTNERS (2003–2007), Student Partners (2004-2009) and ArcticGRO (since 2009), have provided invaluable insights into the quantitative and qualitative properties of dissolved and particulate matter exported into the Arctic Ocean (Raymond et al., 2007; Holmes et al., 2008; Stedmon et al., 2011; Amon et al., 2012; Mann et al., 2016). Results of PARTNERS and ArcticGRO (Raymond et al., 2007) show that the Lena River contributes 20–29% of the total circumpolar fluvial dissolved organic carbon (DOC) export to the Arctic Ocean. However, reported estimates of annual Lena River DOC fluxes span a wide range between 3.6 Tg C (Gordeev and Kravchishina, 2009) and 7.67 Tg C (Kicklighter et al., 2013). This is likely because the calculation of annual flux is based on a few water samples per year, which are usually taken during open water season (Raymond et al., 2007; Stedmon et al., 2011; Holmes et al., 2012). Such estimates are susceptible to systematic biases: limited sampling can miss seasonal peaks of DOC concentration and lead to subsequent underestimation of the DOC flux (Jollymore et al., 2012). Furthermore, samples from the Lena River are mostly taken in Zhigansk, which is located ~800 km upstream of the river mouth (Figure 1). Little is known about DOM transformation, mineralization and release to the atmosphere on the way from Zhigansk to the river mouth (Amon et al., 2012). In order to identify a trend in DOC flux, it is crucial to reduce uncertainty in the calculated annual flux to below the interannual variability. While most research attention has focused on potential long-term trends of river DOC export (Kicklighter et al., 2013; Tank et al., 2016), seasonal variations of ice break-up and freeze-up timing and the associated discharge, material load and biogeochemistry are also affected by the changing climate and require research attention. Earlier spring ice break-up and later freeze-up in fall result in longer open water and shorter winter flow periods and will have an impact on the annual organic matter flux. Monitoring river water biogeochemistry may provide insights into the progress of this change, since the river water chemistry, measured near its mouth, integrates the changes occurring in the catchment as a whole. DOM fluxes and composition can be expected to change and this will also ultimately influence the fate of terrestrial carbon in the Arctic, including that carbon stored in shelf sediments, mineralised in the Arctic, and exported to the north Atlantic Ocean.
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FIGURE 1. Lena River Delta region. The upper right panel shows an overview map of the study area with permafrost zones (Obu et al., 2019; Overduin et al., 2019). The left panel shows the northern part of the Lena River catchment with the Lena River Delta at the coast of the Laptev Sea. The lower right panel the central Lena River Delta with the location of the Research Station Samoylov Island and the Lena River channels (blue) and flow directions; DEM is based on ArcticDEM (Porter et al., 2018). Dark blue indicates Lena River channels during high flow right after spring ice break-up and light blue indicates Lena River channels during low flow in late summer (based on Sentinel 2 imagery1).


To accurately capture short-term variability and understand how changing climate influences in-river processes that affect organic matter quality and its function in the fluvial ecosystem, it is necessary to monitor water constituents with a high temporal resolution and throughout the whole season (including both open water and ice-covered periods). To characterize fluxes from land to sea, this should be done as close as possible to the river mouth. Such sampling, carried out over multiple years, can enable prediction of future responses of river flux to projected change. The Research Station Samoylov Island provides an opportunity to meet these criteria in the central Lena River Delta as it serves as the basis for regular, frequent and year-round sampling for major biogeochemical parameters. The goal of this study is to better understand and decipher seasonal variations of hydrochemical characteristics and organic matter and its optical properties of the Lena River. We aim to identify how changing water sources drive seasonal changes in fluvial biogeochemistry by putting such a sampling program into place over 1 year at the Research Station Samoylov Island. With this, we provide a basis for future trend analyses and remote sensing studies that may be used to upscale observations from the hydrographic point scale.



MATERIALS AND METHODS


Study Area and Sample Collection

The Lena watershed area (2.61 × 106 km2) extends ~2,400 km from north to south and is underlain by all types of permafrost: continuous (70.5%), discontinuous (10.6%), sporadic (6.0%), and isolated (7.3%). 5.6% of the watershed, on the northern side of the Lake Baikal, is free of permafrost [numbers calculated using permafrost zones by Obu et al. (2019)]. The catchment is dominantly covered by forest (72.1%) and shrubland (12.5%) (Amon et al., 2012).

We collected water samples from the river surface in the center of the Olenekskaya Channel near Samoylov Island using a pre-rinsed HDPE 1 L bottle (in summer) or a UWITEC 1 L water sampler (under ice) for 1 year beginning in April 2018 (Figure 1). The island is located in the central Lena River Delta and hosts a permanently staffed research station (Research Station Samoylov Island), which has been operating since 2013. Additional 1 sample sets with higher temporal resolution, from different years and from Lena River ice, are listed in Table 1. During the open water period (28 May 2018 to 22 October 2018), water was sampled from a small boat, and during ice-covered period (until 27 May 2018 and from 23 October 2018), through a hole drilled through the river ice. Two samples during the river ice break-up as well as four samples during the ice freeze-up in October were taken from the shore due to the inaccessibility of a more centered location on the river channel. Water samples were subsampled, filtered and conserved at the research station directly after sampling.


Table 1. Sampling period, frequency, sample type and measured parameters of datasets used in this study.
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Sampling started on 20 April 2018 at a frequency of ~4 days and is ongoing. For this study, we use a dataset of almost one complete year (until 6 April 2019). For each sample, in situ temperature and electrical conductivity (EC) were measured using a hand-held conductivity meter (WTW COND 340I, accuracy ± 0.5%). For all samples, a series of biogeochemical parameters were analyzed (Table 1). The EC was additionally re-measured on each sample in the lab using a hand-held conductivity meter (WTW Multilab 540, accuracy ± 0.5%) after transport to Germany. For 11 days, from 4 July 2018 to 15 July 2018, samples were taken at a higher frequency and for additional parameters (Table 1).



Discharge

The discharge of the Lena River is monitored by the Russian Federal Service for Hydrometeorology and Environmental Monitoring (Roshydromet) and data are available at www.r-arcticnet.sr.unh.edu (Shiklomanov, 2010; 1936–2009) and www.arcticgreatrivers.org (Shiklomanov et al., 2018, 1999 to present). All discharge data shown in this study were corrected for the distance difference between the gauge station at Kyusyur and water sampling station at Samoylov Island (~220 km) using a Lena River propagation speed estimate (88 km d−1) from Smith and Pavelsky (2008).



Biogeochemical Parameters

For each sample of the Lena River monitoring program, 1 L of surface river water was collected and subsequently subsampled. For DOC and CDOM absorption (aCDOM), the sample was filtered through a 0.45 μm cellulose acetate filter which had been rinsed with 20 mL sample water. Over 10 days in July 2018, additional filter type and pore size tests for DOC and aCDOM were carried out (Supplementary Figures 1, 2). DOC samples were filled into a pre-rinsed 20 mL glass vial and acidified with 25 μL HCl Suprapur (10 M) and stored in the dark at 4°C. After transport, DOC samples were analyzed at the Alfred Wegener Institute Helmholtz Center for Polar and Marine Research (AWI), Potsdam, Germany. DOC concentrations were analyzed using high temperature catalytic oxidation (TOC-VCPH, Shimadzu). Three replicate measurements of each sample were averaged. After every ten samples, a blank (Milli-Q water) and a standard was measured. Eight different commercially available certified standards covered a range between 0.49 mg L−1 (DWNSVW-15) and 100 mg L−1 (Std. US-QC). The results of standards provided an accuracy better than ± 5%.

aCDOM samples were collected in pre-rinsed 50 mL amber glass bottles that were stored in the dark at 4°C until analysis. aCDOM was measured at the Otto Schmidt Laboratory for Polar and Marine Research (OSL), Saint Petersburg, Russia using a SPECORD 200 spectrophotometer (Analytik Jena) and at the German Research Center for Geosciences (GFZ), Potsdam, Germany using a LAMBDA 950 UV/Vis (PerkinElmer). The median absorbance (Aλ) of three replicate measurements was used to calculate the aCDOM (λ):
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where l is the path length (length of cuvette). Fresh Milli-Q water was used as reference. To detect chemical composition and molecular structure of the DOM, two optical indices, SUVA and S275-295, were used. Both indices correlate with aromaticity and molecular weight of bulk DOC (Weishaar et al., 2003; Helms et al., 2008). SUVA (m2 g C−1) was calculated by dividing the decadal absorption A/l (m−1) at 254 nm by DOC concentration (mg L−1). The spectral slope of aCDOM(λ) between 275 and 295 nm (S275–295) is an index for photodegradation (Helms et al., 2008). S275–295 was calculated by fitting a regression for the wavelength ranges 275–295 nm to the exponential function (Helms et al., 2008):
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where aCDOM(λ0) is the absorption coefficient at reference wavelength λ0 and S is the spectral slope of aCDOM(λ) for the chosen wavelength range.

Water samples for stable isotopes were collected untreated in 10 mL HDPE vials, sealed tightly, stored in the dark at 4°C. Measurements were conducted at the laboratory facility for stable isotopes at AWI Potsdam using a Finnigan MAT Delta-S mass spectrometer equipped with equilibration units for the online determination of hydrogen and oxygen isotopic composition. The data is given as δD and δ18O values, which is the per mille difference to standard V-SMOW. The deuterium excess (d-excess) is calculated by:

[image: image]

The measurement accuracy for hydrogen and oxygen isotopes was better than ±0.8%¸ and ±0.1%¸, respectively (Meyer et al., 2000).

Water samples for concentrations of major dissolved components were filtered using a syringe-mounted 0.45 μm CA filter and kept cool and dark until analysis. Concentrations of major anions ([image: image], Cl−, Br−, F−, NO3−, and [image: image]) were determined using ion chromatography (Thermo-Fischer ICS 2100; Weiss, 2001). Total dissolved elemental concentrations (for Al, Ba, Ca, Fe, K, Mg, Mn, Na, P, Si, and Sr) were measured with inductively coupled plasma optical emission spectroscopy (ICP-OES; Perkin Elmer Optima 8300DV; Boss and Fredeen, 1997).

In addition, one ice core (LE08) was drilled on the river channel at Samoylov Island on 4 May 2018 (Figure 1). The core was drilled using a Kovacs Mark III and wrapped in HDPE plastic sleeves and stored frozen for transport to AWI Potsdam where further subsampling and analysis were done. The core was retrieved in five pieces with a total length of 144 cm, which was close to the ice thickness measured in the borehole. The ice core was cut into 3 cm slices and analyzed for DOC, aCDOM(λ), stable oxygen isotopes, cations and anions following the methods described above.



Flux Calculations

For visualization, concentrations (Cd) between sampling dates were linearly interpolated. Then, daily fluxes were calculated by multiplying daily concentrations and the daily discharge (Qd).
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Daily fluxes (Fluxd) were summed for individual periods. The annual heat flux was calculated as in Liu et al. (2005); Yang et al. (2013) to enable inter-annual comparisons. Negative river water temperatures were set to 0°C and the specific heat capacity of water was set constant to 4.184 J g−1 °C−1.



Water Source Endmember Calculation

98% of the variability of all measured parameter can be explained by three components (Supplementary Table 1). We distinguished three water source fractions using EC and water δ18O by solving the mass balance equation:
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for unknowns, where f ∈ [0;1] is the fraction of each water source. We chose endmember for EC and δ18O values that encompass the overall variability of observed EC and δ18O (Table 2).


Table 2. Electrical conductivity (EC) and δ18O for water source endmember.
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RESULTS

The Lena River discharge shows strong seasonality, with low discharge during the ice-covered winter, a spring peak maximum and a moderate summer discharge (Figure 2). In some years, additional discharge peaks in late summer and fall occur. Over the period from 1936 to 2018, the Lena River's annual discharge increased (1.44 × 109 m3 year−1), to a large part driven by the increasing winter (November to April) discharge flux (0.41 × 109 m3 year−1; Figure 2 inset). Furthermore, trends are clearly visible in the colors of Figure 2, indicating that river ice breaks up earlier and freezes later in the year.


[image: Figure 2]
FIGURE 2. Discharge data from Kyusyur station from 1936 to 2018. Colors from blue to red indicate the year from 1936 to 2018. The red thick solid line shows the year 2018 and the black thick dashed shows the mean of the period from 1936 to 2018. The inset figure shows the discharge flux for the whole year (green) and for November to April (blue). Discharge data: A.I. Shiklomanov (2010) 1939–2008, ArcticGRO 2009–2019.


Putting the year 2018 into the long-term context, the winter (November to April) and late summer (August to October) discharge were significantly higher than their 1938–2018 means. The timing and intensity of the 2018 spring discharge peak was close to the long-term median. Summer 2018 was also characterized by multiple higher discharge events, which rise above the long-term mean. The elevated discharge continues into the first 3 months of 2019 (dashed line in Figures 3B,C).
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FIGURE 3. Air temperature, measured Figure 2 in Tiksi (A), discharge (black dashed line) (B,C), river water temperature and EC (B) and δ18O and d-excess (C). The gray area indicates the period where the Lena River channels around Samoylov Island were not ice covered (dates are based on optical satellite imagery). The EC values are those from measurements made in the laboratory following sampling. Circles in respective colors in (C) show high frequency measurements from July 2018.



Lena River Temperature and Chemistry

During the period when the Lena River is ice-covered, the mean river water temperature below the ice is slightly below 0°C (−0.2 to −0.01°C; Figure 3A). During the first days of spring peak discharge, the temperature only marginally increases to 1.5°C. About 2 weeks after the start of spring peak discharge, the temperature rises within 1 week to a relatively stable summer level around 16°C. With decreasing air temperatures in fall, the river temperature gradually decreases and reaches 0°C in mid-October when the Lena River starts to freeze. The highest river water temperature (17.6°C) was recorded on 15. August 2018. The EC drops almost simultaneously with the onset of the spring peak discharge from its annual maximum of 490 μS/cm to its annual minimum of 99 μS/cm. The EC is generally low in summer, and gradually increases during the ice-covered period. The summer discharge peaks coincide with decreases in the EC.

A strong seasonality in river water δ18O values was observed, ranging between −17.4%0 and −23.7%0 in the sampling period. During late winter, when the Lena River ice thickness reached its maximum (March-April), δ18O was stable at around −21%0. The lowest δ18O values (−23.7%0) occurred during the spring freshet in the first days of June, coinciding with the highest discharge. The highest δ18O (−17.4%0) occurred shortly before freeze-up at the end of October. Similarly high δ18O (−17.5%0) occurred during the mid-summer discharge peak. With decreasing discharge and freezing of the Lena River and its catchment, δ18O gradually decreased toward −21%0. d-excess values were highest (+10.9%0) during late winter and lowest (+6.9%0) in late summer. The d-excess of the measurements in July 2018 were about 0.5%0 lower than long-term values. Additional measurements of δ18O in July 2018 agreed with the long-term measurements.

For all samples in the Lena River dataset, we observed a very strong relationship (r2 = 0.996) between δ18O and δD (Figure 4). The slope of the linear regression is lower (7.73) than the Global Meteoric Water Line (slope GMWL = 8.0), but almost identical to the Local Meteoric Water Line (the slope of the LMWL is 7.6 for 381 event-based samples, and 7.7 for 41 monthly means; Spors, 2018). Lena River ice core samples (LE08) showed overall higher δ18O and δD than water samples and the regression line showed a clear offset compared to river water samples (Figure 4). The slope of the linear regression of ice core samples (8.32) was higher than that of Lena River water. Lena River water samples from 2014 were similarly strongly correlated (r2 = 0.987) and had a similar slope (7.6) compared to the Lena River samples from 2018. Both slopes, from 2014 and 2018, are lower, compared to the GMWL. Ice core samples had higher mean δ18O and δD values, but with a shift to lower δD for similar δ18O.
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FIGURE 4. Relationship between δ18O and δD for open water (red) and ice-covered (green) samples. The black dotted line shows the linear regression of samples from open water period (28 May 2018 to 22 October 2018) and ice-covered period (until 27 May 2018 and from 23 October 2018) combined (δD = 7.73 × δ18O + 3.36). The black dashed line shows the linear regression of ice core samples (δD = 8.33 × δ18O + 10.14). The blue dashed line shows the global meteoric water line after Craig (1961). Additional samples from Samoylov 2014 (blue crosses) and ArcticGRO (gray crosses) include samples from the ice-covered period as well as open water period.


The concentrations of most of the major cations and anions correlated with the seasonal variability in EC (Supplementary Figure 3). Whereas concentrations of all ions increased during the ice-covered period, the concentration of K behaved differently, with lower values during January and February 2019. During the ice-covered period, Na and Cl− dominated, while in summer and during the spring discharge peak, Ca and Cl− and [image: image] dominated. Whereas concentrations for some species regained over 50% of their late winter concentration during summer (F−, Si), others did not increase until mid-winter (Na, Ba, Cl−, Br−). The end of the open water period was marked by a small decrease in concentration that lasted for almost 2 weeks for all species. Si concentration was hardly affected by precipitation events during the open water period, in contrast to all other measured concentration (for example, the precipitation peak centered at August 20, 2018). Annual fluxes of major ions are presented in Table 3. Note that some concentrations fell below analytical detection limits and this prevented a meaningful flux calculation.


Table 3. Annual mean values and annual fluxes of Lena River biogeochemical parameter.
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Dissolved Organic Carbon (DOC) and Colored Dissolved Organic Matter (CDOM)

Dissolved organic matter in the Lena River varied with the hydrograph, with DOC concentrations ranging from 4.9 to 18.2 mg L−1 and aCDOM(254) ranging from 40.8 to 150.92 m−1 (Figure 5A). Lowest values were observed at the end of winter, right before or with the onset of the spring ice break-up, whereas highest values occurred only a few days later during the spring ice break-up. In summer (July to October) both DOC and aCDOM(254) returned to values near pre-break-up [~6–7 mg L−1 DOC and ~44 to 50 m−1 aCDOM(254)] but then increased during the mid-summer discharge peak from 6.2 to 10.2 mg L−1 and from 45.3 to 85.6 m−1 aCDOM(254). High frequency sampling during July 2018 agreed closely with the overall pattern from the annual sampling (circles in Figure 5).


[image: Figure 5]
FIGURE 5. Seasonal variation of DOC and aCDOM(254) (A) and S275-295 and SUVA (B). Black dashed line shows the discharge. Circles in respective colors show high frequency measurements from July 2018.


In winter, DOC and aCDOM(254) increased in response to comparatively minor fluctuations in discharge, with winter maxima of 11.4 mg L−1 and 67.8 m−1, respectively. DOC and aCDOM(254) in the river ice had means of 1.04 mg L−1 DOC and 0.96 m−1 aCDOM(254), with no clear systematic vertical trend down core (Supplementary Figure 4).

Two periods with clear correlations between DOC and aCDOM(254) were apparent: one for the open water period (28 May 2018 to 22 Oct. 2018), and another for the rest of the time series, with ice cover. This separation indicates qualitative differences in the river DOM (Figure 6). The slope for the aCDOM(254) vs. DOC regression was significantly steeper for the open water period (8.86 m2 g−1) while the ice covered period had a low slope (2.91 m2 g−1) and greater intercept. These seasonal qualitative changes were also reflected in S275-295 and SUVA. The lowest slopes (0.0139 nm−1) were measured during the spring ice break-up and the highest during late summer (0.172 nm−1). In winter, during the ice-covered period, S275-295 varied between 0.0147 and 0.0162 nm−1. The SUVA peaked during the spring ice break-up (3.75 m2 g C −1) and during the early summer discharge peak (3.62 m2 g C−1) and reached a minimum in late winter (2.3 m2 g C−1). Beginning at spring ice break-up, SUVA decreased until late winter. In April 2019, almost 2 months before the return of the spring ice break-up, SUVA increased from 2.2 to 3.1 m2 g C−1.
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FIGURE 6. Relationship of Lena River DOC and aCDOM(254) samples. Samples from 2018/19 are shown as circles. Samples from the open water period (28 May 2018 to 22 October 2018) are displayed as red circles, r2: 0.97, samples from the ice covered period (until 27 May 2018 and from 23 October 2018) as green circles, r2 = 0.59). ArcticGRO data (gray crosses) sampled near Zhigansk (r2 = 0.89, Holmes et al., 2018b) and monitoring data from the 2014 freshet (blue crosses) sampled near Samoylov Island (Samoylov 2014, r2 = 0.96, Eulenburg et al., 2019) are added for comparison. The dotted black line shows the linear regression of the samples from the open water period (aCDOM(254) = 8.86 × DOC−8.98) and the dashed-dotted black line shows the linear regression of the samples from the ice-covered period (aCDOM(254) = 2.91 × DOC + 29.74).




DOC Flux

We calculated an annual DOC flux of 6.79 Tg C and a discharge flux of 690.2 x 109 m3 for the considered period of 1 year starting 20 April 2019, during which 2.78 Tg C (41% of annual flux) were transported in spring, 3.26 Tg C (48% of annual flux) in summer and 0.75 Tg C in winter (11% of annual flux) (Supplementary Figure 5).

Next, we compare the DOC concentration, aCDOM(254) and calculated fluxes of the spring period in 2014 (Figure 7A) with the hydrologically aligned similar period in 2018 (Figure 7B). In 2014, the spring ice break-up discharge peak occurred 6 days earlier than in 2018. Thus, we compare period of similar length in 2018 (29 days) which is shifted 6 days later. In 2014, the discharge flux was 23.3% higher than in 2018, whereas the DOC flux was only 9% higher. This was due to the maximum DOC concentrations being slightly lower in 2014. Both years showed a similar pattern of decreasing DOM concentrations right before the start of the discharge peak followed by a rapid increase of DOM. Right after the discharge reached its maximum, it decreased again rapidly, whereas the DOM concentration remained high and decreased slowly.
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FIGURE 7. DOC and aCDOM(254) concentrations in 2014 (A) and 2018 (B). The 2014 sampling period, was compared to the hydrologically same period in 2018. The flux of discharge (Q) and DOC for the period (29 days) is presented in each panel.





DISCUSSION


Drivers of Seasonal Variability in Hydrochemistry and DOM

The Lena River is characterized by a strong seasonality in discharge and its water biogeochemistry and the hydrograph can generally be divided into three periods: the spring ice break-up, summer to fall, and winter. Hence, we compare and contrast these three hydrologically and biogeochemically distinct periods and speculate about the shifts in the provenance of the water and its dissolved load.

(1) Spring Ice Break-up is the period when air temperatures are consistently positive in most of the catchment and major parts of the winter-accumulated snow and ice melt. Snowmelt does not occur simultaneously across the whole catchment, but begins in the south and moves northward. About 4 days after the ice break-up of the Lena River, the annual discharge maximum (~120 000 m3 s−1) is reached. River water temperatures during the first days of the spring discharge peak remain around 0°C, resulting in an export of large volumes of cold water to the Laptev Sea. Simultaneously with the discharge maximum, the water source endmember EM1 peaks (80% on 5 June) and remains the dominant water source until mid-July (Figure 8). We identified this endmember as melt water due to the sudden drop of EC (Figure 3B), major ions (Supplementary Figure 3) as well as δ18O values (Figure 3C). Chosen endmember values for EM1 with low EC (80 μS cm−1) and low δ18O (−25%0) are characteristic for snow melt water and agree well with reported values (Sugimoto and Maximov, 2012; Spors, 2018; Bonne et al., 2020). With regards to the DOM results it is clear that this pulse has two portions associated with it. The initial input of snow meltwater has low DOM and likely reflects snow not in contact with soil. This results in an initial decrease in DOM in the river which lasts on the order of a week, captured by the high temporal resolution of sampling. This interpretation is supported by the fact that the qualitative measures of DOM (SUVA and S275-295) do not change, essentially reflecting dilution of river water. This is then followed by the discharge maximum, where DOC reaches highest annual concentrations (18.2 mg L−1). In only 2 months (between 2. June 2018 and 2 August 2018), 53.2% (3.62 Tg C) of the total annual DOC flux (6.79 Tg C) is exported to the Laptev Sea. By applying water source fractions, we estimate that 43.3% (2.9 Tg C) of the annual DOC flux is transported with melt water into the river (Figure 9). Moreover, melt water accounts for 35% (242 × 109 m3) of the total annual discharge flux (690.18 × 109 m3). This volume agrees well with the accumulated snow volume in the Lena River catchment. Using a mean (1988 to 2000) winter peak value of 120 mm as the snow water equivalent in the catchment (Yang et al., 2007), we derive a snow to water equivalent volume of 295.2 × 109 m3.


[image: Figure 8]
FIGURE 8. Water source fractions for each sample (cross) and each interpolated day (colored circle) based on EC and stable isotope endmember calculations; Color shows the SUVA. The extreme values of the water source fractions are indicated by dates.



[image: Figure 9]
FIGURE 9. Percentage and absolute fractions of discharge flux (FluxQ) and DOC flux (FluxDOC) for each endmember water source.


With the discharge peak and high DOM concentrations, the quality of the organic matter also changes. Optical indices of DOM (SUVA and S275-295) were comparable to reported values (Walker et al., 2013). The changes occurring during the freshet indicate an organic matter source with high molecular weight and aromaticity (Figure 5B) (Weishaar et al., 2003; Helms et al., 2008) which is likely young DOM (Amon et al., 2012). During this period, the frozen ground beneath the snowpack during melt limits infiltration, confining most flow to a thin desiccated organic layer and to overland or snowpack flow. The DOM thus likely originates from modern plant litter, which is washed into the Lena River by the rapid and extensive snowmelt (Amon et al., 2012). Very low S275-295 during the spring ice break-up also suggests the input of fresh DOM.

(2) Open Water Period in Summer and Fall is the period during which Lena River water temperatures reach the annual maximum. In this period, the discharge decreases to about half of the spring peak values (40 000 to 60 000 m3 s−1). The fraction of EM1 (melt-water) decreases and another water source endmember—EM2—becomes dominant. f EM2 peaks during the discharge events in summer (82.3% on 11 August and 81.6% on 19 October) (Figure 8). At the same time, δ18O reaches its highest annual values and the EC is dropping. Such high δ18O and low EC suggest that this end member is meteoric in origin. For these rain-induced discharge maxima, δ18O and d-excess co-vary. This is likely related to less evaporative fractionation (and thus a higher d-excess), when more moisture is transported to the catchment. On the other hand, the highest evaporative fractionation is observed during the late summer (lowest d-excess). When discharge in summer is low, DOM concentrations are likewise low (~6 mg L−1). During these periods, little DOM is mobilized and transported into the Lena River. In total, rain water accounts for 49.3% (340 x 109 m3) of annual discharge. 42.6% (2.9 Tg C) of DOC is transported by rain water into the Lena River (Figure 9).

During the summer period the quality of the DOM changes (lower SUVA, higher S275-295). This could reflect the progress of soil thawing and a deepening active layer. Percolation and the leaching of older and more degraded DOM from deeper in the soil would explain both observations. Changes in SUVA can be linked to changes in source and age of DOM (Stedmon et al., 2011; O'Donnell et al., 2014; Coch et al., 2019) and can indicate the intensity of permafrost degradation within the catchment (Abbott et al., 2014). Furthermore, direct relationships are found between dissolved organic δ14C and SUVA (Neff et al., 2006; Butman et al., 2012; O'Donnell et al., 2014). Annual maxima in S275-295 during low discharge in summer points toward a higher degree of (photo)-degradation in the river, which can be a result of longer transport time from its source to the sampling station and an exposure of DOM to photodegradation.

There are peaks in DOM concentrations during the distinct rain-induced discharge peaks in summer and fall (Figure 2). During these periods, that are likely caused by precipitation events over a large area, more DOM is mobilized from the catchment and transported into the Lena River. The general trend toward older and more degraded DOM is interrupted for those events and DOM similar to that transported by the spring snow melt enters the river. However, during the second strong rain event with peak values of rain water fraction (19 Oct.), higher SUVA values compared to the first summer rain event (11 Aug.) point toward a smaller fraction of young organic material. We suggest that reservoirs of young organic material on the land surface of the Lena River catchment are continuously washed out throughout the summer and thus higher relative fractions of older DOM from deeper soil horizons or permafrost become visible in the water samples. Additionally, rain events cause higher water levels in the Lena River that can re-connect isolated waterbodies and flush lakes, ponds and wetlands. In this way, DOM from phytoplankton production and bleached DOM from standing water bodies can be introduced to the Lena River.

Generally, during the open water period a trend toward lower SUVA and higher S275-295 values is present and continues into the early winter along with a decreasing fraction of rain water. Thus, the amount of fresh and young DOM transported with rain water from the Lena River catchment decreases.

(3) Winter is the period when the Lena River is entirely covered with ice and the discharge is low (<6,000 m3 s−1) compared to the other seasons and to the annual mean of 21 885 m3 s−1. During this period, most precipitation in the Lena River catchment accumulates as snow on land and the water level is gradually lowered. The remaining rain water is removed from the hydrological system of the Lena River catchment and the rain water fraction decreases gradually during the first half of the winter (Figure 8).

In early March, δ18O and EC reach a stable level. At this time, the third endmember (EM3) becomes the dominant water source (76.1% on 28 May) (Figure 8). We suggest that this water source endmember represents subsurface water such as groundwater, soil and pore water (Abbott et al., 2014), which are the only significant natural water sources in winter, when air temperatures are permanently below 0°C. Subsurface water represents 15.7% (105 x 109 m3) of the annual Lena River water flux. 14.1% (1 Tg C) of the DOC flux was transported with this water during our year of observation (Figure 9).

Optical DOM characteristics in winter continue the trend of summer and fall toward older and more degraded DOM until January 2019 when DOM concentrations and SUVA values begin to increase, coincident with a small increase in discharge. During low discharge in winter, a substantial part of the basin outlet discharge originates from the Vilui reservoir (Tananaev et al., 2016), which is regulated by a dam (Viluyskaya HPS) constructed in the 1970s. Changes of DOM concentration and composition may be caused by the higher relative fraction of reservoir water that is released through the Vilui dam. In reservoir water all water sources are pooled throughout the year, leading to DOC concentrations elevated above the otherwise low winter levels. The major increase in long term winter discharge of the Lena River in the late 1970s (Figure 2) coincides with the completion of Vilui dam construction and its reaching full capacity (Ye et al., 2003; Tananaev et al., 2016). In late winter, before the spring ice break-up, SUVA increases which likely coincides with first input of fresh DOM from the southern most parts of the catchment, where temperatures begin to rise above 0°C during the day.

Data from the ice core samples suggest that only low concentrations of DOM are incorporated into the river ice. Once the river ice is exported to the Laptev Sea shelf after spring ice break-up, it tends to dilute the shelf waters rather than act as a source of high DOM (Amon et al., 2012). However, patches of high sediment load on the Lena River ice (Fedorova et al., 2015) and the erosion of shorelines during ice jams (van Huissteden, 2020) contribute to the particulate organic matter flux to the Laptev Sea. There is likely a contribution to DOM from dissolution of the transported POM but this is expected to be quantitatively low in comparison to the river load of DOM.

The results presented here show that high frequency sampling reveals subtle changes in water chemistry reflecting the seasonal changes in the hydrology of the Lena River catchment. Most of the intra-annual variation in the Lena River water biogeochemistry can be captured by the 3-component endmember analysis presented here. However, river water at the basin outlet represents an integrated signal from the entire catchment and geographical and temporal variations of biogeochemical signals within the catchment cannot be detected by sampling.



Comparison of Reported DOM Values and Fluxes for the Lena River

Overall, our observed ranges of DOC concentrations and aCDOM(254) agree well with reported values from sampling programs of shorter duration or substantially lower sampling frequency (ArcticGRO and PARTNERS (Holmes et al., 2018a,b); Lena River freshet 2014 (Eulenburg et al., 2019)). ArcticGRO and PARTNERS samples have significantly higher DOC concentrations compared to samples from Samoylov Island in 2014 and 2018. Generally, these samples show a lower r2 (0.89) of their DOC to aCDOM(275) regression, compared to the dataset shown in this study (r2 = 0.97). This may indicate either a prominent local influence of anomalous DOM or the impact of analytical differences and different sampling protocols.

A number of studies have reported annual organic carbon fluxes of the Lena River (Table 4). Reported values range between 3.6 Tg C (Gordeev and Kravchishina, 2009) and 7.67 Tg C (Kicklighter et al., 2013). Variability in DOC flux estimates is likely not only the result of inter-annual variability, but probably also results from differences in sampling frequency, sampling strategy and methods of calculating flux. All of the reported studies are based on a lower number of samples per year and/or on statistical models that are used to pair discharge measurements with concentration (Table 4). With statistical models, such as LOADEST (Runkel et al., 2004), estimated daily concentrations can be generated, with which seasonal or annual fluxes can be calculated. Although seasonal changes for the relation of discharge to concentration are taken into account in such models, the very low number of samples is critical and simplifying assumptions can cause systematic biases in flux estimates. Our dataset improves sample frequency and reveals that there is no clear relationship between discharge and DOC concentration. A relationship only persists during spring (r2 =0.87, not shown). The impact of methodological differences for flux calculations becomes clear when comparing reported DOC flux values for 2004 and 2005 from Raymond et al. (2007) and Stedmon et al. (2011), that are based on precisely the same data but differ by 22.3% (1.46 Tg C). Furthermore, the reported fluxes that used models to relate discharge and DOC concentration tacitly assume that variations in DOC concentration are driven by processes changing the discharge, which is equivalent to a one-component system. Thus, the expected increase of DOC mobilization from degrading and thawing permafrost, which does not significantly affect discharge, cannot be reflected by such models.


Table 4. Previously published discharge and DOC fluxes and type of sampling and calculation.
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The identification of seasonal fluxes by selecting certain time periods (Stedmon et al., 2011; Holmes et al., 2012) throughout different years is a method of addressing this shortcoming but prevents meaningful direct comparisons. The timing of seasonal changes such as the spring ice break-up varies between years and thus influence flux calculations for time periods defined by the calendar. Differences in seasonal fluxes between years (Supplementary Figure 5) thus are more likely to show shifts in seasonal timing than in water or dissolved load provenance.

We compared DOC fluxes during the spring discharge peak of 2 years (2014 and 2018). Although the discharge flux between both years differs by 26.4% (4.9 km3), the difference in DOC flux is not as severe (9.4%). At least for the spring discharge peak, lower discharge is compensated by higher concentrations, which results in a similar flux. This is, however, not the case for summer and fall rain events where high DOC concentrations are triggered by rain that washes organic matter from land surfaces into the Lena River. Thus, recurrence intervals and the intensity of such rain events dominate inter-annual variability in DOC fluxes.

The high temporal resolution of the sampling program presented in this study improves our ability to capture all seasonal events relevant to organic carbon fluxes, without assuming a relationship between DOC concentration and discharge. Thus, we are confident that our flux calculation can be used as a baseline for future trend analysis of Lena River DOC fluxes and, in particular, for the identification of changing seasonality. Little is known about changes in biogeochemistry between sampling locations further upstream (e.g., Zhigansk) and Samoylov Island. Continuous sampling of both programs (Samoylov sampling and ArcticGRO) will, however, enable future comparative studies.




CONCLUSION

In a warming Arctic, we expect permafrost landscapes to change dramatically. One result will be the remobilization of dissolved matter from permafrost. In particular, the release of dissolved organic carbon is under immense research attention due to its strong potential feedbacks for the climate. By monitoring the biogeochemistry of Arctic river water at the river mouth, we can observe ongoing changes that reflects change at the catchment scale.

In this study, we present 1 year of biogeochemical data from the Lena River, one of the largest Arctic Rivers. We improve on existing studies by sampling at high temporal frequency throughout the whole year. The main drivers that are responsible for the strong seasonality of water discharge and DOC flux were ascribed to three water sources—melt water, rain water and subsurface water. Melt and rain water were found to be the prevailing water sources that transport together 5.8 Tg C dissolved organic matter (85% of annual flux) into the Lena River. Optical DOM indices revealed changing composition and sources of DOM throughout the year. The high resolution sampling also revealed two phases of melt water introduction, with an initial phase of approximately 1 week, during which melt water carries little or no DOM and dilutes river DOM concentrations without altering DOM character, followed by a large pulse of fresher organic matter from the catchment that substantially changes the river DOM characteristics. Future studies including δ14C measurements of the age of the DOM will enable direct relation of optical DOM indices to the DOM age and the contribution of permafrost thaw as shown in Neff et al. (2006).

The results of this sampling program provide a baseline for future shifts in seasonal variations as well as inter-annual variation of DOM and the chemistry of the Lena River. The annual flux of 6.8 Tg C was calculated without recourse to load models, which are probably the source of discrepancies between existing estimates. Continuous under-ice sampling revealed that high winter DOM concentrations are probably related to the discharge of reservoir water from the Vilui tributary.

This dataset represents the first year of a planned long-term monitoring program at the Research Station Samoylov Island and provides a reference data set against which future change of this large integrative system may be measured. Continuous sampling of Arctic River water will facilitate identification of intra and inter-annual trends during ongoing climate change.
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Rapid permafrost thaw by thermokarst mobilizes previously frozen organic matter (OM) down to tens of meters deep within decades to centuries, leading to microbial degradation and greenhouse gas release. Late Pleistocene ice-rich Yedoma deposits that thaw underneath thermokarst lakes and refreeze after lake drainage are called taberal sediments. Although widespread, these have not been the subject of many studies. To study OM characteristics and degradability in thawed Yedoma, we obtained a 31.5 m long core from beneath a thermokarst lake on the Bykovsky Peninsula, northeastern Siberia. We reported radiocarbon ages, biogeochemical parameters [organic carbon (OC) content and bulk carbon isotopes] and n-alkane distributions. We found the most degraded OM in frozen, fluvial sediments at the bottom of the core, as indicated by the lowest n-alkane odd-over-even predominance (OEP; 2.2). Above this, the thawed Yedoma sediments had an n-alkane distribution typical of emergent vegetation, suggesting a landscape dominated by low-centered polygons. These sediments were OC poor (OC content: 0.8 wt%, 60% of samples < 0.1 wt%), but the OM (OEP∼5.0) was better preserved than in the fluvial sediments. The upper part of the Yedoma reflected a transition to a drier, grass dominated environment. Furthermore, this unit’s OM was least degraded (OEP∼9.4). The thermokarst lake that formed about 8 cal ka BP thawed the Yedoma in the talik and deposited Holocene lake sediments containing well-preserved OM (OEP∼8.4) with the highest n-alkane concentrations (20.8 μg g–1 sediment). Old, allochthonous OM was found in the thawed Yedoma and frozen fluvial deposits. Using an n-alkane endmember model, we identified a mixed OM input in all units. In our study, the thawed Yedoma sediments contained less OC than reported in other studies for still frozen Yedoma. The Yedoma OM was more degraded compared to previous biomarker research on frozen Yedoma. However, this signal is overprinted by the input signal. The fluvial deposits below the Yedoma contained more OM, but this OM was more degraded, which can be explained by the OM input signal. Continued talik deepening and expansion of this thermokarst lake and others similar to it will expose OM with heterogeneous properties to microbial degradation.

Keywords: Russian Arctic, organic matter degradability, Yedoma deposits, thermokarst lake, talik, molecular biomarkers


INTRODUCTION

Current climate change is causing rapid changes in the Arctic. Accordingly, permafrost deposits are warming and thawing in many regions including Siberia (Biskaborn et al., 2019). Thawing leads to increased microbial decomposition of the previously freeze-locked organic matter (OM) (Mackelprang et al., 2011; Schuur et al., 2015). The amount of organic carbon (OC) that may be mobilized from thawed permafrost sediments is constrained by the OM quantity and quality. Top-down thaw by deepening of the seasonally thawed layer (active layer) largely affects OM in the active layer and near surface permafrost, some of which has already been influenced by early Holocene deeper active layer thaw (French, 1999; Lacelle et al., 2019). Deep permafrost thaw processes, however, such as thermokarst development, may expose OM from Late Pleistocene permafrost deposits to microbial degradation down to tens of meters deep for the first time (Heslop et al., 2019; Turetsky et al., 2020).

Ice-rich, syngenetic Yedoma deposits are late Pleistocene permafrost deposits that are widespread in northern Siberia and Alaska (Schirrmeister et al., 2013) and contain a significant OC pool (Strauss et al., 2013; Hugelius et al., 2014). Yedoma deposits that thaw in situ in taliks underneath thermokarst lakes become diagenetically altered due to ice-loss and compaction. Following lake drainage, these talik sediments can refreeze again, after which they are called taberal sediments: in situ thawed, diagenetically altered and refrozen sediments (Romanovskii, 1993). Strauss et al. (2013) estimated that about 10% of the Yedoma region is covered by lakes and rivers and 56% by drained lake basins with likely refrozen taberal deposits. After thawing of the Yedoma deposits, anaerobic conditions in the water-logged compacted talik sediments promote methane production (Zimov et al., 1997; Walter et al., 2006). Although spatially widespread, taberal sediments have not been subject of many studies yet and are rarely included in OC storage estimates or studies of OM degradability.

A first estimate of the taberal deposit OC pools suggests ∼114 Gt OC, which is about 25% of the Yedoma domain OC storage (∼398 Gt) (Walter Anthony et al., 2014; Strauss et al., 2017). In several studies, it is also shown that the OM degradability in Yedoma deposits is higher compared to that in Holocene deposits (Knoblauch et al., 2013; Strauss et al., 2015; Jongejans et al., 2018; Stapel et al., 2018). However, the fate of OM in Yedoma deposits affected by thawing and subsequent qualitative and quantitative changes is poorly understood. Various studies indicate that OM from thawed Yedoma becomes partially degraded. For example, Wetterich et al. (2009) found that plant material was further degraded in taberal deposits than in Yedoma deposits in the Dmitry Laptev Strait.

The study of the biomolecules and other OM characteristics can give important insights into OM degradability and could hence greatly improve estimates of permafrost OM mobilization (Andersson and Meyers, 2012; Sánchez-García et al., 2014). A few studies have previously focused on molecular biomarkers in northeastern Siberian permafrost deposits (Zech et al., 2010; Höfle et al., 2013; Strauss et al., 2015; Stapel et al., 2018). In general, the abundance and distribution of n-alkanes, which are long-chained, single bonded hydrocarbons, are used as indicator for OM characterization. The length of n-alkanes is an indicator for OM source. Long chained n-alkanes (>22 carbon atoms) mainly originate from vascular plants, for example in leaf waxes, whereas short chains (12–20 carbon atoms) are produced by bacteria and algae (Killops and Killops, 2013). The ratio of odd to even chains – expressed as carbon preference index (CPI) (Bray and Evans, 1961; Marzi et al., 1993) or odd-over-even predominance (OEP) (Zech et al., 2009; Struck et al., 2019) – is an indicator for OM degradability and decreases with ongoing alteration of the OM. Furthermore, several studies in temperate latitudes showed that relative n-alkane proportions can be used to distinguish between vegetation types. n-C23 and n-C25 are predominant in aquatic macrophytes and Sphagnum mosses (Ficken et al., 1998; Bingham et al., 2010; Bush and McInerney, 2013), n-C27 and n-C29 are mainly produced by trees and shrubs, and n-C31 and n-C33 mostly derive from grasses and herbs (Zech et al., 2009; Schäfer et al., 2016). Very few comparable studies were carried out for talik or taberal sediments (Romankevich et al., 2017; Ulyantsev et al., 2017).

Thus, for the first time we present molecular biomarker characteristics from Yedoma deposits thawed in situ in the talik underneath a thermokarst lake. This study aims to answer the following research questions: (1) what is the sedimentation history of the Yedoma deposits at the study site and (2) what is the OM degradation potential of Yedoma deposits already thawed in a talik?



STUDY AREA

To answer these research questions, we analyzed a 31.5 m long sediment core from sediments underneath Goltsovoye Lake, a thermokarst lake on Bykovsky Peninsula in northeastern Siberia. The Bykovsky Peninsula is a remnant of a former late Pleistocene Yedoma accumulation plane, situated in the foreland of the Kharaulakh Ridge at the Laptev Sea coast (Figure 1). The area is characterized by continuous permafrost, which reaches depths down to 600 m (Grigoriev, 1960). The modern surface morphology is characterized mainly by Yedoma uplands (up to 45 m a.s.l.) and thermokarst depressions and lakes, as well as thermal erosional valleys (Siegert et al., 2002; Grosse et al., 2007). Nival and slope processes in the nearby Kharaulakh Ridge and in situ frost weathering after deposition led to the formation of the Yedoma uplands in the mountain foreland during the late Pleistocene (Schirrmeister et al., 2002a; Strauss et al., 2012). Strong permafrost degradation since the late Pleistocene to early Holocene transition resulted in thermokarst development and thermal erosion of the Yedoma uplands, which characterize the modern relief of the Bykovsky Peninsula (Grosse et al., 2005). The Bykovsky Peninsula is covered by about 14.4% by thermokarst lakes and lagoons while 46.1% are covered by drained thermokarst lake basins (Grosse et al., 2005).
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FIGURE 1. Bykovsky Peninsula in northeastern Siberia. (A) Bykovsky Peninsula (red square) at the Laptev Sea coast, southeast of the Lena Delta and east of the Kharaulahk Ridge, (B) Goltsovoye Lake (red square) close to southern coast of Bykovsky Peninsula, (C) coring location PG2412 and PG2420 (red square; ∼20 m apart) in Goltsovoye Lake. Source imagery: (a) ESRI Basemap: National Geographic World Map, (b) ESA Sentinel-2 False Color Composite (11-8-2) acquired 2019-08-03, (c) World View 3 Image acquired 2019-09-02 (©DigitalGlobe).


Goltsovoye Lake (71.74515°N, 129.30217°E) is a medium-sized thermokarst lake (dimensions: 630 by 480 m, surface: ∼23 ha) located close to the southern coast of the peninsula (Figure 1). The lake reaches a water depth of about 5 m and has a talik reaching about 30 m deep (Strauss et al., 2018). It is mainly surrounded by Yedoma deposits that are eroded along the lake shore, and drained thermokarst lake basins which are characterized by ice wedge polygons. Several other thermokarst lakes in the vicinity transitioned to thermokarst lagoons already due to coastal erosion and inundation with sea water, allowing salt water to interact with the former freshwater taliks (Jenrich, 2020).

Previous permafrost research on the Bykovsky Peninsula included cryostratigraphical and cryolithological research on Yedoma and thermokarst-affected deposits (Kunitsky, 1989; Slagoda, 1993; Schirrmeister et al., 2002a, b, 2018; Slagoda, 2004, 2005; Grosse et al., 2007; Romankevich et al., 2017; Ulyantsev et al., 2017). The total organic carbon (TOC) content of Yedoma deposits on the east coast of the Bykovsky Peninsula (Mamontovy Khayata) ranges from 2 to 14 wt%, whereas Holocene cover deposits on top of the Yedoma have a TOC between 2 and 27 wt% (Schirrmeister et al., 2002a). In a transect study in the central part of Bykovsky Peninsula, Fuchs et al. (2018) found mean TOC values of 5.1 ± 4.3 wt% for the upper 3 m on Yedoma uplands consisting of Holocene cover deposits and 7.9 ± 9.0 wt% for drained thermokarst lake basin deposits.

Despite the coastal setting, the modern climate of the Bykovsky Peninsula is rather continental with long, severe winters (September-May) and short, cold summers. The mean air temperature (2000–2016) is −29°C in January and +8°C in July (Tiksi Hydrometeorological Observatory) and the mean annual precipitation is less than 350 mm. Mean ground temperatures reach −9 to −11°C. This region is dominated by moss-grass low shrub tundra and is therefore classified as northern tundra (Treshnikov, 1985).



MATERIALS AND METHODS


Field Work

Field work on the Bykovsky Peninsula was carried out in April 2017 (Strauss et al., 2018). Over the course of 4 days, a 31.5-m long sediment core (PG2412; 71.74515°N, 129.30217°E) was retrieved from the deepest point in Goltsovoye Lake (Figure 1), using a URB2-4T drilling rig placed on a truck. The ice cover of the thermokarst lake was 195 cm thick and sediments started at 510 cm from the ice surface. For the depth assignment of the sample material, the water column with the ice cover was included (e.g., see Figure 2). Thus, depth measurements started at the ice surface. The core consisted of unfrozen talik sediments (until 3425 cm) and frozen sediments below the talik. The upper few meters of sediment consist of gray silty, fine sand and include plant remains and biogenic shells. Deeper in the core, coarser sandy intervals containing 2-cm-big pebbles alternate with fine sand intervals with large wooden remains. In general, abundant wooden remains and organic-enriched layers were observed between 3665 and 1900 cm. The core material was documented and protected and transported frozen to Potsdam for subsampling. During drilling, core loss happened in the intervals: 3550–3510 cm, 2135–2050 cm and 910–755 cm.
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FIGURE 2. Radiocarbon ages and biogeochemical parameters of Goltsovoye Lake sediment core PG2412. (A) Calibrated radiocarbon ages (open circles: plant remains dated, closed circles: bulk sediment dated, red circles: non-calibrated infinite ages), (B) total organic carbon content and (C) stable carbon isotopes. Units indicated on the right.


We compare the data from the PG2412 sediment core with the data from a 5 m long sediment core (PG2420; 71.74530°N, 129.30243°E) that was drilled ∼20 m away from PG2412, using a UWITEC piston coring system (Strauss et al., 2018; Biskaborn and Sens, 2020). From here on, we will refer to core PG2412 as the long core and PG2420 as the short core.



Laboratory Analyses

The long core was described in detail and subsampled for laboratory analyses. Pore water was extracted from thawed samples using rhizon soil moisture samples (membrane pore size: 0.12–0.18 μm). The pH and electrical conductivity (μS cm–1) were measured from the pore water. The sediment samples were freeze-dried and the water content was determined based on the weight difference before and after drying.

Eighteen samples were selected for radiocarbon dating from the long core. Macrofossils such as plant (sedges and twigs) and wooden remains were dated using Accelerator Mass Spectrometry in the AWI MICADAS Laboratory in Bremerhaven. For two of the samples, bulk sediment was dated due to the lack of visible macrofossils. Radiocarbon dates were calibrated using the CALIB 7.1 software and the IntCal13 calibration curve, and expressed as calibrated kilo years before present (cal ka BP) (Stuiver et al., 2017).

The grain size distribution of 71 samples from the long core was measured with a laser particle size analyzer (Malvern Mastersizer 3000, <1 mm fraction) after removal of organic material by treating the samples with hydrogen peroxide (30%). The samples were washed, freeze-dried, manually homogenized and sieved (<1 mm fraction measured) before measuring. Here, we show the grain size distribution of the fraction from 0.1 μm to 1 mm.

Homogenized bulk samples (n = 92, sample interval: ∼35 cm) from the long core were analyzed for total nitrogen (TN) and total carbon (TC; Elementar Vario El III), and total organic carbon (TOC; Elementar Vario Max C), which are expressed in weight percentage (wt%). The stable carbon isotopic composition was determined for all samples with TOC values above the detection limit (0.1 wt%). The measured δ13C (Thermo Fisher Scientific Delta-V-Advantage gas mass spectrometer equipped with a FLASH elemental analyzer EA 2000 and a CONFLO IV gas mixing system) is compared to the standardized Vienna Pee Dee Belemnite (VPDB) and expressed in per mille (‰ vs. VPDB). TOC values below the detection limit were not considered in further calculations.

For the short core, the same methods were used for radiocarbon dating, TOC content and stable carbon isotopes.


Biomarker Analysis

Twenty three samples from the long core were analyzed for lipid biomarkers at the German Research Centre for Geosciences (GFZ) after Schulte et al. (2000). Extraction of OM was done with a Dionex 200 ASE extractor using dichloromethane/methanol (DCM/MeOH, 99:1 v/v, heating phase 5 min, static phase 20 min at 75°C and 5 MPa). The extracts were passed over a sodium sulfate column with n-hexane and four internal standards were added for compound quantification: 5α-androstane, ethylpyrene, 5α-androstan-17-one and erucic acid. Using medium-pressure liquid chromatography (MPLC) after Radke et al. (1980), the extracts were separated into an aliphatic, aromatic and NSO (nitrogen-, sulfur- and oxygen-containing compounds) fraction.

n-Alkanes were measured in the aliphatic fraction using gas chromatography/mass spectrometry (GC-MS; GC Trace GC Ultra and MS DSQ, Thermo Electron Corporation) as described by Jongejans et al. (2018) (capillary column from BPX5, 22 mm × 50 m, 0.25 μm). Compounds were identified and quantified with respect to the internal standards from full scan mass spectra (m/z 50–600 Da, 2.5 scans s–1) using the software XCalibur.



Biomarker Indices

The total lipid concentration of n-alkanes is expressed in microgram per gram of sediment (μg g–1 sed.) and per gram of TOC (μg g–1 TOC).

The average chain length (ACL) of n-alkanes provides a measure for the main focus of the n-alkane chain length distribution and is used to identify OM source. Long-chain n-alkanes are produced by terrestrial higher plants for instance in mosses (n-C23 and n-C25), in leaf waxes (n-C27 and n-C29) and in grasses (n-C31 and n-C33) (e.g., 1998; Zech et al., 2009), whereas short-chain n-alkanes are mainly produced by bacteria and algae (Killops and Killops, 2013). The ACL was calculated for n-alkanes with carbon number 23–33 according to Equation (1) where i is the carbon number (Poynter and Eglinton, 1990).
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The CPI and odd-over-even predominance (OEP) indicate the maturity of the OM. High values typically correspond to fresh, undegraded OM, and the ratios decrease with degradation (Bray and Evans, 1961; Marzi et al., 1993). The starting values depend on the composition of the source material. These indices were calculated following Equation (2) (Marzi et al., 1993) and (3) (Zech et al., 2009; Struck et al., 2019), respectively. As both indices are used in other studies, both parameters are presented here.
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Schäfer et al. (2016) developed an n-alkane endmember model to distinguish between trees and shrubs, and grasses and herbs. It is based on the n-alkane ratio (after Equation 4) and the OEP.
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In their pilot study, Ficken et al. (2000) proposed the proxy Paq for submerged or floating macrophytes (Paq > 0.4) versus emergent (0.1 < Paq < 0.4) and terrestrial plant input (Paq < 0.1; Equation 5).
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As this proxy has only been used in tropical and temporal regions, we focus on the trend of the Paq and do not put weight on the proposed ranges. Zheng et al. (2007) developed the proxy Pwax to express the share of OM derived from terrestrial plants (Equation 6).
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RESULTS

Based on clustering of the n-alkane parameters (see “n-Alkane Distributions”), we divided the long core into four units. Unit I ranged from 3665 to 3300 cm, Unit II from 3300 to 1800 cm, Unit III from 1800 to 1000 cm and Unit IV from 1000 to 510 cm. We decided to separate the results and discussion following the statistical clustering of the n-alkane parameters. The short core was divided into 3 units from the bottom to the top: Unit A from 1010 to 855 cm, Unit B1 from 855 to 820 cm and Unit B2 from 820 to 510 cm (Figure 3).
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FIGURE 3. Radiocarbon ages and biogeochemical parameters of Goltsovoye Lake sediment core PG2420. (A) Calibrated radiocarbon dates (open circles: plant remains dated, closed circles: bulk sediment dated), (B) total organic carbon, and (C) stable carbon isotopes. Units indicated on the right.


For both the long and the short core, we describe the radiocarbon ages and biogeochemical parameters (see section “Bulk Sediment”; Figures 2, 3). For the long core, the hydrochemical parameters are characterized (see section “Hydrochemistry”; Figure 4), as well as the n-alkane parameters (see section “n-Alkane Distributions”; Figure 5). We further calculated general statistics for all parameters (Supplementary Table 1). All reported datasets were published in the open access PANGAEA archive (Biskaborn and Sens, 2020; Jongejans et al., 2020).
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FIGURE 4. Hydrochemical parameters of Goltsovoye Lake sediment core PG2412. (A) Water content, (B) pH, and (C) electrical conductivity. Units indicated on the right.
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FIGURE 5. n-Alkane parameters of Goltsovoye Lake sediment core PG2412. (A) n-Alkane concentration per gram sediment, (B) n-alkane concentration per gram organic carbon (note: samples with TOC < 0.1 wt% not shown), (C) n-alkane average chain length, (D) n-alkane carbon preference index (CPI) and odd-over-even predominance (OEP; gray squares), (E) n-alkane ratio (after Schäfer et al., 2016), and (F) n-alkane clustering. Units indicated on the right.



Bulk Sediment


Long Core PG2412

The calibrated radiocarbon ages of the macrofossils and bulk sediment of the long core (Figure 2A) showed a general trend over depth ranging from 47.5 cal ka BP at 3300 cm to 3.6 cal ka BP at 558 cm (surface sediments) (Supplementary Table 2). In Unit I, II and III, seven samples had an infinite age (i.e., below the radiocarbon detection limit; >42.4 to >56.1 ka BP) that could not be calibrated. Unit IV is of Holocene age. The bulk sediment at 558 cm was 5.7 ka older (9.3 cal ka BP) than the macro remains dated from the same sample (3.6 cal ka BP).

In the bottom of the core, the sediments were coarser (Supplementary Figure 1). Unit I contained coarse sand and rounded pebbles (up to 2 cm diameter), as well as finer sandy horizons that were mostly layered. The grain size distribution of Unit I and II (up to ∼25 m) was predominantly unimodal indicating fine sand (Supplementary Figure 1). Units III and IV had a polymodal grain size distribution and the sediments were mostly very coarse silt to very fine sand.

During the drilling, the talik boundary was located at 3425 cm. Initial temperature data of the borehole (date: 2017-04-23), however, indicated the talik to be ∼32 m deep (Strauss et al., 2018). Unit II, III, and IV were completely unfrozen. The cryostructure below 3425 cm was dominantly pore ice (ice between the organic remains) and partly structureless. Segregated ice was rare (ice lens at 3550 cm, 4 × 0.2 cm; ice band at 3592 cm, 1 cm thick).

Unit I was especially enriched in OM. Layers up to 30 cm thick containing twigs, stems, organic layers and lenses, and wooden remains up to 4 cm long in a frozen sandy matrix were found in the interval from 3665 to 3395 cm depth (Supplementary Figure 2A). Signs of cryoturbation were present at 3558 to 3555 cm (Supplementary Figure 2B). In the lowermost layer (3665-3650 cm), vertically oriented twigs up to 2 cm in length were discovered. Furthermore, organic remains were found from 2173–2311 cm, 1989–2050 cm, 1430–1590 cm, 950–1100, and 510–755 cm. The TOC was highest in the bottom of the core (maximum of 17.8 wt% at 3635 cm) (Figure 2B). Unit II and III were very OC poor, but TOC increased again in Unit IV (median: 1.1 wt%). The δ13C ranged from −28.6‰ vs. VPDB in Unit IV (523 cm) to −23.8‰ vs. VPDB in Unit III (1370 cm) (median: −24.9‰ vs. VPDB).



Short Core PG2420

The short core was dated from 23.8 to 0 cal ka BP (Figure 3A) (Biskaborn and Sens, 2020). Unit A was deposited during the late Pleistocene, whereas Unit B1 and B2 were of Holocene age. The radiocarbon ages of Unit A ranged from 23.77 ± 0.06 cal ka BP (bulk sediment at 937 cm) to 11.41 ± 1 cal ka BP (bulk sediment at 860 cm). In Unit B, the samples had radiocarbon ages between 10.10 ± 0.05 cal ka BP (at 815 cm) and recent (at 514 cm, surface sediment). Almost all radiocarbon ages from bulk sediments were older than the respective picked plant remains (except for the sample at 767 cm), with a maximum difference of 8.9 cal ka at 885 cm. However, both profiles show a general depth-related trend to older ages with increasing depth.

The sediments ranged from silty sand in Unit A to clayey silt in Unit B2. Unit B1 was composed of a peat layer. The sediments in Unit A were coarser than in Unit B1 and B2 (Strauss et al., 2018).

The TOC was lowest in Unit A (1.1 wt% at 875 cm), had its maximum in Unit B1 (9.8 wt% at 900 cm), and decreased to ∼4 wt% in Unit B2 (median: 3.6 wt%; Figure 3B).

The bulk carbon isotope ratio was highest in Unit A (−24.4 ‰ vs. VPDB at 920 cm) and lowest at the bottom of in Unit B1 (−31.2‰ vs. VPDB at 842 cm). Above, in Unit B2, the bulk d13C signal ranged between −30.3 and −27.0‰ vs. VPDB (median: −28.2‰ vs. VPDB; Figure 3C).



Hydrochemistry

The water content of the long core ranged from 10.5 to 65.4 wt% and was highest in Unit I (frozen part) and the upper three samples of Unit IV (sediment surface samples) (median: 17.1 wt%; Figure 4A). There was not much variation in Unit II and III. The pH slightly increased from 7.2 in Unit I to 8.7 in Unit II, was relatively constant in Units II and III, but was much lower in the topmost three samples with the minimum of 6.3 at 596 cm (median: 8.2; Figure 4B). The electrical conductivity increased from Unit I to Unit II and decreased to the top from Unit III and IV (median: 778 μS cm–1; Figure 4C). In all hydrochemical parameters, the lowermost and uppermost samples of the core were substantially different from the middle part.



n-Alkane Distributions

The n-alkane concentration varied from 0.6 to 20.8 μg g–1 sed. (median: 1.8 μg g–1 sed.; Figure 5A and Supplementary Table 3). In contrast to the other samples of Unit I (median: 2.1 μg g–1 sed.), the lowermost sample showed a relatively high value (14.3 μg g–1 sed.). In Unit II and III, the n-alkane concentrations were generally low (median: 0.9 and 5.3 μg g–1 sed., respectively). In contrast, Unit IV was characterized by higher concentrations (median: 19.3 μg g–1 sed.). The n-alkane concentration per gram of TOC primarily increased from the bottom to the top of the core from 50.1 to 581.4 μg g–1 TOC with some stagnation in Unit II and III (median: 367.5 μg g–1 TOC; Figure 5B and Supplementary Table 4). The sediments were dominated by long-chain n-alkanes as indicated by a median ACL23–33 of 27.5 (Figure 5C), representing the main focus of the n-alkane chain length distribution. The ACL increased from the bottom to the top and ranged from 26.5 in Unit I to 28.4 in Unit III. In Unit IV, the values were a bit lower again around 27.8. The CPI and OEP both increased stepwise from Unit I to II and III before they slightly decreased between Units III and IV. Overall, CPI and OEP were between 2.3 and 8.9 (median CPI: 4.8), and 2.2 and 11.0 (median OEP: 5.7), respectively (Figure 5D). The n-alkane ratio ranged from 0.4 to 0.6 and was slightly higher in Units II and III (Figure 5E).

Clustering of the n-alkane data revealed four different units, which were also visible in the stepwise changes in the n-alkane proxies (Figure 5). These units seem to represent environmental changes reflected by different n-alkane distributions and were therefore used as subunits of the investigated sediment core (Figure 5F). All described n-alkane parameters were used as input for the clustering. Clustering was carried out in R v. 3.6.1 using the “chclust” function in package “rioja” with method “coniss.”

Odd-carbon number chains dominated the n-alkane distributions of all samples. The dominating chain varied between mid- and long-chain n-alkanes (Supplementary Figure 3). Unit I was dominated by n-C23 and n-C25. Unit II and III were dominated by either n-C27 or n-C29. The upper samples from Unit III (1158 and 1070 cm) were dominated by n-C31 and Unit IV again by n-C27.

In order to see how the odd chains varied over depth with respect to each other, we calculated the relative n-alkane concentration per gram TOC for the odd chains C23–33 (Figure 6). The n-C33 was least abundant and showed a relatively constant depth profile. The n-C27 and n-C29 n-alkanes were most abundant. The relative concentration of n-C23 and n-C25 decreased upwards in the core, whereas n-C31 generally increased upwards.
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FIGURE 6. Relative concentration of odd chain n-alkanes of Goltsovoye Lake sediment core PG2412. (A) n-C23 (open circles) and n-C25 (closed circles), (B) n-C27 (open circles) and n-C29 (closed circles) and (C) n-C31 (open circles) and n-C33 (closed circles). Example of formula for n-C23: n-C23/(n-C23 + n-C25 + n-C27 + n-C29 + n-C31 + n-C33). Units indicated on the right.


The Paq and Pwax were strongly negatively correlated (Pearson correlation index r = −0.995, p < 0.01; Figure 7). The Paq decreased with depth with a maximum of 0.68 in Unit I and a minimum of 0.26 in Unit III (median: 0.41).
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FIGURE 7. n-Alkane proxies for aquatic (Paq) vs. terrestrial (Pwax) plant input of Goltsovoye Lake sediment core PG2412. Unit I: orange stars, Unit II: green circles, Unit III: blue triangles, Unit IV: purple squares.




DISCUSSION


Depositional History at the Study Site

In the following, we discuss the sedimentation and post-depositional history of permafrost and lacustrine deposits on Bykovsky Peninsula based on sediment and biomarker parameters observed in our cores.

Generally, it should be noted that age reversals in the sediment core suggest that old organic material has been remobilized in the thermokarst lake environment, i.e., due to thaw and erosion of surrounding permafrost outcrops along the lake shore, which is typical for such dynamic environments (Lenz et al., 2016). Accordingly, the radiocarbon concentrations of bulk samples represent a mixture of reworked particulate organic matter and fresh organic material from the ecosystem at the time of deposition, causing bulk radiocarbon dates to be offset toward older ages compared to dated plant samples (see also Gaglioti et al., 2014).

The sedimentary record in our core starts with fluvial sediments that were deposited during the early Weichselian (see section “Unit I – Early Weichselian fluvial sedimentation”), after which Yedoma sedimentation took place (see sections “Unit II – Yedoma Deposition in Wetland Landscapes Dominated by Low-Centered Polygons” and “Unit III/Unit A – Yedoma Deposition Under Cold-Dry Conditions During the Late Weichselian”). During the Holocene, a thermokarst lake formed, which thawed the Yedoma sediments and allowed the deposition of lacustrine sediments (see section “Unit IV/Unit B – Holocene Thermokarst Lake Formation and Lacustrine Sedimentation”). The estimated talik depth based on the core field description following the drilling (3425 cm) was about 2 m deeper than the talik defined by the 0°C boundary based on the borehole temperature measurements (∼32 m). This inconsistency is caused by drilling heat that has slightly warmed the sediments in the core, making it challenging to visually identify the frozen-unfrozen boundary in the core during the field description. Temperature data from the lake from 1984 indicated that the talik was about 30 m deep (Grigoriev, 1993), which is similar to our findings.

The homogeneous water contents across all units of the long sediment core, with the exception of the uppermost and lowermost samples, suggest that variations are due to potential changes in pore space. The higher OM content in some samples of the fluvial unit may have led to a higher water content, although Strauss et al. (2012) found that the TOC content was too low to affect the total absolute water content of frozen Yedoma substantially. Nevertheless, higher TOC values can be a reason for the increasing water contents toward the top of the core.

The electrical conductivity is low (Figure 4), reflecting a meteoric source for pore waters in interaction with sediment. The electrical conductivity variations over depth might be explained by variation in solid phase surface area: low in Unit I and high in Unit II, leading to lower concentrations in the thawed Unit I and dissolution of mineral material in Unit II. The upwardly decreasing conductivity in Units III and IV suggests a combination of interactions with the solid phase and diffusive exchange with lake water, which has a conductivity of around 200 μS/cm (Strauss et al., 2018). The EC values in the pore water of the Yedoma sediments (669–1301 μS cm–1, median: 812 μS cm–1) are comparable to thawed Yedoma sediments studied in the Ivashkina Lagoon (Schirrmeister et al., 2018). They found that the EC of water extracts from undisturbed Yedoma sediments at the Mamontovy Khayata were an order of magnitude lower.


Unit I – Early Weichselian Fluvial Sedimentation

The coarser sediments and the presence of rounded pebbles in Unit I and the lower part of Unit II, point to a strong fluvial influence. Significant differences in the biogeochemistry (Figure 8) and hydrochemistry between Unit I and II (TOC: p < 0.05, δ13C: p < 0.01, water content: p < 0.01, pH: p < 0.01 and EC: p < 0.01) corroborates a different source material. Previous studies found fluvial sediments underneath the Yedoma deposits on the Bykovsky Peninsula (Slagoda, 1993; Siegert et al., 2002; Grosse et al., 2007; Schirrmeister et al., 2008b), similar to sites in the Lena Delta (Schirrmeister et al., 2003; Wetterich et al., 2008) and on Cape Mamontov Klyk at the western Laptev Sea coast (Schirrmeister et al., 2008a). On the Bykovsky Peninsula, the meandering paleo-Lena River deposited fluvial sediments during the early Weichselian period (100–50 ka BP) (Kunitsky, 1989; Slagoda, 1993, 2004, 2005; Wetterich et al., 2008). The two infinite ages we found in Unit I at 3662 and 3552 cm and the coarse fluvial material suggest that Unit I underneath Goltsovoye Lake has likely formed as part of a regional fluvial depositional environment of the early Weichselian.
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FIGURE 8. Box-whisker plots of biogeochemical and biomarker parameters of Goltsovoye Lake sediment core PG2412. (A) Total organic carbon content, (B) stable carbon isotopes, (C) n-alkane concentration per g sed., (D) n-alkane concentration per g TOC, (E) n-alkane carbon preference index, and (F) n-alkane odd-over-even predominance. Samples sorted according to n-alkane clustering. Box-whisker plots according to Tukey with outliers outside of 1.5 interquartile range (IQR). IQR = Q3-Q1, range between upper and lower quartiles. Numbers denote sample count.


The transport and input of allochthonous organic material (large organic remains and driftwood; Supplementary Figure 2) by the paleo-river also explains the high variability and the high values of TOC and n-alkane concentrations (g–1 sed.) in Unit I compared to Unit II (Figures 8A,C). The CPI and OEP are lowest in Unit I (median: 2.5 and 2.2) and significantly lower than in Unit II (p < 0.01 and p < 0.05, respectively; Figures 8E,F), which reflects the strong OM degradation before and during the transport. The organic-rich woody layers in Unit I most likely did not originate from in situ growing trees, but are considered an accumulation of fluvial transported driftwood material from further south.

The n-alkane composition is substantially different in Unit I compared to the units above, as can be seen in the proportion of n-C23, n-C27 and n-C29 and n-C31 (Supplementary Figure 4). Unit I is enriched in n-C23 and has the lowest concentration of n-C27 + n-C29 and n-C31. The relative abundance of the shorter chains n-C23 and n-C25 are highest in Unit I (Figure 6). Furthermore, the Paq, representing aquatic OM contents, is highest (>0.6) and the Pwax, representing terrestrial OM, lowest (∼0.5) (Figure 7) in Unit I compared to the other units. Also, the ACL23–33, indicating the main focus of the n-alkane distribution, is lowest (∼26.7) in this unit (Figure 5C). The tendency of long chain n-alkanes with lower carbon numbers point to the presence of OM from submerged or floating macrophytes (Ficken et al., 2000), which fits to an aquatic environment in a fluvial regime.



Unit II – Yedoma Deposition in Wetland Landscapes Dominated by Low-Centered Polygons

In the finer, thawed sediments of Unit II (Supplementary Figure 1), four of the radiocarbon ages were infinite (Figure 2A). Age reversals could point to either reworked sediments or the incorporation of older organic matter. However, in Yedoma sediments, reworking of sediments is not usual due to the syngenetic freezing upon sedimentation. Soil movement as a result of cryoturbation is often restricted to tens of centimeter (Kaiser et al., 2007), while larger cryoturbation patterns sometimes are observed in particular settings. Reworking after in situ thawing of the sediments in the talik can happen due to volume loss after melting of ice. Such partial reworking of Yedoma upon thaw underneath lakes was previously described by Farquharson et al. (2016). However, there are no substantial differences in biogeochemical, hydrochemical and n-alkane parameters between samples with finite and infinite ages. Also, the incorporation of allochthonous ancient OM in Yedoma deposits is common (Vasil’chuk and Vasil’chuk, 2017; Jongejans et al., 2018) and hence the most likely explanation of the age reversals in this unit.

The sediments in Unit II are generally OC poor (median TOC: 0.6 wt% and 18 samples with TOC < 0.1 wt%; Figure 2B). The low TOC content of the sediments likely results from a combination of OM poor deposition as well as partial OM decomposition after thawing of the sediments. The relatively low CPI and OEP (median: 4.3 and 5.0) reveal partly degraded OM.

The changes in n-alkane distribution (Supplementary Figure 3) and relative n-alkane concentration (Figure 6) over depth indicates different OM sources. A lower Paq (0.4–0.5) and higher Pwax (0.6–0.7) compared to Unit I (Figure 7) and slightly increased ACL23–33 values (Figure 5C) indicate the presence of emergent macrophytes. The relative large proportion of n-C23 and n-C25 in Unit I and II (Figure 6) is often found in Sphagnum mosses (Ficken et al., 1998; Bingham et al., 2010; Bush and McInerney, 2013). The presence of moss points to wet conditions and thus, these findings indicate a wet environment with shallow-water plant species. Therefore, we interpret this unit as a low-centered polygon environment, whereby water accumulates in the centers of the polygons (Liljedahl et al., 2016). The Yedoma deposition in Unit II could correspond to the relatively wetter conditions of the Kargin Interstadial (Schirrmeister et al., 2002b).

In their study of methane emissions from low-center polygons in the Lena Delta, Kutzbach et al. (2004) found that the amount of methane released relied heavily on the microrelief of the polygons. Small changes in microrelief led to different hydrologic conditions, thereby influencing the aeration status, OM content and vegetation cover. Also, the water table relative to the roots influences the aeration status. Especially vascular plants can form major pathway for methane transport into the atmosphere. The wetland conditions of the low-centered polygon environment of Unit II probably has led to substantial methane emission in the past.



Unit III/Unit A – Yedoma Deposition Under Cold-Dry Conditions During the Late Weichselian

Unit III of the long sediment core corresponds to Unit A of the short core. Unit III contains one infinite age (at 1559 cm; Figure 3) and the dated sample at 1070 cm, which gained a late Pleistocene (MIS 2) age (21.39 ± 0.27 cal ka BP) is older than the general radiocarbon age trend, indicating the presence of reworked or eroded material in this sample. Unit A was deposited during the same period. The age difference between the bulk sediment and the picked plant remains in the short core points to a considerable amount of reworked particulate carbon from the surrounding environment.

The biogeochemical parameters are similar for Units III (median TOC: 1.15 wt%, median δ13C: −24.6‰ vs. VPDB; Figure 2) and Unit A (median TOC: 1.7 wt%, median δ13C: −25.0‰ vs. VPDB; Figure 3). The multimodal grain size distribution of Unit III (Supplementary Figure 1) suggests that multiple transport, accumulation and re-sedimentation processes were involved in the formation, which is in agreement with previous studies of Yedoma deposits (Schirrmeister et al., 2008b; Strauss et al., 2012).

The lower part of Unit III is dominated by n-C27 and n-C29 and the upper part (at 1158 and 1070 cm) by n-C31 suggesting a transition to a grass/herb dominated environment (Supplementary Figure 3 and Figure 6) (Zech et al., 2009; Schäfer et al., 2016). In this interval, also the ACL23–33 is shifted to the highest values (Figure 5C). The Paq proxy shows the lowest value (below 0.34) and the Pwax the highest (above 0.75) (Figure 7). These findings point to a less aquatic and drier environment, which could correspond to the cold and dry steppe-like tundra that characterized the late Weichselian and the Last Glacial Maximum. This is in agreement with paleo-ecological data from the Mamontovy Khayata Yedoma cliff at the east coast of Bykovsky Peninsula from this period (Schirrmeister et al., 2002b). The TOC and n-alkane concentration (g–1 sed.) are significantly higher than in the unit below (p < 0.01) (Figures 8A,C). The CPI and OEP show maxima at the top of Unit III (median: 7.7 and 9.4; Figures 8E,F), indicating that this material shows a low level of degradation.

Few other studies focus on n-alkane concentrations in Siberian Yedoma sediments. The Yedoma sediments from this study (Unit II and III; 138–2455 μg g–1 TOC) have n-alkane concentrations comparable to the data from other studied Yedoma deposits in the Ivashkina Lagoon (267–1199 μg g–1 TOC) (Ulyantsev et al., 2017), on the Buor Khaya Peninsula (387–1715 μg g–1 TOC) (Strauss et al., 2015) and at the cliff of Sobo Sise in the Lena Delta (176–639 μg g–1 TOC) (Neubauer, 2016) (Figure 9A).


[image: image]

FIGURE 9. Box-whisker plots of biomarker parameters from Siberian Yedoma studies. (A) n-Alkane concentration and (B) n-alkane carbon preference index. Box-whisker plots according to Tukey with outliers outside of 1.5 IQR. Numbers denote sample count.




Unit IV/Unit B – Holocene Thermokarst Lake Formation and Lacustrine Sedimentation

Unit IV of the long sediment core corresponds to Unit B of the short core. Unit B1 consists of a peat layer (Figure 3). Likely, this basal peaty layer formed during a wetland phase prior to the lake phase and therefore represents the transition to a thermokarst lake. The thickness of the peaty layer of Unit B1 (35 cm) suggests an extended wetland phase. Similar to other young thermokarst lakes (Kessler et al., 2012; Walter Anthony et al., 2018), talik growth and expansion into the previously deposited late Pleistocene Yedoma deposits certainly thawed the Yedoma OM, resulting in high methane production also underneath Goltsovoye Lake. With subsequent lake basin deepening due to subsidence of the thawing ice-rich permafrost, contemporary lake mud containing in situ produced OM and reworked old OC from the surrounding slopes accumulated, similarly to other thermokarst lakes in northern Siberia (Biskaborn et al., 2013b; Schleusner et al., 2015).

The radiocarbon age of the peat layer (848 cm depth) is 8 ± 0.05 cal ka BP (Figure 3) and probably indicates that thermokarst lake formation started around 8000 years BP. The total thaw depth (talik depth ∼32 m, altitude difference between lake and Yedoma uplands ∼20 m) of ∼52 m is relatively shallow for 8000 years of thermokarst development (M. Angelopoulos, personal communication, 2020). Previous talik modeling studies of Alaskan thermokarst lakes showed faster talik growth rates for lakes in North America (e.g., Ling and Zhang, 2003; West and Plug, 2008; Kessler et al., 2012; Creighton et al., 2018). However, talik growth could be slowed by characteristics of Siberian Yedoma, such as its higher ice volume in these sediments or the presence of bedfast ice during an extended shallow lake phase (<2 m).

In the long core, the transition from a dry and cold, grass-dominated landscape to a thermokarst lake lies between Unit III and Unit IV. The biogeochemical parameters of Unit IV (median TOC: 3.9 wt%, δ13C: −28.2‰ vs. VPDB; Figure 2) are very similar to Unit B (median TOC: 4.2 wt%, median δ13C: −28.6‰ vs. VPDB; Figure 3). We found substantial differences between Unit III and IV for the TOC (p < 0.01), δ13C (p < 0.05) and the n-alkane concentration (p < 0.05) (Figure 8). Also, the TOC and stable carbon isotope ratio are significantly different between Unit A and B in the short core (p < 0.01). The sediments of Unit IV have a higher TOC compared to the thawed Yedoma sediments, which is characteristic for lake sediments with input of lake primary production (Walter Anthony et al., 2014; Jongejans et al., 2018). This is also suggested by the relatively high CPI and OEP in Unit IV (median: 7.3 and 8.4) compared to the lower units.

The dominating n-alkane chain in Unit IV is n-C27 (Supplementary Figure 3). The ACL, n-alkane ratio, Pwax, CPI and OEP are lower in Unit IV compared to Unit III (Figure 8) and Paq is partly a bit higher. The OM in this unit is likely a mixture derived from primary production in the thermokarst lake and from thawing permafrost surrounding the lake. As found in other thermokarst lake systems, the lake primary productivity is largely influenced by local thermal erosion, surrounding depositional characteristics and drainage processes strongly affecting hydrochemistry and water level (e.g., Biskaborn et al., 2013a; Lenz et al., 2016).



Organic Matter Degradation

The state of OM degradability of Yedoma and other deposits underneath Goltsovoye Lake can be assessed with the n-alkane proxies. In thermokarst-affected Yedoma uplands, the previously undisturbed sediments thaw from the top downwards and therefore, the sediments closer to the surface are expected to have been exposed to thawed conditions for the longest time. Intuitively, one would expect the most degraded OM in the top sediments and the least degraded OM in the bottom sediments of the core. However, based on the CPI and OEP parameters, we found an opposite trend with the furthest degraded OM in the deepest part of the core (Figures 5D, 8E,F). As described above, the OM incorporated into the sediments underneath Goltsovoye Lake accumulated under different environmental conditions. Both the OM origin and the depositional conditions have an effect on the CPI and OEP values. Different OM origin and composition lead to different starting values of the parameters for the deposited OM (see for comparison Figure 9B) and different environmental conditions can lead to different degradation levels during deposition. Since the OEP and CPI, as well as the n-alkane concentrations and the ACL, show stepwise changes from unit to unit, we interpret the CPI and OEP profiles to be still dominated by the OM input and the degradation level of the time of deposition was largely preserved, rather than being overprinted by the thaw process underneath the thermokarst lake. Thus, the higher terrestrial character (highest Pwax) of the OM in Unit III might have caused the highest CPI and OEP values in this core interval, while high degradation of presumably reworked material in the fluvial deposits of Unit I might have led to the lowest values in this core sequence. Overall, the CPI and OEP values still indicate relatively less degraded OM material at least for the Units IV and III and partly also for Unit II.

Romankevich et al. (2017) and Ulyantsev et al. (2017) studied n-alkane parameters of a 38-m-long sediment core from the Ivashkina Lagoon (Figures 9A,B), about 3 km east of the Goltsovoye Lake. They found alluvial sands in the bottom (38–22 m), containing highly altered OM (median CPI: 2.7) (Romankevich et al., 2017), which is in line with our findings. In the Yedoma sediments overlying these sands (22–3 m), they distinguished changes in sediment and OM source, as well as burial conditions. In the middle part of the core (∼21–13 m), the OM was enriched in n-C29 and n-C31, and intermediate bulk CPI values (median: 3.8) could point to microbial degradation. Less-degraded material was found in the upper 5 m of the sediment core. Generally, their interpretation corresponds to our findings. Our n-alkane concentration does not differ significantly in the Ivashkina Yedoma deposits compared to the Goltsovoye Yedoma deposits. However, the OM in the Ivashkina deposits is further degraded (CPI: p < 0.01, Figure 9B).

We plotted the n-alkane ratio of our samples against the OEP (Figure 10). The samples clearly plot according to the n-alkane cluster units with lowest OEP and n-alkane ratio in Unit I and maxima in Unit III. Schäfer et al. (2016) calculated degradation lines for grasses and herbs (orange dashed line) and for deciduous trees and shrubs (green dashed line) based on the data from their study in Central Europe and that of Zech et al. (2013) of eastern Germany. The degradation lines are based on (1) the degradation of the organic material, which is indicated by the OEP, and (2) the vegetation type, which is indicated by the n-alkane ratio. We fitted a logarithmic function to the data of this study (purple dashed line). From this, we argue that the OM in our study contains a mixture of long and mid-chain n-alkanes. Due to the lack of typical deciduous trees and shrubs on the Bykovsky Peninsula, the presence of the n-C27 alkanes has to be explained by a different source. Using this endmember model is a first-order approximation to decipher a general pattern. First, one cannot assume a similar plant composition in Arctic regions compared to temperate regions. Second, some plant genera such as Artemisia or Sphagnum, have been found to have a dominance of the n-C29 alkane, thereby ‘mimicking’ deciduous trees and shrubs (Ficken et al., 1998; Struck et al., 2019). Third, lake aquatic organisms can contribute to mid-chain alkanes (n-C21 to n-C27), which also leads to the overestimation of the presence of trees and shrubs (Ficken et al., 2000). Finally, samples with poorly preserved OM (low OEP values) can be difficult to interpret, as the degradation signal may have altered the n-alkane patterns (Struck et al., 2018). Even though this endmember model does not seem to reflect the OM source patterns in our samples, it does show a mixed character of the OM. Furthermore, this is the first time this endmember model has been applied to Arctic sediments samples. More calibrations studies should be carried out to test this promising method for OM characterization studies in Arctic sediments.
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FIGURE 10. n-Alkane endmember model of Goltsovoye Lake sediment core PG2412. Degradation line for grasses and herbs [dashed orange; y = 0.09*ln(OEP) + 0.66] and deciduous trees and shrubs [dashed green; y = 0.17*ln(OEP) + 0.75] after Zech et al. (2013) and Schäfer et al. (2016). Fitted line for this study [dashed purple; y = 0.08*ln(OEP) + 0.37]. n-Alkane ratio: (n-C31 + n-C33)/(n-C27 + n-C31 + n-C33). Unit I: orange stars, Unit II: green circles, Unit III: blue triangles, Unit IV: purple squares.


In our study, the frozen fluvial sediments below the thawed Yedoma deposits had higher TOC values than in the thawed Yedoma, but this OM at the very bottom of the core also showed a higher level of degradation. The TOC content of the thawed Yedoma deposits is relatively low (median TOC: 0.8 wt% and 22 samples with TOC below detection limit) compared to previous research of still frozen Yedoma on the Bykovsky Peninsula that reported TOC values of 1.2 to 14 wt% (e.g., Schirrmeister et al., 2002a; Strauss et al., 2020). Furthermore, compared to Yedoma deposits on the Buor Khaya Peninsula and the Yedoma cliff of Sobo Sise (median CPI: 11.7 and 15.2, respectively), a degradation signal of the Yedoma OM is traceable (Figure 9B). As we have no information about the detailed OM characteristics of undisturbed Yedoma deposits of the study area, we argue that the OM signal of these thawed Yedoma deposits is a mixture of a source signal and a degradation signal of OM thaw and partial microbial decomposition after talik formation. Still, we find that for our biomarker proxies, the OM input signal exceeds the degradation signal in this study.

Continued thermokarst lake growth of Goltsovoye Lake will lead to further talik deepening and thus thawing of more sediments as well as erosion of surrounding sediments into the lake. Walter et al. (2006) showed that methane release at the lake margins accounted for the largest portion of methane release from thermokarst lakes. As we took our sediment core from the deepest point of the lake, the sediments likely have been thawed the longest time for this lake, while sediments nearer to the shore would have been exposed to thaw only more recently. Our study highlights that thawed deposits underneath a thermokarst lake vary in the OM composition and degradability and that this is primarily a result of OM origin and depositional environment, and less of permafrost thaw history. To understand future responses of further permafrost thaw and to assess the greenhouse gas emission potential, more knowledge is needed about the OM characteristics of the permafrost deposits. A direct comparison of thawed and still frozen Yedoma OM from nearby sites would be useful to better understand the impacts of thaw and microbial decomposition. The applied study of n-alkanes proves to be very useful in identifying OM sources, level of degradation and assessment of the depositional environment. Further research using other biogeochemical assessments such as those based on amino acids (Hutchings et al., 2019), Sphagnum-derived phenols (Abbott et al., 2013) and pectin-like polysaccharides as well as C/N burial profiles (Schellekens et al., 2015) would also be valuable.



CONCLUSION

Our study of OM degradation in thermokarst-affected permafrost sediments in an ice-rich Yedoma permafrost landscape relied on a unique set of two drilling cores from beneath a thermokarst lake in northeastern Siberia. Using n-alkane indices, we were able to distinguish four depositional units for the frozen and thawed sediments underneath Goltsovoye Lake on Bykovsky Peninsula. The lowest sediments (36.6-33 m) are of fluvial origin and were deposited prior to Yedoma formation. Their OM is characterized by a high degradation level and a relatively large share of aquatic OM (e.g., macrophytes). Yedoma formation started in a relatively wet, low-centered polygon landscape (33-18 m) with low amounts of but largely less degraded OM. Subsequently, n-alkane indices indicate a transition to a drier environment during the peak period of the Last Glacial Maximum (18-10 m) that was partly grass dominated (12 to 10 m). Furthermore, the OM in this sediment interval shows a low level of degradation. In the middle Holocene, a thermokarst lake formed and deposited lacustrine sediments (10-5.1 m), accompanied by talik formation that subsequently thawed the previously accumulated ice-rich Yedoma deposits. These lake sediments exhibit a higher TOC and n-alkane concentrations compared to the Yedoma sediments below.

Both the Yedoma deposits and the fluvial deposits contain old allochthonous OM. Moreover, using the n-alkane endmember model, we found a mixed input of the OM in all units. In the thawed Yedoma sediments, less OC was found compared to frozen Yedoma deposits reported elsewhere, suggesting a combination of OC poor deposition and partial mobilization of OC and release as methane from the thermokarst lake talik. Higher OC contents were found in the frozen fluvial sediments below the Yedoma deposits. However, using the n-alkane parameters, we found a trend toward increasingly degraded OM in these sediments in the bottom of the core. Overall, the n-alkane proxies suggest that the input signal of the OM still exceeds the degradation signal from thaw underneath the lake and that these parameters can still provide valuable information on the origin, degradation level and deposition conditions of the deposited OM.
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Despite the presence of well-documented changes in vegetation and faunal communities at the Pleistocene-Holocene transition, it is unclear whether similar shifts occurred in soil microbes. Recent studies do not show a clear connection between soil parameters and community structure, suggesting permafrost microbiome-climate studies may be unreliable. However, the majority of the permafrost microbial ecological studies have been performed only in either Holocene- or Pleistocene-aged sediments and not on permafrost that formed across the dramatic ecosystem reorganization at the Pleistocene-Holocene transition. In our study, we used permafrost recovered in proximity to the Pleistocene-Holocene transition subsampled under strict sterile conditions developed for ancient DNA studies. Our ordination analyses of microbial community composition based on 16S RNA genes and chemical composition of the soil samples resulted into two distinct clusters based on whether they were of late Pleistocene or Holocene age, while samples within an epoch were more similar than those across the boundary and did not result in age based separation. Between epochs, there was a statistically significant correlation between changes in OTU composition and soil chemical properties, but only Ca and Mn were correlated to OTU composition within Holocene aged samples; furthermore, no chemical parameters were correlated to OTU composition within Pleistocene aged samples. Thus, the results indicate that both soil chemical and microbial parameters are fairly stable until a threshold, driven by climate change in our study, is crossed, after which there is a shift to a new steady state. Modern anthropogenic climate change may lead to similar transitions in state for soil biogeochemical systems and microbial communities in Arctic regions.
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INTRODUCTION

The Pleistocene – Holocene transition was accompanied by rapid, extensive global climate and ecosystem changes (Barnosky et al., 2004; Guthrie, 2006). These rapid changes forced the Earth system to cross a climate threshold causing a major transition in terrestrial biosphere and pedogenesis from one stable state to another stable state and coincided with extinction of megafauna, reorganization of plant communities, and accompanying changes in soil chemistry and sedimentation (Alley et al., 2003; Steffen et al., 2018; Lacelle et al., 2019). At high latitudes, these changes may be preserved in relict permafrost (Shapiro and Cooper, 2003; Froese et al., 2009; Gaglioti et al., 2016). These natural biological and chemical archives have been used to reconstruct late Quaternary paleoclimate (Porter et al., 2019), vegetation (Willerslev et al., 2014), and faunal communities (Haile et al., 2009; Lorenzen et al., 2011). Despite the presence of well-documented changes in vegetation and faunal community structure across the Pleistocene-Holocene transition (Guthrie, 2006; Mann et al., 2016), it is still unclear whether these changes were associated with concomitant restructuring of soil microbial communities.

Recent studies have shown that the main factors governing microbial community structure in permafrost appear to be the age of the samples (Mackelprang et al., 2017; Burkert et al., 2019; Liang et al., 2019), ice content (Burkert et al., 2019), dispersal limitation and physical/thermodynamic constraints (Bottos et al., 2018), with little to no correlation with soil chemical parameters. For example, one recent study indicated that microbes within three Pleistocene-aged permafrost chronosequences changed in composition in response to increasing age, with a corresponding increase in survival strategies (Mackelprang et al., 2017). These correlations suggest that these environmental pressures, arising from harsh permafrost conditions, select for a subset of species and that the community structure deviates from the community present at the time the permafrost was formed (Willerslev et al., 2004; Kraft et al., 2015; Mackelprang et al., 2017; Liang et al., 2019). However, another study performed on two Pleistocene-aged permafrost samples of a similar age but differing origins (lake-alluvial sediments and Yedoma/ice complex sediments) indicated the presence of two distinct microbial communities, which were formed in response to differing environmental settings and not due to the age of the samples alone (Rivkina et al., 2016). As a result, it is not clear whether relict permafrost microbial communities provide a window into past soil microbial communities, or are the strict remnants of selective pressures of the permafrost environment, or some combination of the two.

In this study, we selected samples on either side of the Pleistocene-Holocene transition from a permafrost core extracted from central Yukon, a part of Eastern Beringia. The permafrost of Eastern Beringia contains exceptional proxy records of climate change (Froese et al., 2009). Furthermore, the Pleistocene-Holocene transition zone preserved in Eastern Beringian permafrost is prominent in the core stratigraphy, allowing for detailed microbiological and soil physicochemical analyses (Porter et al., 2019). The core in this study was collected about 1.5 m adjacent to, and shares stratigraphy with a well-dated and chemically and physically characterized core spanning the last ca. 16,000 years (Davies et al., 2018; Porter et al., 2019).



MATERIALS AND METHODS


Permafrost Coring Location and Analysis of the Soil Texture

The topography of our sampling site (DHP174-13L) along with the paleoenvironmental setting, stratigraphy and coring strategies were described previously (Davies et al., 2018; Porter et al., 2019). We obtained a 3.97 m long permafrost core (called DHL_16, collected in May 2016) about 1.5 m lateral to the core reported by Porter et al. (2019). Three intervals from depths of 174–210, 296–319, and 327–365 cm (termed DHL_16_1, DHL_16_2, and DHL_16_3 in this manuscript, respectively) were selected from the DHL_16 core for microbiological and chemical analyses. We were careful to sample near the Pleistocene-Holocene transition zone while avoiding the transition zone itself to minimize any effects of water migration in the paleoactive layer [detailed in Porter et al. (2019) for the stable isotopes of the pore waters in that study]. Active layer (or seasonally thawed soils) can allow water leaching from the paleo-surface to deeper depths (<∼50 cm at this site today) and result in mixing of the surface water, potentially impacting microbial and edaphic properties. We used the depleted water isotopes to provide further support that the waters (and thus the microbes) have not been mobilized since they froze (detailed in Porter et al., 2019).

The core stratigraphy, reported by Davies et al. (2018) and Porter et al. (2019), documents three prominent units that are readily recognized in both cores: units 1, 2, and 3 from the bottom of the core to the surface. The youngest unit sampled, corresponding to unit 3 of Porter et al. (2019) consists of peat (sampled interval 174–210 cm; DHL_16_1) and dates to the early Holocene (∼8–10.5 k cal yr BP), whereas DHL_16_2 and DHL_16_ 3 are loessal silts (eolian silt) (sampled at 296–319 cm and 327–365 cm respectively) both associated with the late Pleistocene (∼14.3–15 k cal yr BP, and ∼15–16 k cal yr BP, respectively), based on the age model of Porter et al. (2019). At the site, the peat/silt boundary was determined to be at 244 cm (which was dated to ∼10.5 k cal yr BP, Supplementary Figure S1). These three selected intervals were vertically cut into 1/3 and 2/3 subsections with the aid of a masonry saw. The 2/3 sections were used for DNA extraction, while the 1/3 sections were used for chemical analyses (Saidi-Mehrabad et al., 2020).

Soil textures of Holocene-aged samples from 210 cm depth and Pleistocene-aged samples from 296 cm depth were examined and photographed under 4.5× and 67× magnifications of a zoom stereomicroscope (Olympus-Life Sciences SZ61, Japan). These two depths were near the 244 cm peat/silt boundary. Samples were allowed to thaw and dry at 70°C in a table top oven for 48 h prior to microscopy.



Permafrost Edaphic Parameter Analysis

Selected intervals of DHL_16_1, DHL_16_2, and DHL_16_3 were sub-sectioned for soil chemical analysis based on a previously described method (Saidi-Mehrabad et al., 2020). Briefly, the 1/3 core sections were cut into 1 cm3 cubes with a hand saw in a 4°C cold room for measuring the basic chemical parameters of these samples, including organic carbon (OC), pH and gravimetric water content (GW) (Saidi-Mehrabad et al., 2020). Total carbon (TC) and total nitrogen (TN) were measured from 0.5 g of subsections based on a dry combustion method with the aid of an Elemental Analyzer (EA 4010; Costech International Strumatzione, Italy) (Sparks et al., 1996). Nitrate/nitrite (NO–3/NO2–) was analyzed using ∼ 5 g of soil material with a colorimetric diazo coupling method by a SmartChem Discrete Wet Chemistry analyzer (model 200, Westco Scientific, United States) (Maynard et al., 1993). Ammonium (NH4+) was measured from 0.5 g of subsections based on a colorimetric Berthelot protocol (Maynard et al., 1993). Electrical conductivity (EC) was measured at 1:5 soil:water (w/v) ratio, calibrated at 20°C with 0.01M KCl solution (Hardie and Doyle, 2012) using an EC500 ExStik® II conductivity measuring device (EXTECH instruments, United States). Dissolved metals were extracted from 0.5 g of sample by HNO3/HCl digestion and measured via inductively coupled plasma-optical emission spectroscopy (iCAP6300, Thermofisher Scientific, Canada) (Skoog et al., 2007).



DNA Extraction and Sequencing

Prior to DNA extraction the 2/3 sections associated with the DHL_16_1, DHL_16_2, and DHL_16_3 intervals were cut into ∼6 × 3.5 × 2.5 cm rectangular pieces (n = 16) and the exterior of these rectangles were painted with a total of 3 × 108 cells/ml of Escherichia coli (E. coli) (strain DH10B) suspended in 50 ml of 1 × PBS using a 25 mm paintbrush (Saidi-Mehrabad et al., 2020). The E. coli strain used in our contamination monitoring procedure harbored a mNeonGreen-expressing and ampicillin-resistant pBAD/His B vector, which allowed us to trace the contamination at a much smaller levels via direct PCR targeting the vector or macro-photography of the glowing mNeonGreen protein under 470 nm wavelength (Saidi-Mehrabad et al., 2020). All rectangular pieces were decontaminated by the combination of bleach washing and scraping under sterilize conditions designed for ancient DNA analysis in a class 1000 clean lab with no history of sample processing (Saidi-Mehrabad et al., 2020). Genomic DNA was extracted from a total of ∼10 g of homogenized thawed soil at room temperature from each 6 cm subsection using a modified ZymoBIOMICS DNA Microprep kit (Zymo Research, United States) protocol (Saidi-Mehrabad et al., 2020). DNA concentration was measured with a Qubit dsDNA HS Assay Kit according to manufacturer’s protocol (Thermofisher Scientific, Canada). The extracted DNA was tested for the presence of the biological tracer used in our contamination monitoring procedure via PCR (performed in triplicate and in a variety of dilutions) as described previously (Saidi-Mehrabad et al., 2020). We were unable to obtain sufficient DNA devoid of the contamination tracer for sequencing from DHL_16_3 sub-sections, as a result, these samples were excluded from further molecular analysis (Supplementary Figure S2). Thus, a total of six segments, three from DHL_16_1 (174–179, 179–184, and 189–194 cm) and three from DHL_16_2 (296–301, 305–310, and 314–319 cm), passed our quality control steps (Saidi-Mehrabad et al., 2020) for microbial community analysis.

Clean genomic DNA extracted from the permafrost samples, a lab-constructed mock community (Supplementary Figure S3), and DNA extraction blanks (Supplementary Table S1) were sequenced based on the V4 region of the 16S rRNA genes by using standard Earth Microbiome Project (EMP) primers 515F and 806R (Caporaso et al., 2011). The platform used by the commercial sequencing provider (Microbiome Insights, Canada) was an Illumina MiSeq machine using a 250-bp paired-end kit (V2 500-cycle PE Chemistry; Illumina, United States). No additional library preparation kits were used, as the libraries were constructed in a single PCR step. Generated sequences were demultiplexed via bcl2fastq2 2.20 according to Illumina guidelines (Illumina, United States).



Quality Control of Raw Sequences and OTU Construction

A combination of USEARCH 10.0.240 (Edgar, 2010) and Mothur 1.39.5 (Schloss et al., 2009) pipelines were utilized for analyzing the sequences. USEARCH was used to merge the reads and to form contigs based on the criteria recommended in USEARCH 10 manual for analyzing sequences generated from the V4 region of the 16S rRNA genes. Mothur was used to merge the raw reads into a single merge file and to normalize the reads to the lowest read counts via random subsampling. OTU picking, chimera, and universal singleton checks were performed with the UPARSE pipeline via de novo/greedy heuristic algorithm (Edgar, 2013). The threshold used for OTU clustering was 97% similarity. Constructed OTUs were mapped to taxonomy via SINTAX algorithm by using a trained V4 16S rRNA RDP (v16; 13k sequences) database (Cole et al., 2014; Edgar, 2016). The confidence level cut-off at each taxonomic level was set to 0 to prevent data loss. In addition to the bootstrap values obtained from SINTAX algorithm, the taxonomic identity of the sequences were manually investigated via Basic Local Alignment Search Tool (BLAST) in the NCBI database (Altschul et al., 1990). All strains detected in the blank controls, Eukarya, Archaea species and Cyanobacteria/Chloroplast (termed anomalous sequences) were removed from downstream community analyses (Supplementary Table S2).

In summary, 98.1% of the reads passed the filtering Q score parameters (with expected error < 1.0) and resulted in 87843 filtered reads. Of these, 11417 reads were unique (de-replicated) and 8287 were singletons (72.6%). OTU counts were rarified to 1768 sequences per sample by random subsampling. UPARSE picked 778 OTUs, with 612 OTUs assigned to domain Bacteria via SINTAX after removal of anomalous sequences. Despite a relatively small number of OTUs and sample size, the constructed rarefaction curve demonstrated enough sampling depth for downstream diversity analyses (Supplementary Figure S4). Raw sequences obtained in this study have been archived in NCBI Sequence Read Archive under the ascension number of PRJNA607368, and BioSample accession of SAMN14130768.



Community Analysis

All the statistical computations that utilized the R language were performed in R Studio environment 1.1.442. The soil parameters were log10 (x + 1) transformed and were later used to create a variable matrix for PcOrd version 6.22 (Wild Blueberry Media, Inc., United States) and a Phyloseq 1.16.2 object for alpha and beta diversity analyses (McMurdie and Holmes, 2013). The possible differences in OTU structure between groups were calculated with Bray-Curtis dissimilarity matrix and clustering was calculated based on average linkage in PcOrd version 6.22. Results were visualized in a principal coordinate analysis biplot (PCoA) and statistical support for differences between groups was calculated with the aid of Multi-Response Permutation Procedure (MRPP) with 999 randomized permutation tests in PcOrd version 6.22 (Mielke et al., 1976). The coefficient of determination of chemical parameters to sample groups (Holocene or Pleistocene) were assessed based on the “envfit” function of vegan ver 2.4-2 package with max p < 0.05 and 999 permutation tests (Oksanen et al., 2007). Differences in chemical composition between samples were visualized in a principal component biplot (PCA). Samples were clustered based on average linkage and statistical significance between clusters were assessed based on MRPP in PcOrd version 6.22 (Mielke et al., 1976). The shared and unique OTUs between and within clusters detected in PCoA analysis were investigated with a co-occurrence network test based on a maximum ecological distance of 0.8 and distance matrix of Jaccard by the aid of Phyloseq 1.16.2 package (McMurdie and Holmes, 2013). To assess which taxa were significantly differentially abundant in Pleistocene and Holocene groups, the DESeq2 differential abundance method (Love et al., 2014) with a threshold of 0.01 and p < 0.05 was used on the top 10 dominant phyla within all samples combined (microbiomeSeq package 0.1). In order to assess the sequence similarity of the Pleistocene- and Holocene-aged bacteria to published bacteria, each representative sequence of an OTU was compared to publicly available sequences via BLAST in NCBI (standard nucleotide (nr/nt) database). Uncultured/environmental sample sequences were excluded from our search criteria. The top sequence hit similarity values for each individual group were averaged and compared with each other. The possible effect of epoch-based separation on the relationship between soil chemistry and changes in OTU structure were investigated using a negative binomial many-generalized linear model (ManyGLM) (Warton et al., 2012). The model performed multiple random re-samplings via Monte Carlo algorithm to investigate many correlated variables while considering the strong mean-variance relationship due to the presence of rare species and high zero inflation (Warton, 2011; Warton et al., 2012). The statistical significance of this model was based on Wald’s test, which employed a generalized estimating equations approach (Warton et al., 2012). The model was executed with the mvabund 4.0.1 package (Wang et al., 2012). This model was also used to assess the differential abundance of OTUs shared between Pleistocene- and Holocene-aged samples with the same criteria described above.



Live/Dead Microscopy Assay

The viability assay was performed with a Live/Dead BacLight Bacterial Viability Kit (Invitrogen Thermo Fisher, Canada) and a DM RXA fluorescence microscope (Leica Microsystems, Germany). The viable cells were enumerated via green fluorescence at 470 nm excitation and the dead cells were enumerated via red fluorescence at 530 nm excitation. A 36 cm section from DHL_16_1 and a 23 cm section from DHL_16_2 were cut, homogenized and subsampled in quadruplicate as representative Holocene and Pleistocene samples, respectively. For each replicate subsample, 15 fields of view were counted under both wavelengths and the resulting n = 60 mean observation was used to calculate the abundance and live/dead proportion of the cells. The detailed protocol is available in the supporting information.



RESULTS

The Holocene-aged permafrost sediments had properties distinct from Pleistocene-aged permafrost sediments, matching the descriptions of Fraser and Burn (1997) and Kotler and Burn (2000). The most noticeable difference was Holocene sediments were dominated by peat, while Pleistocene sediments were comprised of silty loess with frozen rare lenses of ice and largely lacking visible plant remains (Supplementary Figures S2A–D). No clear differences in texture were observed for samples within each epoch (Supplementary Figure S2). The presence of well-preserved plant macroremains from the peat suggest a relatively uninterrupted aggradation of permafrost with the plant material since the time of deposition, and that the permafrost of our sampling region formed syngenetically, or as the surface aggraded, without signs of previous thaw; this is also reflected by the water isotopes from these cores reported by Porter et al. (2019).

All measured chemical parameters differed significantly between Pleistocene and Holocene sediments (Tables 1, 2 and Supplementary Figures S1, S5). Similar to texture, none of the measured chemical parameters showed statistically significant changes within epochs. Holocene samples had significantly higher organic carbon (p < 0.001), nitrate/nitrite (p < 0.01), water (p < 0.01), and total nitrogen (p < 0.01) as well as significantly lower metals (p < 0.05), electrical conductivity (p < 0.05), and pH (p < 0.001) than Pleistocene samples (Tables 1, 2).


TABLE 1. Basic soil edaphic parameters of the selected segments for microbial analysis.
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TABLE 2. Measured dissolved metals of the selected segments for microbial analysis.

[image: Table 2]In addition to dramatic changes in soil composition and chemistry, there was significantly higher cell viability and cell abundance in Holocene samples than in Pleistocene samples, with ∼8 fold higher viable cells (p < 0.001), ∼2 fold fewer dead cells (p < 0.001) and ∼2 fold higher total cells (p < 0.001) (Figure 1). Direct microscopic cell counts demonstrated Holocene samples had a total of 1.12 × 107 (±4.44 × 106) cells g–1 of wet soil, with 84% viable cells and 16% non-viable cells. Pleistocene samples had a total of 6.47 × 106 (±9.57 × 105) cells g–1 of wet soil, with 17% viable cells and 83% non-viable cells (Figure 1).
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FIGURE 1. Live/dead cell counts of Holocene and Pleistocene aged samples. Error bars represent one standard deviation from the mean (n = 60 mean observation). For this experiment, samples from 174–210 cm (n = 4) and 296–319 cm (n = 4) were selected to investigate cell viability in Holocene aged and Pleistocene aged soils. These depths were selected based on their close proximity to the Pleistocene-Holocene transition zone of 244 cm. The statistical significance (Student’s t-test) of fold change in cell counts from Holocene to Pleistocene is as follows: fold change in viable cells (p < 0.001), fold change in dead cells (p < 0.001), and fold change in total cells (p < 0.001).


Overall microbial diversity based on 16S rRNA genes was either not significantly different between Holocene and Pleistocene samples (as measured by observed OTUs, Shannon diversity index, Chao1 richness estimator, Simpson evenness, and Fisher’s alpha diversity index), or the statistical support for differences was weak (as for the Mann–Whitney U test) (Supplementary Table S3). In a PCoA biplot, composite Holocene and Pleistocene samples demonstrated a dramatic dissimilarity in OTU composition. The microbial communities formed two clusters based on epoch; there was no clear differentiation within the epoch-based groups (Figure 2). Similar to soil texture, chemistry and cell abundance, each epoch-based cluster had a unique set of OTUs not present in the other epoch, which are probably selected by the environmental condition of each permafrost soil. The OTUs within and between epochs demonstrated that of 336 OTUs within Holocene samples, 84.5% were unique to this group (which we termed core Holocene OTUs, 284 OTUs), and only 15.5% were shared with the Pleistocene group (which we termed Pleistocene-Holocene shared, 52 OTUs) (Supplementary Figure S6). Similarly, of a total of 328 OTUs within the Pleistocene cluster, 84.1% of the OTUs were unique to this group (which we termed core Pleistocene OTUs, 276 OTUs), and only 15.8% of the OTUs were in Pleistocene-Holocene shared group (Supplementary Figure S6). The three dominant OTUs that formed the top 30% of the composite Pleistocene and Holocene samples were associated with the Pleistocene-Holocene shared group. In general, OTUs found within this cluster were slightly more dominant in Pleistocene samples (52.1%) than Holocene samples (47.8%).
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FIGURE 2. PCoA biplot of the OTU composition in Holocene (n = 3) and Pleistocene (n = 3) aged samples. Combined Axis 1 (PCOA1) and Axis 2 (PCOA2) components explained a total of 84.7% of the dissimilarity between the clusters in the system (p = 0.022). Samples 174–179, 179–184, 189–194 cm formed the Holocene cluster (8–10 k cal yr BP) and 296–301, 305–310, 314–319 cm formed the Pleistocene aged cluster (14–15 k cal yr BP). In the ordination space, samples (5 cm segments of DHL_16-1 and 2) have been shown with white circles and OTUs with colored squares. Colors of OTUs represent their taxonomic identity at the phylum level.


Core Pleistocene and Holocene sequences were individually compared to the standard reference DNA sequence database in NCBI via BLAST. The average percent similarity of core Pleistocene OTU 16S rRNA gene sequences to published bacterial sequences was 92.1% (±0.05%; n = 276 OTUs) in comparison to Holocene OTUs, which was 97.5% (±0.03%; n = 284 OTUs) (p < 0.001). Since the average of the 16S rRNA gene sequence similarity value of Pleistocene OTUs were less than the 97% identity boundary between unknown and known species (Stackebrandt and Goebel, 1994), they are uncharacterized and are more different from extant bacterial communities in databases than are Holocene OTUs. Pleistocene-Holocene shared OTUs (n = 52) demonstrated similarity to characterized strains similar to that for the Holocene OTUs (97.3% ± 0.05%) (p > 0.05) and not Pleistocene OTUs (p < 0.001).

Differential abundance analysis of the top 10 dominant phyla in composite Holocene and Pleistocene samples identified five phyla (Actinobacteria, Acidobacteria, Proteobacteria, Deinococcus-Thermus and Fusobacteria) as the main drivers of differences in taxonomy (p < 0.001) between Pleistocene and Holocene samples (Supplementary Figures S7, S8). In composite Holocene samples, 94% of the sequences fell within the Proteobacteria (56%), Actinobacteria (17%), Firmicutes (15%), and Bacteroidetes (5%) (Figure 3). Deinococcus-Thermus and Fusobacteria were part of the core Holocene samples and together constituted 3.58% of the community. On the other hand, 98% of the composite Pleistocene sequences were Actinobacteria (43%), Firmicutes (24%), Proteobacteria (16%), Acidobacteria (8%), and Bacteroidetes (6%). A similar distinction in taxonomic composition between composite Holocene and Pleistocene samples was also evident at the class level (Supplementary Figure S9). In the Pleistocene-Holocene shared group, 98% of the OTUs were associated with Proteobacteria (88%), Actinobacteria (8%), Firmicutes (2%) and Bacteroidetes (1%) respectively (Supplementary Figure S10a). Although these OTUs were shared between Pleistocene and Holocene samples the abundance of these OTUs were significantly different between epochs (p < 0.001) (Supplementary Figure S10b).


[image: image]

FIGURE 3. Relative abundance analyses of the OTUs detected in Holocene-aged and Pleistocene-aged permafrost samples at the phylum level.


To test for possible correlation between epoch-based separation of the microbial community structure and changes in soil chemical parameters, a ManyGLM model was utilized. The ManyGLM indicated that within the composited Holocene samples, only Ca and Mn had a statistically significant correlation (p < 0.05) to the core OTUs. The other 20 measured variables, including depth of the samples, did not show any significant relationship to the core OTUs (Table 3). Within Pleistocene samples, no significant correlation was found between core OTUs and any measured variable, including depth of the samples. However, between the Pleistocene and Holocene groups, there was a clear correlation between shift in epoch, changes in soil chemical parameters and reorganization in core OTU compositions (Table 3).


TABLE 3. The probability values calculated based on Wald’s generalized estimating equation in the context of a negative binomial many generalized linear model (ManyGLM).
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DISCUSSION

The perennially frozen nature of permafrost prevents movement of entrapped bacteria, creating a dispersal limitation. Furthermore, it is a challenging environment in terms of energy and nutrient availability (thermodynamic constraints) and damage to cells (physical constraints) (Mackelprang et al., 2017; Bottos et al., 2018; Burkert et al., 2019; Liang et al., 2019). Therefore, permafrost creates an environmental filter that only allows species resistant to these effects to survive, dramatically changing the composition of the community (Mackelprang et al., 2017; Bottos et al., 2018). Furthermore, these effects are compounded with time, further shifting the communities as the permafrost ages (Mackelprang et al., 2017). Hence, it is not clear if the surviving community members can be used as a paleoenvironmental tool.

Most previous studies of permafrost microbial community structure or community-level function have been conducted on permafrost chronosequences from a single epoch (e.g., Mackelprang et al., 2011, 2017; Hultman et al., 2015). Therefore, it is not known whether there is a shift in the permafrost microbial community structure close to the Pleistocene-Holocene transition. We observed dramatic differences in soil chemistry and OTU composition in samples from either side of the Pleistocene-Holocene transition (Figure 2, Supplementary Figures S1, S5, S6, and Tables 1, 2). A small number of OTUs (n = 52) that were able to persist despite the dramatic change during the Pleistocene-Holocene transition and the permafrost freezing-filtering effect were shared among the Pleistocene and Holocene samples (Pleistocene-Holocene shared group; Supplementary Figure S6). However, their abundance differed dramatically between epochs (Supplementary Figure S10b). No significant differences were observed between samples within an epoch (despite a difference in age between the samples). The lack of clear observable correlations between chemistry and microbiology within epochs is consistent with prior observations (e.g., Mackelprang et al., 2017; Bottos et al., 2018).

Based on our data, microbial community structure within an epoch is relatively stable over time, likely due to physiological flexibility and community stability of the microbial community (Shade et al., 2013). Thus, the environmental filter of the frozen and isolated conditions in the permafrost creates a strong selection pressure on microbial communities that are initially similar. Any relatively small signal of microbial community differences at the time of formation are lost. However, once the system surpasses a threshold, both chemical and microbial parameters rapidly shift to a new stable state. Some OTUs are able to persist, despite the dramatic change during the Pleistocene-Holocene transition and the permafrost freezing filtering effect, and were shared among the Pleistocene and Holocene samples (Pleistocene-Holocene shared group; Supplementary Figure S6) (Mandakovic et al., 2018). This scenario resembles the threshold hypothesis (also known as the tipping point hypothesis) (Scheffer et al., 2001), wherein a critical threshold exists in a system beyond which perturbations cause extensive changes (called “catastrophic” by Scheffer et al., 2001) and the system shifts from one stable state to another (Allison and Martiny, 2008; Shade et al., 2012; Mikkelson et al., 2016). Many paleoclimatic records indicate that the Pleistocene-Holocene transition was rapid and caused the climate system to cross a threshold, triggering a rapid transition to a warmer Holocene climate (Alley et al., 2003; Guthrie, 2006; Boers et al., 2018). Such an abrupt change is consistent with our ManyGLM model (Table 2), which did not detect any statistically significant correlation between OTU composition and soil chemical parameters within an epoch, with the exception of weak statistical support for correlations with Mn and Ca in Holocene samples (Table 2). However, between epochs, the ManyGLM model indicated a statistically significant change in microbial community structure and chemical profile (Table 2). Hence, we hypothesize that both soil chemical and microbial parameters were relatively stable until a threshold was reached at the Pleistocene-Holocene transition, after which there was a drastic shift to a new set of chemical and microbial parameters.

One implication of the threshold hypothesis described above is that it may explain why some decades-long in situ soil warming experiments have shown little or no change in microbial community structure (e.g., Kuffner et al., 2012), while lab-based incubations have shown dramatic shifts in community structure in a matter of days (e.g., Mackelprang et al., 2011). This difference between field and lab outcomes is likely because field-based studies generally involve moderate heating of the surface active layer of soil and thus do not strongly affect the underlying permafrost. In these experiments, microbes are able to gradually acclimate to moderate warming and the community resists shifts in composition (Allison and Martiny, 2008; Bradford et al., 2008; Rousk et al., 2012; Metcalfe, 2017). In contrast, in laboratory-based experiments, small amounts of permafrost thaw rapidly in response to increased temperature, leading to significant changes in the physicochemical parameters of the soil (Vonk et al., 2015) accompanied by dramatic changes in microbial community structure (e.g., Mackelprang et al., 2011; Schostag et al., 2019). Even changes at subzero temperatures in laboratory microcosms have been reported to alter microbial community structure (Tuorto et al., 2014).

Changes in OTU and chemical composition between epochs were accompanied by major changes in taxonomy (Supplementary Figures S7, S8). Proteobacteria-related species were dominant in Holocene samples, whereas Actinobacteria-related species dominated Pleistocene samples (Figure 3 and Supplementary Figures S7, S8). Species associated with phyla Proteobacteria and Actinobacteria are the most dominant species in soil worldwide (Janssen, 2006), including cold environments such as permafrost (e.g., Gittel et al., 2014; Zhang et al., 2016). Although phylogeny cannot be used to directly infer physiology and broad taxonomic groups (such as phyla) can include organisms with many different physiological features, strains affiliated with Actinobacteria have been characterized as oligotrophs adapted to nutrient-poor environments, while strains associated with Proteobacteria have been characterized as copiotrophs adapted to carbon-rich systems (De Vries and Shade, 2013; Itcus et al., 2018). Competition for nutrients among species associated with these two phyla have been reported (Goldfarb et al., 2011). According to a recent revision in environmental filtering theory, abiotic factors initially select certain strains, and then the second phase of selection pressure occurs based on species competition for resources (Freedman and Zak, 2015; Kraft et al., 2015). Hence, competition for resources could be a major consequence of threshold-crossing events, which might drastically alter ecosystem services, in particular when Pleistocene-aged permafrost thaws and releases the entrapped microorganisms to the surrounding environment due to climate warming (Castro et al., 2010; De Vries and Shade, 2013; Strauss et al., 2017; Schostag et al., 2019). Based on metatranscriptome analysis of frozen permafrost, Coolen and Orsi (2015) demonstrated a shift in microbial community structure from Firmicutes, Acidobacteria, Actinobacteria and Proteobacteria dominant community to a Firmicutes, Bacteroidetes, and Euryarchaeota dominant community upon thaw. Permafrost thaw in their study was in parallel in increase in complex biopolymer degradation, translation and biogenesis transcripts, indicating a general increase in microbial activity (Coolen and Orsi, 2015).

Another, less likely, scenario to explain the microbial community shift between epochs is the effect of the relict extracellular DNA on our diversity analyses. In this scenario, relict preserved DNA released from dead cells differs between Holocene and Pleistocene samples and bias increases with relict DNA pool size (similar to Carini et al., 2016). Within the Pleistocene samples, 83% of the enumerated cells were non-viable and Holocene samples had ∼8 fold higher viable cells (Figure 1). Hence, it is possible that relict DNA might be an important factor in epoch based separation of Holocene and Pleistocene microbial community structure. However, this scenario seems unlikely for two reasons. First, Burkert et al. (2019) did not find a significant change in microbial community structure after removal of relict DNA preserved within Beringian permafrost. Second, Lennon et al. (2018) reported a minimal effect of relict DNA on estimates of microbial alpha diversity as long as the species abundance distribution of the relict and intact DNA pools are equivalent. Hence, since our alpha diversity indices did not indicate any statistically significant variation between epochs (Supplementary Table S3), the species abundance distribution of the relict and intact DNA are likely equivalent. However, it is not possible to fully exclude this scenario.



CONCLUSION

Anthropocene warming in the western Arctic exceeds the dramatic warming associated with the Early Holocene thermal maximum, and arguably represents the warmest temperatures of the last ca. 14,000 years (Porter et al., 2019). As a result fragile cold-adapted systems have been predicted to be near a threshold- similar to the Pleistocene-Holocene transition (Miller et al., 2010). Similar changes observed in this study might occur in modern cold soils, which could alter ecosystem services with unknown consequences. The single core and six samples from this study only represent a snap shot of the effects of dramatic climate change on microbial population dynamics across the Pleistocene-Holocene transition at one location. Future investigations should focus on different types of permafrost-affected regions with different terrain types or different permafrost stratigraphy, both at microbial community and functional levels. It is yet to be seen if our findings are more generally representative of the microbial community dynamics across the Pleistocene-Holocene transition at a pan-Arctic scale. If our threshold hypothesis is supported by more regional studies in diverse settings, it may provide a framework for a better understanding of potential changes in important archaeal and bacterial functional guilds, which could in turn improve climate models by predicting microbial responses in a warmer world.

Also, we noticed that the bacteria entrapped in Pleistocene aged permafrost are distantly related to the known reference sequences, this suggest that the microbial members of the Eastern Beringian permafrost are mainly unknown. Future research demands to isolate these strains and study them at a phylogenetic and genome levels for possible biotechnological applications or for expanding our knowledge regarding bacterial evolution/succession over geologically meaningfully timescales.
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Climate-change driven increases in temperature and precipitation are leading to increased discharge of freshwater and terrestrial material to Arctic coastal ecosystems. These inputs bring sediments, nutrients and organic matter (OM) across the land-ocean interface with a range of implications for coastal ecosystems and biogeochemical cycling. To investigate responses to terrestrial inputs, physicochemical conditions were characterized in a river- and glacier-influenced Arctic fjord system (Isfjorden, Svalbard) from May to August in 2018 and 2019. Our observations revealed a pervasive freshwater footprint in the inner fjord arms, the geochemical properties of which varied spatially and seasonally as the melt season progressed. In June, during the spring freshet, rivers were a source of dissolved organic carbon (DOC; with concentrations up to 1410 μmol L–1). In August, permafrost and glacial-fed meltwater was a source of inorganic nutrients including NO2 + NO3, with concentrations 12-fold higher in the rivers than in the fjord. While marine OM dominated in May following the spring phytoplankton bloom, terrestrial OM was present throughout Isfjorden in June and August. Results suggest that enhanced land-ocean connectivity could lead to profound changes in the biogeochemistry and ecology of Svalbard fjords. Given the anticipated warming and associated increases in precipitation, permafrost thaw and freshwater discharge, our results highlight the need for more detailed seasonal field sampling in small Arctic catchments and receiving aquatic systems.

Keywords: climate change, coastal biogeochemistry, dissolved organic matter, freshwater inputs, glacier runoff, light climate, permafrost, land-ocean interactions


INTRODUCTION

Recent climate change driven increases in air temperature and precipitation are changing the timing, magnitude and geochemical nature of freshwater runoff with unknown implications for Arctic coastal waters. The observed changes in climate have been distinct in the high-Arctic Svalbard archipelago (e.g., Adakudlu et al., 2019; van Pelt et al., 2019) where marine and land-terminating glaciers are shrinking in size (van Pelt et al., 2019) and where the upper layer of permafrost, where large amounts of organic carbon are stored (Tarnocai et al., 2009) is warming (Grosse et al., 2016; Biskaborn et al., 2019), and active layer depth is increasing (Christiansen et al., 2005). Together with increased precipitation and freshwater discharge (Peterson et al., 2002; McClelland et al., 2006; Adakudlu et al., 2019), the thawing terrestrial cryosphere is expected to lead to the mobilization and transport of dissolved and particulate organic and inorganic matter from Arctic watersheds to coastal waters (Parmentier et al., 2017).

In central Svalbard, snowmelt typically occurs in June (van Pelt et al., 2016) alongside high river discharge (Hodson et al., 2016). The permafrost active layer is deepest in August (Christiansen et al., 2005), a typically low discharge period (Hodson et al., 2016) when glacial-meltwater has higher residence time in the catchment. Seasonal changes in catchment hydrology have implications for the transport and bioavailability of carbon and nutrients in glacial meltwater on Svalbard (Nowak and Hodson, 2015; Koziol et al., 2019) and elsewhere in the Arctic (Neff et al., 2006; Holmes et al., 2008; Spencer et al., 2008). For example, carbon delivered during spring freshet in Alaskan rivers is more labile compared to aged, microbially reworked carbon delivered later in the summer (Holmes et al., 2008). While seasonal changes in river physicochemistry have been well documented for the Great Arctic rivers (e.g., Holmes et al., 2011), seasonal data from small Arctic catchments are scarce, making it difficult to assess potential impacts on receiving near-shore and coastal waters.

Arctic fjord estuaries are biogeochemical hotspots for the cycling of organic matter (OM) (Bianchi et al., 2020) and burial of carbon (Smith et al., 2015; Bianchi et al., 2018). The fate of terrestrial materials in the marine system is linked to physical and biological processes in the water column. Flocculation and sedimentation at the land-ocean interface (Meslard et al., 2018), and photodegradation and mineralization can act to remove OM from the water column while uptake by coastal biota can integrate terrestrial OM into the marine food-web (Parsons et al., 1989; Harris et al., 2018). Turbid freshwater plumes can also stratify the water column and inhibit nutrient-rich deep water renewal (Torsvik et al., 2019), while also rapidly attenuating light critical for photosynthesis (Murray et al., 2015; Holinde and Zielinski, 2016; Pavlov et al., 2019), with implications for the autotrophic: heterotrophic balance in nearshore areas (Wikner and Andersson, 2012). Despite the rapid warming documented in the high Arctic (IPCC, 2014; Adakudlu et al., 2019), little is known regarding how these changes will affect the quantity and quality of materials transported to and through near-shore, fjord and coastal systems and thus their potential impacts on local and regional biogeochemical cycles (Parmentier et al., 2017).

To address these knowledge gaps, we studied the impacts of inputs from marine terminating glaciers and rivers on light, stratification, nutrient and OM dynamics in Isfjorden (Svalbard). To evaluate seasonal changes in runoff and associated impacts (snow melt vs. glacial melt/permafrost erosion), we targeted three stages of the melt season (1) pre-freshet in May, (2) spring freshet in June, and (3) late-summer runoff in August. Specifically, we aimed to identify the spatial and seasonal response in fjord physicochemical conditions and OM characteristics and evaluate how these might change with the future projected changes in freshwater runoff on Svalbard.



MATERIALS AND METHODS


Sampling Location

Fieldwork took place in 2018 and 2019 in Isfjorden, the largest fjord system on the West coast of Spitsbergen, Svalbard (Figures 1a,b). Isfjorden exchanges waters with the west Spitsbergen shelf, where the West Spitsbergen Current (WSC) and the Spitsbergen Polar Current (SPC) bring Atlantic and Arctic waters, which enter the fjord along the southern shore and exit the fjord along the northern coastline (Nilsen et al., 2016; Figure 1c). Isfjorden has several fjord arms (e.g., Fraser et al., 2018). Tempelfjorden and Billefjorden and the northern side of Isfjorden have marine terminating glaciers, which are absent from the southern side of Isfjorden, including Adventfjorden (Figure 1b). Of the sampled fjord arms, only Billefjorden has a shallow sill (50 m) at the entrance, which typically inhibits water mass exchange with adjacent (or central) parts of Isfjorden (Nilsen et al., 2008). The intrusion of warm and saline Atlantic water from the WSC (Fraser et al., 2018) facilitates the melting of Svalbard glaciers (Luckmann et al., 2015). In turn, runoff from glaciers and rivers contribute to estuarine circulation in the fjord (Torsvik et al., 2019). The rivers sampled in this study have catchments ranging from (55–725 km2) in size with varying degrees of glacial cover (10–51%; pers. com. Guerrero, 2019).
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FIGURE 1. (a) Station map of Isfjorden (sampled in 2018), and (b) Adventfjorden (sampled in 2019), superimposed on satellite images taken from the same week as sampling [August 20, 2018 and June 14th, 2019; Sentinel-2 (https://scihub.copernicus.eu/)]. The location of the ice edge in May 2018, when land-fast ice covered the inner fjord arms, is indicated in black. (c) Map of Svalbard with the West Spitsbergen Current (WSC) and Spitsbergen Polar Current (SPC) depicted in red and blue respectively.




Sample Collection and Processing

In 2018, samples were collected in May (10th–11th), June (18th–24th), and August (16th–24th), from a total of 17 different stations in Isfjorden along gradients from rivers and glaciers to the outer fjord (Figure 1a). The number of stations sampled each month varied due to presence of ice in May (Figure 1a), when additional fjord transect stations were sampled at the land-fast ice edge in the fjord arms, and where the innermost stations were not accessible. In 2019, the same sampling techniques were used in Adventfjorden with a higher spatial resolution, during June (15th–17th) and August (7th–9th; Figure 1b). Samples were collected from 8 stations in Adventfjorden as well as 2 rivers (Adventelva and Longyearelva). At each fjord station, water samples were collected from up to 5 depths (surface, 2 m, 5 m, 15 m, and 30 m) depending on station depth.

In both sampling years, a CTD profiler (SD204, SAIV A/S or Seabird SBE 911) was used to collect vertical profiles of salinity, temperature and chlorophyll fluorescence. Secchi depth was measured and light measurements were made using optical sensors. In 2018, a PAR cosine-corrected sensor was used to obtain vertical profiles of photosynthetically active radiation (PAR, 400–700 nm) while in 2019, TrioS Ramses ACC-VIS hyperspectral radiometers (one for profiling, one as a surface reference) were used to obtain downwelling planar irradiance profiles. At all stations, water was collected from the surface and 15 m using a Niskin bottle. At stations shallower than 17 m, water was collected from the surface and from 2 m above the bottom. A multiparameter sensor (Hanna instruments, HI 98195) and handheld turbidity meter (Thermo Scientific Eutech TN-100) were used in the field to record temperature, salinity, pH, conductivity and turbidity for each sample in a well-mixed bucket of sample water immediately after collection. Water was collected directly from the Niskin bottle into 20 liter jugs for further processing at the University Centre in Svalbard (UNIS).

Samples for analysis of dissolved organic carbon (DOC), dissolved nutrients [ammonium (NH4), phosphate (PO4), nitrite + nitrate (NO2 + NO3), and silica (SiO2)] were filtered through 0.2 μm polycarbonate membrane filters and preserved with 4M H2SO4 (final concentration of 1% by volume) in 100 mL pre-cleaned amber glass bottles (DOC) or 100 mL acid-washed HDPE bottles (dissolved nutrients). Samples were stored in the dark at 4°C until analysis. For characterization of chromophoric dissolved organic matter (cDOM), water was filtered through 0.2 um polycarbonate filters and stored in 100 mL amber glass bottles in the dark at 4°C. To determine the concentration of suspended particulate matter (SPM), water was filtered onto pre-combusted and pre-weighed glass fiber filters (Whatman GF/F, nominal pore size 0.7 μm). For particulate organic carbon (POC) and particulate nitrogen (PartN) and analysis of stable carbon and nitrogen isotopes (SIA), up to 1.5L of water was filtered onto pre-combusted 25 mm GF/F filters. Particulate phosphorus (PartP) and chlorophyll a (Chla) samples were filtered onto a non-combusted GF/F filters. All filters were stored frozen at −20°C until analysis.



Laboratory Analyses

Nutrient, DOC, and PartP analyses were carried out at the Norwegian Institute for Water Research (NIVA, Oslo, Norway) using standard and accredited methods (as described in Kaste et al., 2018). Filters for SPM were dried and reweighed to determine SPM concentrations. Chlorophyll a was determined fluorometrically on a Turner 10-AU fluorometer after methanol extraction (Parsons, 2013). Pheophytin was measured on the same samples following acidification with 3 drops of 1M HCl. Stable isotope analysis of particulate organic matter (POM) was carried out at the University of California, Davis (UC Davis Stable Isotope Facility, United States). For PartN, filters were dried and packed into tin capsules for analysis. For POC, filters were fumigated for 24–48 h in a desiccator with concentrated HCl to remove inorganic carbonates prior to encapsulation. δ13C, δ15N, as well as total C and N content were measured using an elemental analyzer interfaced to an isotope ratio mass spectrometer. Run-specific standard deviations at UC Davis were ± 0.09‰ for 13C and 0.05‰ for 15N in 2018 and ± 0.08‰ for 13C and 0.05‰ for 15N in 2019. Stable carbon and nitrogen isotope values are presented using delta notation, relative to international standards (Vienna PeeDee Belemnite for C, and atmospheric N for nitrogen) (Peterson and Fry, 1987). For analysis of cDOM properties (Table 1), absorbance was measured at 1 nm intervals across a wavelength range of 200–900 nm with a Perkin-Elmer Lambda 40P UV/VIS Spectrophotometer using a cuvette with a 5 cm path-length. Absorbance values were blank corrected (Milli-Q) and the average absorbance from 700–900 nm was subtracted from the spectra to correct for possible absorption offset (Helms et al., 2008). Values were converted to Naperian absorption coefficients by multiplying the raw absorbance values by 2.303 and dividing by the pathlength (m) (Hu et al., 2002). Spectral slopes (S) (Table 1), which serve as proxies for the composition and source of DOM, with steeper S275–295 and increasing slope ratio (SR; S275–295:S350–400) indicative of marine, low molecular weight OM (Helms et al., 2008), were calculated from the spectral absorption data. Meanwhile, specific UV absorbance at 254 nm (SUVA254), which is positively related to aromaticity of DOM (Weishaar et al., 2003), was calculated by dividing absorbance at 254 nm by the DOC concentration (Weishaar et al., 2003).


TABLE 1. Optical characteristics of cDOM based on absorption spectra.
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Light and Stratification

Spectral irradiance obtained using TriOS Ramses ACC-VIS sensors in 2019 was integrated over the PAR range (400–700 nm). The diffuse attenuation coefficient Kd(PAR) (m-1) was calculated in the top 1 m using the following equation (Kirk, 2010), which assumes the exponential attenuation of light with depth (Beer’s Law):
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where Ed(PAR, 0) and Ed(PAR, Z) represent the downwelling irradiance just below the surface and at depth Z, respectively.

The euphotic depth (Zeu) was calculated as 1% of surface values (just below the water surface) based on irradiance profiles. In cases when Zeu exceeded the station depth, light profiles were extrapolated using the best exponential fit to estimate Zeu.

Freshwater content (FWC) relative to a salinity of 34.7 in the top 10 m was calculated from CTD profiles at all stations using the following equation (Proshutinsky et al., 2009):
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The reference salinity, Sref is taken as 34.7, which represents the boundary between surface waters and advected waters in Isfjorden (Nilsen et al., 2008). S is the water salinity at depth z. Change in FWC is a measure of how much liquid freshwater has accumulated or been lost from the ocean column bounded by the 34.7 isohaline. In this study, FWC in the surface layer is used as an indicator of degree of freshwater influence in Isfjorden. In addition, a difference in salinity (dS) between the surface and 10 m is used as a simple indicator of water column stratification at the time of sampling.



Data Analysis

All statistical analyses were carried out using R (version 3.4.3, R Core Team, 2017). Temperature-Salinity (TS) diagrams were made using the PlotSvalbard package (Vihtakari, 2019). Water mass determinations were made based on Nilsen et al. (2008); Surface waters (SW) = Sal < 34, T > 1°C, intermediate waters (IW) = 34 < Sal < 34.7, T > 1°C, Atlantic waters (AW) = Sal > 34.9, T > 3°C), transformed Atlantic water (TAW) = Sal > 34.7, T > 1°C, Arctic water (ArW) = 34.4 < Sal < 34.8, −1.5 > T < 1°C, winter cooled water (WCW) = Sal > 34.74, T < −0.5°C) and local water (LW) = T < 1°C. For Table 2, discrete waters samples are grouped by fjord surface water (salinity < 34.7) and fjord advected water (salinity > 34.7). Spearman rank correlations were used to evaluate relationships between water chemistry parameters and salinity (Supplementary Figure S1).


TABLE 2. Key water chemistry parameters (averages ± SD) of river water, fjord surface water (SW), and fjord advected water (AdW) samples from 2018 to 2019 for each month.

[image: Table 2]Redundancy analysis (RDA) was performed on scaled data using the vegan package (Oksanen et al., 2018) to test whether terrestrial inputs explain variation in water chemistry parameters as well as the source and quality of OM. Explanatory variables included salinity, turbidity, temperature and sampling month. To avoid overestimation of the explained variation, constraining variables were selected using forward model selection with a double-stopping criterion (Blanchet et al., 2008). For the water chemistry RDA, salinity, turbidity, temperature and sampling month were chosen via forward selection and all explained a significant amount of variation. For the organic matter RDA, turbidity was not significant, and instead salinity, temperature and sampling month were chosen for the RDA model.



RESULTS


Freshwater Inputs and Seasonal Water Mass Transformation

In May, sampling took place when land-fast ice still covered much of inner Billefjorden and Tempelfjorden (Figure 1). Of the six rivers sampled in this study, only one (Adventelva) was running in May, and the water column at all sampling stations comprised of WCW and LW (Figure 2). In June and August, freshwater input from all of the rivers, as well as glacial melt and diffuse runoff along the coast, resulted in extensive freshening of surface waters in both years (Figure 2). This freshening was accompanied by increased stratification (based on dS) and fresh water content (FWC) between the surface and 10 m in June and August (Figures 3A,B). Riverine and glacial inputs delivered high concentrations of SPM to nearshore waters in Isfjorden (Figure 3D), resulting in turbid freshwater plumes associated with increased light attenuation, and thus a decreased depth of the euphotic zone (Zeu) in affected areas of the fjord (Figure 3C). Meanwhile, in the deeper waters, the intrusion of cold saline ArW and warmer saline TAW from the shelf was observed at the outer Isfjorden stations in June and August (Figure 2).
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FIGURE 2. TS diagram based on all CTD profiles by sampling month. Water masses were determined using categories specific to Isfjorden (Nilsen et al., 2008).
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FIGURE 3. (A) Difference in salinity (dS) between surface and 10 m, (B) fresh water content (FWC) between surface and 10 m, (C) depth of euphotic zone (Zeu), and (D) suspended particulate matter (SPM) by year (symbol) and month (color). River samples are further distinguished by open symbols.




Runoff as a Source of Carbon and Nutrients to Fjord Waters

River samples had high concentrations of carbon early in the melt season (Figure 4A). In May, the DOC concentration in Adventelva was 980 μmol L–1. In June, DOC in Adventelva was much lower (40 μmol L–1) while the other rivers sampled had concentrations ranging from 670 to 1410 μmol L–1 (average 604 ± 550 μmol L–1; Table 2). All rivers had much lower concentrations of DOC in August, similar to those of Adventelva in June (range: 30–80 μmol L–1; average: 43 ± 19 μmol L–1). POC was also highly variable between rivers (Figure 4B) and was much higher than concentrations observed for advected water (Table 2). Results of δ13C-POC (Figure 4C) indicate that marine phytoplankton dominated the particulate matter pool in May during the spring phytoplankton bloom (δ13C: −23.9 ± 0.8‰). Meanwhile, terrestrial carbon dominated POC in June (δ13C: −26.4 ± 2.0‰) and August (δ13C: −26.6 ± 0.9‰) at all fjord sampling locations. CN ratios (Figure 4D) increased from May to June to August in both the rivers and the water column and decreased across the salinity gradient.
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FIGURE 4. Concentrations of (A) DOC, (B) POC, and (C) δ13C-POC and (D) CN ratio of POM vs. salinity for each water sample by year (symbol) and month (color). River samples are further distinguished by open symbols.


Concentrations of NO2 + NO3 and SiO2 were highest in the river samples and decreased across the salinity gradient (Figure 5). These nutrients had high spatial and seasonal variability in Isfjorden with increasing concentrations from May to August at the near-shore stations (Figure 5). In May, 2018, sampling occurred during the end of the spring bloom. Concentrations of NO2 + NO3 in surface waters averaged 0.36 ± 0.14 μmol L–1 in SW, and 0.88 ± 0.96 μmol L–1 in AdW (Table 2). In June and August, nutrient concentrations were more strongly related to freshening when rivers and glaciers were a source of dissolved (Figure 5A) and particulate (Figure 5D) nitrogen (N) to Isfjorden. The partitioning of the N pool between particulate and dissolved phases also varied along the freshwater-marine gradient. In June and August, partN made up 60 ± 23 and 53 ± 28% of the total N pool in river samples and 30 ± 8 and 28 ± 14% in fjord SW and 23 ± 12 and 21 ± 12% of the total N pool in AdW respectively.
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FIGURE 5. Concentrations of dissolved nutrients (A) NO2 + NO3, (B) PO4, (C) SiO2 and particulate nutrients (D) particulate nitrogen (PartN), (E) particulate phosphorus (PartP), and (F) δ15N-PartN vs. salinity for each water sample by year (symbol) and month (color). River samples are further distinguished by open symbols.


Rivers were also a source of phosphorus (P) in August (Figure 5B and Table 2). Mean concentrations of PO4 were 0.56 ± 0.67 μmol L–1 in river water samples, 0.22 ± 0.09 in fjord SW and 0.26 ± 0.07 μmol L–1 in AdW. Rivers had high concentrations of partP in both June and August, which were exponentially higher than concentrations in Fjord SW (Figure 5E). Similar to N, P concentrations were higher in the particulate fraction in rivers, but then partitioned more toward the dissolved phase across the salinity gradient. In June and August, partP made up 97 ± 3 and 70 ± 26% of total P in river samples and 38 ± 20 and 42 ± 23% in fjord SW and 19 ± 10 and 19 ± 11% of total P in AdW respectively.



DOM Properties

Seasonal changes in DOM properties overwhelmed spatial differences within the fjord. In May, steep spectral slopes (S275–295) and high SR (Figure 6) indicated marine-derived, low molecular weight mDOM in the fjord. In both June and August, DOM properties in fjord waters were consistent between river and glacier-influenced parts of the fjord where low S275–295 values indicated the dominance of terrestrially derived OM (Figure 6). However, despite terrestrial OM dominating in both freshwater-influenced months, there was a distinct difference between tDOM in June and August, largely driven by differing concentrations of aCDOM(375) and slope ratio (SR). The higher levels of aCDOM(375) and S350–400 in June indicated that terrestrial cDOM dominated the DOM pool at all fjord stations. High concentrations of DOC in several high salinity samples in the outer fjord in June (Figure 4A) were accompanied by low values of δ13C (Figure 4D), high S350–400 (Figure 6D), and low SR (Figure 6E) values similar to river samples (Figure 6F). Meanwhile, in August, DOM properties reflected a terrestrial (low S275–295), aromatic (high SUVA254) source of DOM, which was of low molecular weight (high SR; Figure 6E) across all fjord stations.
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FIGURE 6. cDOM absorption characteristics including (A) aCDOM(375) and (B) SUVA254 vs. salinity, (C) S275–295 vs. aCDOM(375) and (D) S350–400 and (E) slope ratio (SR) vs. δ13C-POC and (F) SR vs. DOC for all water samples by year (symbol) and month (color). River samples are further distinguished by open symbols.


Results of redundancy analysis illustrated the importance of salinity, turbidity, sampling month and temperature in explaining variation in water chemistry parameters and sampling month, temperature and salinity for explaining variation in OM source and quality in both sampling years (Figure 7). Of the constraining variables, salinity and turbidity explained 31% of the total variation in the water chemistry parameters while sampling month explained the greatest amount of variation in the OM dataset (19% of the total variation; Figure 7).
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FIGURE 7. Redundancy analyses (RDA) of (A) water chemistry parameters constrained by salinity, turbidity, temperature and sampling month (in blue), and (B) organic matter properties constrained by salinity, temperature and sampling month (in blue). Response variables unrelated to main axes (p > 0.05) are not shown.




DISCUSSION

We observed seasonal changes in organic matter properties and water column structure from May to August along the terrestrial to marine gradient (Figure 8). Changes in water column structure can be attributed to two main drivers: freshwater discharge from land and the advection of Atlantic and Arctic water masses from the shelf into the fjord (Figure 2). In Isfjorden, the main source of freshwater is from melting marine-terminating glaciers, and river runoff sustained by land-terminating glacial meltwater and snow melt (Nilsen et al., 2008). Meanwhile, TAW and AW, largely driven by local wind conditions, enter the fjord in the deep and subsurface waters from the shelf. These two endmembers (terrestrial inputs and marine advected water) as well as local autochthonous production, represent the main sources of OM and inorganic nutrients to Isfjorden. The terrestrial endmember, represented here by river samples, shifted seasonally, with high DOC concentrations in June and high dissolved nutrient (NO2 + NO3 and PO4) concentrations measured in August. Thus, from the spring phytoplankton bloom in May to spring freshet in June and late-season melt in August, we observed strong seasonal changes in nutrients and OM properties in the fjord, with potential implications for coastal biogeochemistry and carbon pathways. The fate of these terrestrial carbon and nutrients in the marine system is likely linked to the physical effects of freshwater, including light attenuation and stratification, as well as the bioavailability of the delivered terrestrial material to marine biological communities.
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FIGURE 8. A conceptual diagram summarizing main findings and future perspectives. In May, ice still covered the inner fjord arms of Isfjorden and marine OM (mOM) was present throughout the water column following the spring phytoplankton bloom, when there was a deep euphotic zone (Zeu). The spring freshet in June was a source of terrestrial DOC and SPM to Isfjorden, and while some of these materials were removed from the water column through flocculation and sedimentation, terrestrial OM (tOM) was observed throughout the highly stratified (dS) and turbid fjord surface waters. In August, glacier-fed rivers with deeper flowpaths were a source of nutrients including nitrogen and phosphorus to Isfjorden. Surface waters also had increased fresh water content (FWC) and degraded OM dominated throughout the fjord in August.



River Water Chemistry Changes Seasonally

Seasonal variation in river water chemistry from May through August reflects changing flow paths in the catchments. River samples collected during the spring freshet in May/June had concentrations of DOC similar to values observed during spring freshet for permafrost dominated catchments in the Siberian and North American Arctic (Holmes et al., 2011; Amon et al., 2012), and much higher than observations from glacier-dominated catchments elsewhere on Svalbard (Zhu et al., 2016) and in Greenland (Paulsen et al., 2017). In fact, concentrations in Sassenelva (a river draining a permafrost-rich valley; Figure 1) in June reached 1400 μmol L–1 while samples from Gipsdalselva and Ebbaelva (both heavily glaciated catchments) were as high as 670 and 1000 μmol L–1, respectively. Adventelva was the only river with low concentrations of DOC in June (40 μmol L–1), but this river was flowing already in May, with a DOC concentration of 980 μmol L–1 at that time (Table 2), confirming that the melt progression occurred earlier in Adventdalen. These high concentrations of riverine DOC draining into Isfjorden in June are consistent with other studies in the Arctic that show that approximately half of Arctic river DOC flux occurs during snow melt (Finlay et al., 2006) and high flow events (Rember and Trefry, 2004; Raymond et al., 2007; Raymond and Saiers, 2010; Coch et al., 2018) when surficial and shallow flow paths (Barnes et al., 2018) and high catchment connectivity (Johnston et al., 2019) help to flush modern, plant-derived OM (Feng et al., 2013) into aquatic systems. Permafrost also plays an important role in mobilization and transport of DOC from C-rich surface soils during snowmelt by sustaining near surface water tables and inhibiting deep percolation (Carey, 2003). Moreover, high discharge periods lead to reduced residence time in the catchment, reducing the potential for processing of DOC during transport from the catchment to coastal areas (Koch et al., 2013; Raymond et al., 2016). Thus, the high concentrations of DOC and increased cDOM observed throughout fjord surface waters in June is likely a result of increased transport of terrestrial OM during the spring freshet.

On Svalbard, late-season run-off is driven by glacial melt (Nowak and Hodson, 2015), which was characterized by much lower concentrations of DOC, but higher concentrations of N and P. Decreases in DOC post-freshet has also been found for the Yukon river (Striegl et al., 2005) and Siberian rivers (Neff et al., 2006) as flow paths deepen. Depending on the geology of the catchment, deeper flow paths can potentially drain nutrient-rich mineral soils, transporting N and P to aquatic systems (Barnes et al., 2018). Alternatively, microbial processes, including nitrification, on catchment glaciers have also been linked to N and P -rich meltwater (Hodson et al., 2004; Telling et al., 2011; Wadham et al., 2016). It is estimated that approximately half of glacially exported N is sourced from microbial activity within glacial sediments at the surface and bed of the ice, doubling N fluxes in runoff (Wadham et al., 2016). However, both glacial and soil-derived nutrients may also be heavily sediment bound (P; Hodson et al., 2004), or retained in the catchment through further microbial processing or uptake by terrestrial vegetation (N; Nowak and Hodson, 2015). Even so, concentrations of NO2 + NO3 in our river samples (sampled close to the river outlet) reached 24 μmol L–1 in August, with estuary surface waters still high at 11.8 μmol L–1. Concentrations of PO4 were also high, reaching 1.7 μmol L–1 in river samples in August. These concentrations are higher than concentrations measured from AW advected from the shelf (maximum of 2 μmol L–1 for NO2 + NO3 and 0.4 μmol L–1 for PO4 in this study, but other observations from Svalbard show 6–11 μmol L–1 for N and 0.8 μmol L–1 for P (Chierici et al., 2019; Halbach et al., 2019). While SiO2 has been associated with glacial meltwater from contact with silica-rich bedrock in Isfjorden (Fransson et al., 2015), Kongsfjorden (Halbach et al., 2019) and Greenland fjords (Meire et al., 2016; Kanna et al., 2018; Hendry et al., 2019), N and P have been linked primarily to advected deep water. In contrast to glacial meltwaters in Kongsfjorden (Halbach et al., 2019) and Greenland (Paulsen et al., 2017), the rivers sampled in our study had comparably high concentrations of N and P in addition to SiO2. While these increased solute concentrations were observed during a relatively low discharge period, the extensive freshwater presence in the fjord in late summer and associated physical effects on the water column could enhance their importance for biological processes.



Physical Effects of Freshwater Runoff Indirectly Affect Fate of Terrestrial OM in Surface Waters

The physical effects of freshwater and suspended sediments associated with glacial and riverine inputs have implications for the fate of terrestrial OM in the marine system. When river inputs meet the coast, the slowing of the current can cause large particles, including sediment-associated particulate nutrients, to settle out of the water column. In addition, increased salinity causes flocculation and sedimentation of finer particles and dissolved components (Sholkovitz, 1976). These processes are reflected in the exponential decrease in SPM, carbon and nutrients from rivers to estuary stations observed in this study. In the Adventelva estuary, this has been known to lead to the rapid removal of 25% of the suspended sediments from surface waters to the benthos, where hyperpycnal flows transport sediment along the bottom (Zajączkowski, 2008). Despite these losses, concentrations of nutrients in terrestrially influenced surface waters were higher than in subsurface fjord waters, which suggests that these nutrients could support excess coastal production.

Freshwater runoff to surface waters combined with warm, saline water masses transported from the shelf in the deeper waters resulted in seasonally increasing stratification throughout Isfjorden in 2018 and 2019 (Figure 5). As noted in previous studies, strong stratification weakens vertical mixing of the water column and in extreme cases can prevent bottom water renewal (Boone et al., 2017; Torsvik et al., 2019), which can lead to nutrient limitation, especially when nutrients from advected deep waters are important (Bergeron and Tremblay, 2014; Coupel et al., 2015; Yun et al., 2016; Holding et al., 2019). However, in this study, surface waters were influenced by nutrient-rich terrestrial runoff, so the stratification could be an effective physical barrier keeping these nutrients suspended in the euphotic zone, and thus available for primary production. While the fresh surface layer was very thin (and very fresh) in June, mixing of this layer with deeper water can occur through tidal or wind action (Cottier et al., 2010). In August, the fresh surface layer had mixed with the upper water column, resulting in a higher FWC. The deeper mixed layer in August is likely important for the biological utilization of the associated terrestrial nutrients delivered during this period.

High concentrations of SPM are not unusual for coastal waters influenced by runoff from heavily glaciated catchments, where these particles rapidly attenuate light needed for photosynthesis (Murray et al., 2015; Pavlov et al., 2019). In this study, the shallowest mean euphotic depth was observed at estuary stations, where the rapid attenuation of light (max Kd PAR in the top 1 m was 5.40 m–1) resulted in euphotic depths of just over 5 m in June, and 1.55 m in August. Meanwhile, the finer particles, which can remain suspended and, in some cases, can be transported several kilometers from the meltwater plumes (Cowan and Powell, 1991; Meslard et al., 2018), are likely responsible for the far-reaching effects on light attenuation, which reached the fjord transect stations in June. At outer fjord stations, the lowest mean Kd(PAR) was 0.27–0.38 m–1 in August, which is comparable to Kd(PAR) values previously reported in surface waters of WSC in autumn (Pavlov et al., 2015). These corresponded to mean Zeu exceeding 25–30 m. Thus, in August, increased FWC but reduced turbidity may allow for increased photodegradation of terrestrial OM in surface waters. Thus, the fate of transported terrestrial OM is closely tied to the physical effects of terrestrial runoff. Terrestrial carbon and nutrients can be exported to the sediments when reaching the marine system, or transported further out into the fjord where they are largely confined to the mixed layer due to stratification and could potentially be photodegraded or utilized for primary production where turbidity is low enough that sufficient light is available.



Seasonal Changes in Source and Quality of Organic Matter in Isfjorden

The fate of terrestrial OM in the coastal system is also linked to its nutritional value and bioavailability for microbial communities. The seasonality in OM composition observed in this study is linked to the progression from a spring phytoplankton bloom (before spring freshet) to impacts of terrestrial inputs, the geochemical nature of which shifted from freshet to late summer. These seasonal changes, in both the rivers and the fjord, had strong effects on the quality and quantity of DOM throughout the entire fjord and provide insights into the potential for processing of terrestrial carbon in the water column.

In May, the quantity and quality of OM is related to the spring phytoplankton bloom. Monthly chlorophyll a concentrations measured in outer Adventfjorden in 2018 confirm that the spring bloom occurred in early May, roughly a week before the sampling for this study was carried out (Nyeggen, 2019). While the spring bloom was over in the nearshore stations (low concentrations of N and Chl a), the outer fjord stations were characterized by high abundances of Phaeocystis (pers. com; Dąbrowska, 2020). High δ13C values indicate that POC was dominated by marine phytoplankton, and DOM properties (Table 1) also reflect a predominantly marine source of OM. The high S275–295 and SR (Helms et al., 2008) indicate that this freshly produced marine mDOM is of low molecular weight, and is presumably quite bioavailable to bacterial communities. This is in line with a recent study in Isfjorden which highlighted the importance of marine OM, and ice algae for bacterial production following the spring phytoplankton bloom (Holding et al., 2017).

Meanwhile, in June, terrestrially derived OM dominated surface waters throughout the fjord. High DOC concentrations in the rivers in June were found alongside increased aCDOM(375) at all fjord stations, even for more saline samples collected from the outer fjord. Results of stable isotope analysis confirm that the POM at the highly turbid estuary and glacier stations was dominated by terrestrial particles. In fact, terrestrially derived POC was present even in the outer fjord. Surprisingly, while δ13C-POC values from river samples ranged from −24 to −28 ‰, estuary and outer fjord stations had values as low as −30.5 ‰ in June, 2018. Studies in Kongsfjorden have also reported similarly low δ13C values for POC (Kędra et al., 2012; Calleja et al., 2017; Jain et al., 2019), which no clear explanation. We suggest that the low δ13C-POC values here could represent the finer organic fraction of terrestrial POC transported farther from glacial fronts and river outlets, or the transport of material from diffuse runoff, coastal erosion and sediment resuspension in the nearshore (Zajączkowski, 2008). While the outer fjord stations were further from the glacier fronts and river outlets, they were still in close proximity to shore (Figure 1). The low δ15N values of PartN also imply a terrestrial source of POM (Figure 5F). DOM absorption properties for these outer fjord samples with low δ13C-POC further support a terrestrial origin for OM at these sites. As also observed in Kongsfjorden (Calleja et al., 2017), low δ13C values were found alongside steep spectral slopes at the longer wavelengths (S350–400) and low SR (Figure 6), both indications of high molecular weight terrestrial material (Weishaar et al., 2003; Helms et al., 2008). On the other hand, Jain et al. (2019), suggest that low δ13C values can also be observed for marine POC on Svalbard, where increased lipids (which are depleted in 13C) due to the presence of cryophytes in the water column, lead to lower δ13C values in the POM. While cryptophytes and other lipid-rich plankton were present in the water column in June, 2018 (pers. com. Dąbrowska, 2020), no relationship was found between lipid content of POM and δ13C values for POC in our dataset (M. McGovern, unpublished data).

In August, river runoff is driven by glacial meltwater, which was characterized by low DOC concentrations, similar to concentrations found in Bayelva in Kongsfjorden (Zhu et al., 2016). DOM absorption characteristics of these samples reflected a terrestrial yet highly aromatic (high SUVA254) source of DOM (Weishaar et al., 2003). While a high proportion of ancient, glacial OM can be quite labile (Hood et al., 2009) and thus an important resource for microbial processing as glaciers recede, our study indicates that for Isfjorden, terrestrial OM mobilized during freshet (high concentrations of presumably modern, plant-derived DOM from surficial flowpaths), may be more important when considering coastal processes. In fjord surface waters, DOM absorption characteristics in August indicate that while the DOM was terrestrial (and humic), it was also of low molecular weight. Low SR values in August are consistent with previously observed changes in DOM properties associated with photochemical or microbial processing in the marine environment (Moran et al., 2000; Granskog et al., 2012; Asmala et al., 2018). In fact, the decrease in SUVA254 from river to fjord in August, and in S350–400 from June to August in surface waters indicate that photochemical degradation of terrestrial OM, presumably from freshet, could be largely responsible for the observed changes in SR from June to August (Hansen et al., 2016). This photochemical alteration of DOM from larger molecules to smaller labile photoproducts impacts the potential cycling of DOM (Hansen et al., 2016) in Isfjorden, as it could lead to the removal of DOM by volatilization or microbial utilization (Wetzel et al., 1995; Moran and Zepp, 1997). This is in line with the rapid photodegradation of freshet OM to a more bioavailable form readily remineralized by microbial communities in the Mackenzie delta (Gareis and Lesack, 2018) and Kolyma river basin (Mann et al., 2012), and thus may represent an important pathway driving remineralization of terrestrial OM delivered to Isfjorden during freshet.



Future Perspectives

With air temperatures projected to increase upwards of 10°C by 2100, Svalbard, which is covered by more than 53% glaciers (Nuth et al., 2013), is facing rapid changes (Adakudlu et al., 2019), and the effects are already evident. Pronounced glacier mass loss, changes in precipitation patterns, permafrost warming, and subsequent increases in freshwater runoff have been documented in the last decades (Adakudlu et al., 2019; Błaszczyk et al., 2019; van Pelt et al., 2019) and are expected to continue during this century. The results of this study highlight the spatial and seasonal variability in riverine runoff as a source of OM and inorganic nutrients to Isfjorden, and suggest that in Svalbard, terrestrial DOC inputs could be systematically underestimated due to lack of field sampling during freshet, or following increasingly frequent intense rainfall events (Adakudlu et al., 2019). Since these high DOC concentrations in the river samples are likely due to the flushing of vegetative layer with snow melt, this young terrigenous carbon is presumably semi-bioavailable to fjord microbial communities (Raymond et al., 2007). Moreover, expected increases in vegetative biomass (Myneni et al., 1997; Ju and Masek, 2016) will likely enhance DOC export during periods of high discharge while further permafrost degradation will likely lead to increased POC (Guo and Macdonald, 2006) and nutrient export later in the summer. Higher sediment loads in rivers across the Arctic, including in Adventelva tributaries (Bogen and Bønsnes, 2003) are also expected due to increased erosion with amplified discharge (Syvitski, 2002). Thus, expected future changes in Arctic catchments paired with increased runoff will likely lead to enhanced land-ocean connectivity and increased transport of carbon, nutrients and SPM to coastal areas (Figure 8).

In Svalbard fjords, changes in the timing and geochemical nature of freshwater inputs are occurring alongside increases in Atlantic water advection (Spielhagen et al., 2011), and the disappearance of sea-ice (Muckenhuber et al., 2016) and associated ice algae. Thus, increased freshwater inputs are likely to both limit marine production as the turbid melt season may eventually overlap with the spring phytoplankton bloom, while also providing a potential terrestrial carbon subsidy to marine food-webs. With greener catchments and reductions in sea-ice, terrestrial carbon could become increasingly important for coastal zooplankton and benthos, especially in heavily impacted parts of the fjord where increased light attenuation could limit phytoplankton and macroalgal growth. However, more detailed characterization of the terrestrial DOM pool both seasonally and also between glacial and riverine/permafrost sources is required to better predict the fate of terrestrial material in the marine system. If bioavailable, terrestrial OM can provide heterotrophic bacteria with substrate that allows them to out-compete phytoplankton for nutrients (Sipler et al., 2017), driving shifts in lower food-web structure (Joli et al., 2018; Kellogg et al., 2019) and autotrophic: heterotrophic balance (Wikner and Andersson, 2012). Thus, increasingly persistent and turbid freshwater plumes could lead to changes in basal production, food-web structure and carbon balance in Isfjorden and other Arctic areas facing enhanced land-ocean connectivity (Figure 8).

While it’s evident that terrestrial inputs have profound physical, chemical and biological implications for the fjord, these freshwater plumes are highly variable in space and time. The spatial extent of freshwater plumes is driven by freshwater discharge, the Coriolis effect, tides, ice cover, and the wind direction and strength (Granskog et al., 2005; Forwick et al., 2010). Observed changes in extent and duration of sea ice in Isfjorden (Muckenhuber et al., 2016), and the expected future reduction in sea ice, will also affect the spatial extent of freshwater plumes (Granskog et al., 2005), especially in spring in combination with earlier snow melt (Adakudlu et al., 2019). However, considering the strong explanatory power of turbidity when constraining physicochemical parameters for both sampling years, our results indicate that the use of ocean color data from satellite or airborne platforms has great potential for assessing and quantifying the spatial extent and associated impacts of terrestrial inputs on coastal surface waters. However, the importance of seasonality for constraining OM quality and quantity also emphasizes the need for high temporal resolution data to capture seasonal changes as well as dynamic local events in the catchments and water column.



CONCLUSION

Seasonality in the magnitude and geochemistry of terrestrial inputs drive strong gradients in light availability, nutrient concentrations, and DOM properties in Isfjorden (Figure 8). Large differences between glacial rivers and marine surface water concentrations indicate that flocculation and sedimentation is an efficient removal pathway for particulate and dissolved carbon and nutrients associated with riverine and glacial SPM. Despite high removal at the land-ocean interface, terrestrial OM was observed throughout Isfjorden’s surface waters in June and August. The physical effects of freshwater on the water column, including retention of terrestrial carbon and nutrients within the euphotic zone due to stratification, may indicate that riverine OM and inorganic nutrients are particularly biologically relevant in coastal systems where vertical mixing is limited during the most productive season. Seasonal shifts in optical properties of DOM further suggest that the photodegradation of terrestrial OM delivered during the spring freshet could lead to increased bioavailability for microbial communities. Climate-change driven increases in freshwater discharge can be expected to lead to increased suspended sediment loads, and the mobilization and transport of terrestrial carbon and nutrients from thawing and greening watersheds, with important implications for future Arctic coastal ecosystems.
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Primary production in the Arctic marine system is principally due to pelagic phytoplankton. In addition, sea-ice algae also make a contribution and play an important role in food web dynamics. A proper representation of sea-ice algae phenology and the linkage with the pelagic and benthic systems is needed, so as to better understand the ecosystem response to warming and shrinking ice cover. Here we describe the extension of the biogeochemical model ECOSMO II to include a sympagic system in the model formulation, illustrated by implementation in the Barents Sea. The new sympagic system formulation includes four nutrients (NO3, NH4, PO4, and SiO2), one functional group for sea-ice algae and one detritus pool, and exchanges with the surface ocean layer. We investigated the effects of linkage between the three systems (sympagic, pelagic, and benthic) on the ecosystem dynamic; the contribution of the ice algae to total primary production; and how the changes in ice coverage will affect the lower trophic level Arctic food-web dynamics. To solve the scientific and technical challenges related to the coupling, the model was implemented in a 1D application of the General Ocean Turbulence Model (GOTM). Results showed that the model simulated the seasonal pattern of the sympagic components realistically when compared to the current knowledge of the Barents Sea. Our results show that the sympagic system influences the timing and the amplitude of the pelagic primary and secondary production in the water column. We also demonstrated that sea-ice algae production leads to seeding of pelagic diatoms and an enhancement of the zooplankton production. Finally, we used the model to explain how the interaction between zooplankton and ice algae can control the pelagic primary production in the Barents Sea.

Keywords: biogeochemical model, primary and secondary production, Barents Sea, zooplankton grazing impact, sea-ice algae


INTRODUCTION

The Arctic Ocean is one of the environments experiencing the most severe changes due to ongoing climate change (Anisimov and Fitzharris, 2001; Bennett et al., 2015), exemplified by the extent of summer sea ice retreat (Stroeve and Notz, 2018). The current rate of decrease in summer ice cover is estimated to be 13.5% (Peng and Meier, 2018) per decade, with commensurate changes in ice thickness (Lindsay and Schweiger, 2015). Forecasts predict an Arctic Ocean completely free of ice within 30 years (Wang and Overland, 2012) and possibly by 2030 (Diebold and Rudebusch, 2019). These factors all contribute to an earlier exposure of the ocean surface to the atmosphere in spring and ice-free conditions over a longer season (Stroeve et al., 2012; Meier, 2017). All of these changes impact on the physical and ecological characteristic of the Arctic Ocean (Darnis et al., 2012), and its role in the air-sea interface interaction (Cottier et al., 2017; McPhee, 2017).

Sea ice is an essential component of Arctic ecosystems, acting both as a physical barrier to light, wind and dispersion (Clark et al., 2017; Bouchard et al., 2018), and as a substrate for living organisms. The presence of ice modifies and influences exchanges between the atmosphere and the water column such as nutrient deposition, wind stress, water mixing, and light availability, which in turn affects primary production. Moreover, sea ice represents a habitat for a rich microorganism community, mainly composed of microalgae (Thomas, 2017). Ice algae communities play an important role in Arctic ecosystems by contributing to primary production. Sympagic production contributes 3–25%, and in some regions such as the central Arctic, more than 50% of the total primary production (Legendre et al., 1992; Gosselin et al., 1997; Kohlbach et al., 2016). Ice algae also represent a valuable resource for zooplankton grazers, such as copepods (Runge and Ingram, 1991; Leu et al., 2011), amphipods (Werner, 1997), or krill (Stretch et al., 1988; Kohlbach et al., 2017a). In the Arctic shelves, ice algae can also be a key resource early in the season for benthic organisms when they settle to the seabed after ice melt (Søreide et al., 2013; Schollmeier et al., 2018). Ice algae are important for the phenology of pelagic and benthic organisms which rely on this additional energy source for reproduction and growth in spring (McMahon et al., 2006; Søreide et al., 2010), and have a key role in the benthic communities’ structure and dynamic (Kohlbach et al., 2019).

An especially productive Arctic region is the Barents Sea (Sakshaug et al., 2009). In the Barents Sea, sea-ice algae can locally represent around 20% of the total primary production (Hegseth, 1998). However, winter sea ice extent in the Barents Sea has substantially decreased especially since around 1990 (Årthun et al., 2012). Impacts of the sea ice decrease on the primary and secondary production phenology and amplitude remain poorly understood in the Arctic and in the Barents Sea. Some studies already highlight a potential mismatch between ice algae production and zooplankton production and suggest important consequences for the reproduction of copepods (Leu et al., 2011; Dezutter et al., 2019). For example, the reproduction of Calanus glacialis has been found to coincide with the spring ice algae bloom while hatching of eggs coincides with the phytoplankton bloom (Søreide et al., 2010). In the Barents Sea around 80% of zooplanktonic biomass consists of copepod species, of which most, such as C. glacialis and Calanus finmarchicus, can actively feed on sea-ice algae attached to the ice (Runge and Ingram, 1988, 1991), as well as on ice algae released to the water column during the melting process (Michel et al., 1996). While living ice algae cells are important for the zooplankton, dead cells are of relevance for benthic organisms. Few ice algae can survive in the water column and most of them are rapidly exported to the sea floor after ice melt where they contribute to benthic production (Ambrose et al., 2005; Juul-Pedersen et al., 2008; Boetius et al., 2013). Rich in polyunsaturated fatty acids, ice algae represent a valuable food for benthos and play a key role in the detritivorous feed web (McMahon et al., 2006; Sun et al., 2007). For example, Søreide et al. (2013) showed that benthos principally uses particulate organic matter originating from ice algae in the Svalbard region and highlighted that changes in the ice algae production can affect the pelagic and benthic systems. In this context it is essential to thoroughly understand sea-ice algae phenology and its linkage with the pelagic and benthic ecosystems when aiming to identify future changes in the Arctic ecosystem.

Because the Arctic is an extreme environment, in situ observations are not readily available and are often limited to the spring-summer season. Under these circumstances numerical models become a tool of choice for studies covering large spatial and temporal scales. In the last 20 years, there have been important improvements in the modeling of sea ice biogeochemistry (Steiner et al., 2016; Vancoppenolle and Tedesco, 2017). First models were developed and parametrized in a 1D framework focusing on specific locations (Arrigo et al., 1993; Lavoie et al., 2005) and particular processes, for example, the complex brine dynamic and nutrient exchange across the ice-ocean interface (Vancoppenolle et al., 2010). These 1D studies were supported by improvements in understanding of the biogeochemistry and dynamic of the Arctic ecosystem (Yakubov et al., 2019). The studies highlighted instances where ice algae could seed pelagic phytoplankton growth and modify the timing of pelagic primary production (Jin et al., 2006, 2007; Tedesco and Vichi, 2010), and how ice algae could control pelagic phytoplankton biomass by competing for nutrients in the surface water (Mortenson et al., 2017). Subsequently, sea ice modeling has been extended to a 3D framework simulating large-scale primary production in the whole Arctic basin (Deal et al., 2011) or more regional area such as the Hudson Bay System (Sibert et al., 2010). In spite of these recent improvements in the biogeochemical modeling, the linkages between the sympagic, pelagic and benthic systems are still poorly represented.

In order to improve knowledge and understanding of the linkage between the sympagic, pelagic and benthic ecosystems, we present here an enhanced version of the biogeochemical model ECOSMO II (Daewel and Schrum, 2013) implemented for the Barents Sea, to include a fully coupled sympagic system. With recent developments of the ECOSMO-E2E (Daewel et al., 2019), the model will then later allow us to explore ecosystem dynamic including predators such as fishes and macrobenthos. These two components (fish and macrobenthos) are dependent on high-quality sea-ice algae food source (Sun et al., 2009; Søreide et al., 2013) and should be linked to the sympagic system to accurately represent Arctic ecosystem dynamic. We used the model in a 1D application to comparatively assess three characteristic regions of the Barents Sea and investigated (1) the importance of linkages between the pelagic and the sympagic systems for ecosystem dynamics; (2) the relative contribution of the ice algae on the total primary and secondary production; and (3) how variability in ice coverage affects Arctic food-web dynamics.



MATERIALS AND METHODS

We present here a new version of the ECOSMO II (Daewel et al., 2019) model including a new sympagic (sea-ice biogeochemistry) module and its application to the Barents Sea region. The biogeochemical model was built with the Fortran-based Framework for Aquatic Biogeochemical Models (FABM) (Bruggeman and Bolding, 2014) in order to facilitate coupling to the physical model described below (section Physical model and forcing data). Here we work in a 1D numerical framework, which allows model parameterization, verification, sensitivity tests to study process level with a low computation effort without add complex hydrodynamic processes. Therefore, this approach neglects horizontal transport and only take into account vertical exchange processes.


Model Description


Physical Model and Forcing Data

Physical processes in the water column are calculated by the 1D General Ocean Turbulence Model (GOTM) (Burchard et al., 1999). The simulation resolves the profiles of velocities, temperature, salinity, turbulent mixing, and transport of ecosystem state variables in 50 vertical layers. The physical environment affects the ecosystem dynamics, while an ecosystem feedback to the physics, e.g., heating or albedo is switched off. Photosynthetically available radiation is calculated based on the ecosystem tracers in water and ice as described below. At the surface, the model is forced with atmospheric conditions from the NCEP-R2 reanalysis [NCEP-DOE AMIP-II Reanalysis (R-2); Kanamitsu et al., 2002], and sea ice thickness, sea ice concentration and snow thickness are prescribed from a hindcast simulation with the HYCOM (HYbrid Coordinate Ocean Model) (Bleck, 2002) using a setup based on a model version described in Samuelsen et al. (2015). Tidal currents are prescribed M2 and S2 components of the horizontal velocity in order to parameterize tidal mixing and a spring-neap cycle. Tidal variability of the sea surface elevation is neglected for the present study. Physical conditions are initialized from the World Ocean Atlas v2013 (Boyer et al., 2013), which is also used for a filtered restoring of salinities to the climatological conditions in order to parameterize horizontal fluxes of fresh water. The ecosystem model dynamics are coupled with the FABM framework (Bruggeman and Bolding, 2014) into the 1D model, integrated with a third-order Runge–Kutta ODE solver (Schober et al., 2014), and transported in the vertical due to sinking, vertical advection, and turbulent mixing. The 1D model framework provides a consistent scheme for the analysis of ice-ocean ecosystem exchange fluxes, while horizontal triggers are included only through nudging of salinities and forcing with ice conditions.



Biogeochemical Sea Ice Processes

The ECOSMO II model (Schrum et al., 2006; Daewel and Schrum, 2013), including pelagic and benthic biological and geochemical components, has been adapted here for the Arctic ecosystem. One of the most important characteristics of the Arctic ecosystem is the presence of a sea ice cover and the associated microbial communities, forming a sympagic system (Thomas, 2017). To make the existing ecosystem model applicable to the Arctic, a sympagic system model is required that allows online coupling to the existing model for the pelagic and benthic systems. To achieve this, we added six state variables to the original ECOSMO II model framework, accounting for: one sea-ice algae functional group (IA), four nutrients variables (phosphate PO4, nitrate NO3, ammonium NH4, and silicate SiO2), and one detritus variable (ID) (Figure 1).
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FIGURE 1. Schematic diagram of the coupled sea-ice ocean model ECOSMO-E2E. The three system (benthic, pelagic, and sympagic) are included. Sed. 1, nitrate/carbon sediment pool; Sed. 2, phosphate sediment pool; Sed. 3, silicate sediment pool.


Arctic sea ice supports a highly diverse microbial community (Arrigo, 2014; Thomas, 2017). Many species of algae bloom in succession throughout the annual season (Hegseth, 1992; Ambrose et al., 2005). Several studies have emphasized the dominance of diatoms (Werner et al., 2007), especially Nitzschia frigida and Melosira arctica (Horner and Alexander, 1972; Gosselin et al., 1997). However, the ECOSMO II model represents functional groups instead of species, and the entire ice algae community approach is represented by a single state variable. Following the assumption that diatoms are dominant in the system, the group processes are parametrized for diatom species.

Similar to the pelagic environment, ice algae dynamics are influenced by various abiotic and biotic factors such as temperature, salinity, light, nutrients, and consumption by microorganisms (Arrigo et al., 1993; Werner, 1997; Arrigo, 2014; Galindo et al., 2017; Oziel et al., 2019). The rate of change in the ice algae biomass is calculated as follows:
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where IA is the sea-ice algae biomass in mgC m–2. The first term in Eq. 1 represents the gross primary production of ice algae, the second and third term account for the loss of ice algae and the fourth term parametrizes the exchange between ice and water column. The ice algae growth σ depends on the ambient temperature and salinity of brine in the cracks and channels in the ice and can be limited by light and nutrient. We assume a single limiting factor approach rather than multiplicative limitation, such that the specific growth rate is given by:
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Where σmax is the maximum growth rate (Table 1). fT and fS are respectively, the temperature and salinity dependence of the sea-ice algae growth, and Nlim and Llim account for nutrient and light limitation respectively. Laboratory experiments have shown that algal growth is influenced by these two factors especially when salinities reach high values in the brine (Arrigo and Sullivan, 1992). According to Vancoppenolle and Tedesco (2017) temperature and salinity dependencies are expressed as following:

[image: image]

[image: image]


TABLE 1. List of parameters, corresponding description, and units used in the model for ice algae dynamic.
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The terms T and S are, respectively, the ambient temperature in °C and salinity, rg is the temperature sensitivity coefficient (Table 1). The availability of light and nutrients are the two main factors limiting the ice algae growth with different seasonal relevance (during the polar night in winter for light, and during the summer season for nutrients). The ice algae growth is therefore limited by the four nutrients (NO3, NH4, PO4, and SiO2) following a Monod-formulation (Monod, 1949). Even though nutrient stoichiometry inside the ice algae is known to be variable, we assume a fixed Redfield stoichiometry (Vancoppenolle and Tedesco, 2017; Selz et al., 2018).
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where Ni is the concentration of a specific nutrient (NO3, NH4, PO4, and SiO2) in the sea ice in mmol m–2, and Ks(i) is the half-saturation constant of the nutrient. Ks values for each nutrient are taken from Sarthou et al. (2005) (see Table 1). Light limitation follows a hyperbolic tangent function as described in previous studies (Lavoie et al., 2005; Tian, 2006; Castellani et al., 2017):
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where PAR (photosynthetically active radiation) is the light available for ice algal photosynthesis, αp is the photosynthetic efficiency and Pm is the maximum photosynthetic rate. Values and units for α and Pm (Table 1) are taken from Castellani et al. (2017).

The second term in Eq. 1 correspond to the mortality loss term in mgC m–2. Loss of ice algae includes losses due to lysis, exudation and respiration and is given as a constant loss rate, rM (Table 1; Lavoie et al., 2005; Vancoppenolle and Tedesco, 2017).
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The third term in Eq. 1 refers to the loss of ice algae by zooplankton grazing. Little is known about the grazing on ice algae, but observational evidence highlights the importance of carbon pathways from ice algae to zooplankton in Arctic ecosystems (Michel et al., 1996). Even though ice algae can be grazed inside the ice matrix (Gradinger et al., 1999), Michel et al. (2002) concludes that the ice grazing constitutes only a minor proportion of the ice algae loss. Therefore we consider grazing by pelagic grazers only following previous modeling approaches assuming a constant uptake rate by pelagic grazers, rG (Table 1; Lavoie et al., 2005; Tedesco, 2014).
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This simplified consideration of zooplankton grazing is justifiable as ice algae concentrations are generally relatively low and, during the ice algae bloom, ice algae constitute almost the only food source for zooplankton in the model and prey selectivity can be neglected.

The fourth term in Eq. 1 refers to the exchange at the sea ice/ocean interface and it depends on rate of change of sea ice thickness [image: image]. This term is positive during sea-ice growth and negative during sea ice melt.

[image: image]

where Dia is diatom concentration in mgC m–3, and ρice and ρwater the density of ice and sea water respectively. Even though the sympagic and the pelagic diatom communities feature some similarities they are different in structure. It has been shown that the main source of the ice algae communities stem from the water column, the benthic system and the sea ice itself, but the origin, the amount and the seasonality of the ice algae origin is still unclear (Kauko et al., 2018). It seems, however, sensible to consider that not all the algae entrapped during sea ice formation are adapted to survive inside the sea ice. Therefore, we advance the assumption that the quantity of algae entering in the sympagic system is controlled by a factor fdia (Table1), corresponding to the fraction of algae which continue to develop after being entrapped in the ice. As pelagic algae are not the only source of ice algae in the sea ice, we fixed a minimum threshold of ice algae in the ice (0.01 mgC m–2), to avoid a complete depletion during winter and to decrease the delay of the ice algae bloom at spring. The remaining part does not survive and contributes directly to the sea-ice detritus pool. Because of the lack of observations and knowledge, we arbitrary set this value at 0.5, after a sensitivity analysis (see section “Results: Role of Sympagic System: Implementation, Verification and Sensitivity”).

The rate of change in the ice detritus biomass is calculated as follows:
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where ID is the sea-ice detritus biomass in mgC m–2. The first term in Eq. 10 represents the loss of ice algae, the second term account for the remineralization process, with a constant remineralization rate εD (Table 2). The third term parametrizes the exchange between ice and water column.


TABLE 2. List of parameters, corresponding description, and units used in the model for nutrients dynamic.
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As for ice algae, the exchange at the sea ice/ocean interface and it depends on rate of change of sea ice thickness [image: image]. This term is positive during sea-ice growth and negative during sea ice melt.
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where Df is fast sinking detritus concentration in mgC m–3.



Nutrient Dynamics

Inside sea ice, biological communities exist within a complex network of brine channels, extending into the ice layer, with brine volume varying according to the thermohaline characteristics of the ice. Brine volumes are at maximum in the first few centimeters from the ice-ocean interface (Arrigo, 2014; Thomas, 2017), and this is mainly where biological activity is concentrated (Tedesco, 2014). In this present study, we follow an approach suggested in earlier modeling studies (Arrigo et al., 1993; Duarte et al., 2015). Thus, instead of considering a complex brine network dynamic, we assume a bottom layer with biological activity with about 5 cm thickness. The relative brine volume e in this layer is assumed to be 50% (e = 0.5) as suggested by Duarte et al. (2015).

The ice-ocean interface is a dynamic area where exchanges of salt, organic, and inorganic material occur between the two systems (sympagic and pelagic), determining the salinity and nutrient, detritus, and algae concentrations in the sea ice and the water body below. Exchanges occur due to convection, diffusion, ice formation, and ice melting processes (Vancoppenolle et al., 2010; Arrigo, 2014). In the absence of biological activity, it is customary to consider the dynamics of the majority of macro-elements in sea ice following the same dynamical changes as salinity. Meaning that, during the formation of sea ice crystalline lattice impurities and salt are not entrapped in the structure and nutrients and other components are as well rejected in the brines network where they will exchange with the water underneath.

The bulk formulation Nibk for each of the aforementioned types of nutrients i is characterized as follows (Belém, 2002; Vancoppenolle et al., 2010):
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where Nibr is the nutrient content for nutrient i in the brine (mmol m–2) and e is the brine volume fraction (Table 2). Ammonia is an exception to this rule, being entrapped in the crystalline lattice of the ice and expelled to the brine channels (Weeks, 2010; Vancoppenolle et al., 2013). Therefore, the brine concentration of ammonia, unlike the other nutrients, is equal to the bulk mass of ammonia. The rate of change of the respective nutrients in the brine is described as Duarte et al. (2015):
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The first terms in Eqs 13–16 represent the nutrient transport at the interface due to the diffusion mechanism.
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where Kwi is the molecular diffusion coefficient (Jin et al., 2006; Table 2) and dNibr/dz is the vertical gradient of the respective nutrient at the ice-ocean interface. The second terms Gice_flux in Eqs 13–16 are either the entrapment of dissolved matter in the ice due to the congelation of water process or the release of nutrients during the ice melt. This entrapment/melting acts on the nutrient bulk. It is defined following the relationship defined as follows (Tedesco and Vichi, 2014):
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where Niw is the water concentration of nutrient i (mmol m–3). For ammonium, during the congelation process the quantity is not divided by the brine fraction due to the entrapment into the crystalline lattice as well in the brine. The third terms of the Eqs 13–16 are the uptake of nutrients by ice algae. Here pNO3 in Eqs 13 and 14 differentiate the uptake of nitrate from that of ammonium based on Mortenson et al. (2017):
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where vn is the half-saturation constant for preferential uptake of nitrate (Table 2). The fourth terms in Eqs 13 and 14 are the nitrification rate, which is fixed as constant here (Table 2). The last terms in Eqs 14–16 represent the remineralization process from the detritus pool in sea ice. The remineralization rate is constant (Table 2).



Biogeochemical Pelagic Modifications

The ocean biogeochemical model ECOSMO includes 13 state variables describing three nutrient cycles (NO3, NH4, SiO2, and PO4), two phytoplankton groups (diatoms, flagellates), two zooplankton groups (mesozooplankton and microzooplankton), oxygen, biogenic opal, detritus (fast and slow), and dissolved organic matter. In the here used setup, the benthic system is included in the model formulation consisting of three state variables, of which each corresponds to a respective nutrient pool in the sediment (nitrogen, silicate, and phosphate). Model equations and parameterization are described in detail elsewhere (Daewel and Schrum, 2013; Daewel et al., 2019). To study the Arctic system and the sympagic-pelagic-benthic interactions, some changes have been made. These changes are explained in the section below. In particular we split the detritus group into a fast (Df) and a slow (Ds) sinking class. Similar to diatom entrapment into sea ice, during the melting phase not all the ice algae are transferred to the diatom pool but only a fraction, corresponding to the surviving algae. The same fraction fdia as for the entrapment is used. The remaining part is added to the fast sinking detritus pool. Additionally, the sea-ice detritus is released into the fast sinking detritus pool in the water column during ice melt. The reaction equations for two detritus groups are given as:
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where, T is the temperature in °C and z the depth in m. CX is biomass of the state variable of the X in mgC m–3, where X represents Pj [phytoplankton group with j = 1, 2 denotes the phytoplankton type (1: diatom, 2: flagellate)]; Zi [zooplankton group with i = 1, 2 denotes the zooplankton type (1: micro-, 2: meso-zooplankton] and SE1 is the sediment group representing the sediment carbon pool. Gi–1,2 is the zooplankton grazing rate. A sensitivity analysis (not included in the results) on the different sinking speed for the fast sinking detritus group showed that a sinking speed of 50 m d–1 leads to the best representation of the ecosystem dynamics. This value has also been chosen in earlier modeling studies by Lavoie et al. (2005) and Mortenson et al. (2017). The parameters values for Eqs 18–23 are given in Table 3. Additionally, we added a temperature dependence to the phytoplankton growth rate following an exponential function as described by Eppley (1972):
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TABLE 3. List of parameters, corresponding description, and units used in the model for pelagic dynamic.
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where, T is the ambient temperature in°C and Tlim is the reference temperature (Table 3).



Light

Light is one major factor controlling growth of both sea-ice algae and phytoplankton in the water column. Light that penetrates in and through the ice reaching the sea-ice algal communities depends on the snow and ice thickness following the Beer–Lambert law as Castellani et al. (2017):
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where I0 is the shortwave incoming solar radiation, α is the albedo of the surface component ice or snow, C0 is the fraction of incoming radiation absorbed in the first centimeters of snow or ice layer, kice and ksnow are the ice and snow attenuation coefficient respectively and Hice and Hsnow are the ice and snow thickness, respectively. All parameter values and units are referred in Table 4.


TABLE 4. List of parameters, corresponding description, and units used in the model for light calculation (most of parameters values come from Castellani et al., 2017).
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Light available for phytoplankton in the water column below the ice depends on the snow and ice thickness but also on the ice algae concentration. In a given grid cell, however, the available light for primary production in the water column is additionally determined by what fraction of the area is covered by ice A (Slagstad et al., 2015). Light intensity reaching the water column below ice is expressed as:
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where Zbot is the thickness of the biologically active bottom sea ice layer. The total light available in a grid cell is then given by:
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Numerical Experiments and Sensitivity Analysis

With the 1D model setup we performed numerical experiments to understand primary and secondary production in the Barents Sea. Even though the Barents Sea is one of the most productive areas in the Arctic Ocean it features a high spatial variability in ecosystem productivity with less production in the northern than in the southern areas (Sakshaug, 1997; Dalpadado et al., 2014). To address the spatial dynamics, we ran simulations at three separate locations (Figure 2) that differ in ice dynamics and environmental conditions. The southernmost station was located in an area where the ocean is free of ice all year round (SBS: 39.25 E; 71.41 N). A second station in the center of the Barents Sea (MBS: 38.58 E; 76.44 N) represents the area with a seasonal cycle in ice coverage where the ocean is free of ice during late summer. The third station represented the area with year-round ice coverage, located in the northern Barents Sea (NBS: 35 E; 81.6 N). All the simulations were performed with a 30 min time step and daily means were provided for analysis. As initial concentration for the modeled state variables for ice algae, diatom, flagellate, microzooplankton, mesozooplankton, and two detritus pools very small values were chosen (0.0, 0.1, 0.1, 0.01, 0.01, and 0.05 mgC m–2, respectively) for all three stations. The state variables for nitrate, ammonium, phosphate, and silicate were initialized based on observed winter concentrations in the central Barents Sea (Reigstad et al., 2002; Sakshaug et al., 2009) (10.5, 2, 0.8, and 4.5 mmol m–3).
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FIGURE 2. Map of the Barents Sea area. Red dots indicate the three stations where environmental forcing are extracted to run experimental simulation. NBS means north Barents Sea station, MBS means central Barents Sea station, and SBS means south Barents Sea station.


We performed three sets of scenarios to evaluate the primary and secondary production in the Barents Sea area at different spatial and temporal scale. The first set of experiments was designed to understand the response of the pelagic production system to implementation of the sympagic ecosystem dynamics in the model. These scenarios were run at MBS location during 1997. In this first set of experiments, we ran the same setup (i) including all the biogeochemical components and interaction between the sympagic and the pelagic systems (fullBGC scenario), (ii) neglecting the biogeochemical interaction between the sympagic and the pelagic system but including the sea ice physics (noBGC scenario), and (iii) neglecting the sea ice completely (noICE scenario), which allowed us to dissociate the role of the sea ice presence itself and the role of the sea ice biogeochemistry on the pelagic system. This last experiment also explores the ice free environment, which is expected in the next decades considering climate induced sea ice retreat (Onarheim and Årthun, 2017).

The second set of scenario experiments described the spatial variability of the primary and secondary production at three stations (NBS, MBS, and SBS) following a north-south gradient.

The third set of scenario experiments addressed the interannual variability of the primary and secondary production at the MBS station. We ran each simulation for a 10 years’ time period (1990–1999), where the first 2 years were considered as spin-up period and were disregarded for analysis.

Since the Arctic ecosystem is difficult to access and data on parameters relevant for the sympagic ecosystem are sparse, we additionally performed a sensitivity study to investigate the models’ response to some of the most uncertain parameters in the ice-ecosystem formulation. The proportion of phytoplankton entrapped in the ice during freezing determines the initialization of the sea-ice algae and thus consequently ice algae biomass but is hardly measurable and thus difficult to identify. Some evidence shows that ice algae stem from different sources (multi-year ice, pelagic system, benthic system; Syvertsen, 1991; Ratkova and Wassmann, 2005; Werner et al., 2007; Olsen et al., 2017). But it remains unclear how much exactly originates from the pelagic system and finally survives inside the ice. On the other hand, the proportion of ice algae released into the water during the sea ice melt contributes to the algal biomass in the water column and can be used by zooplankton as a valuable food source (Michel et al., 1996; Søreide et al., 2006, 2013). Moreover, some studies highlight the potential of some ice algae species to seed phytoplankton production during the ice melt (Haecky et al., 1998; Galindo et al., 2014; Szymanski and Gradinger, 2016). Through a sensitivity analysis, we evaluated the impact of the amount of phytoplankton entrapped in sea ice on ice algae phenology and, of the amount of ice algae released to the pelagic system on the primary and secondary production. We ran four scenarios for this experiment:


1.control run: 100% of diatoms entrapped is transferred into the ice algae pool and 100% of ice algae is release to the diatom pool;

2.75% of the diatoms entrapped are transferred to the ice algae pool while the remaining 25% are transferred to the ice detritus pool and, 75% of the ice algae released are transferred in the diatoms pool while the remaining 25% are transferred to the pelagic fast sinking detritus pool;

3.where the proportion of algae:detritus is 50:50%;

4.where the proportion of algae:detritus is 25:75%.



The main assumption of the 1D modeling approach described here is that lateral advection in both the ice and water layers is negligible compared to other fluxes. We used forcing data retrieved from outputs of a 3D hydrodynamic model – which includes advection – to define the seasonality of temperature, vertical mixing, and ice properties. However, the 1D model itself does account for net lateral fluxes of state variables at the given location. This limitation does not invalidate the approach as deployed in this article for exploring hypotheses on the linkage between sympagic-pelagic-benthic systems provided the deployment locations are chosen carefully to avoid areas with strong horizontal gradients in the model variables so that advection is of secondary importance. However, it could become an issue for interpretation of responses to climate change. Climate warming is not only accompanied by loss of sea ice, but also by changes in wind patterns, water mass characteristics and circulation (Skagseth et al., 2020). These could change net horizontal fluxes, especially of ice at our study sites in the Barents Sea (Kimura and Wakatsuchi, 2001; Koenigk et al., 2009; Kwok, 2009). Hence advection could become a significant term in the rate of change of ice algae biomass at model locations. Thus, in the next step of our work we will apply the model in a fully coupled 3D biological-physical model to account for the dynamics nature of the system. This will additionally account for sea ice dynamic forced by the atmospheric conditions, which has clear implications for both sympagic as well as pelagic productivity.




RESULTS AND DISCUSSION


Role of Sympagic System: Implementation, Verification, and Sensitivity

In Figure 3 we show the seasonal variations of estimated ice algae dynamics (fullBGC scenario) and the related external and internal properties. The results show that ice algae growth started slowly at the beginning of March as soon as sufficient light became available (Figure 3E), and prevailed until mid-June when biomass started to decrease (Figure 3C) controlled by both ice melting (Figures 3A,B) and grazing by pelagic zooplankton. The ice algae growth dynamic was characterized by three blooms. The two first occurred in early and mid-May, both followed by a sharp decrease of biomass due to two melting events, generating a strong ice algae release (Figure 3B). A third bloom, which was the most important, occurred in mid-June (Figure 3C), during which the biomass increased up to 378 mgC m–2 with a maximum daily ice algae production rate about 89 mgC m–2 d–1. Our biomass estimates were consistent with data from field measurement in the Barents Sea area (69–620 mgC m–2; Tamelander et al., 2009) and in the Arctic region (3–460 mgC m–2; Gosselin et al., 1997). The results on daily ice algae production rate, however, appear to be higher than measured production rates in the northern Barents sea (0.16–55 mgC m–2 d–1; Hegseth, 1998; McMinn and Hegseth, 2007). On the other hand, our results showed low biomass of ice algae when compared with data from Rózañska et al. (2009) and Fernández-Méndez et al. (2018), who reported ice algae biomasses up to 2250 mgC m–2, indicating that our model might underestimate ice algae biomass. The abiotic environment (e.g., light, ice, and snow thickness) strongly influences the daily ice algae production rate. These environmental conditions vary strongly in the Barents Sea both spatially and temporally, which can explain these differences between model results and observations, particularly since our environmental forcing is only representative for one specific location. Moreover, we only consider ice algae originating from entrapment of pelagic algae, which neglecting ice algae advection from other area. As this provide a relatively small quantity of algae it impacts the growth of biomass and might explain the slow growth between March and May, and the potentially too low ice algae biomass. Nonetheless, over the large existing range of measured and simulated production rates (from 0.16 to 100 mgC m–2 d–1; Clasby et al., 1973; Mortenson et al., 2017) our simulated values are well in the range of previously reported production rates and our daily production rates appear acceptable.
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FIGURE 3. Seasonal variation in the environmental forcing (A) of ice thickness (black) and ice coverage (gray) in 1997; (B) diatoms/ice algae flux at the ice-ocean interface. (Red line represents the quantity of diatoms entrap into the sympagic system and the blue line represents the quantity of ice algae released into the pelagic system.); (C) the ice algae (green) and detritus in ice (red) biomass; (D) integrated nutrient content in the sea ice: nitrate (NO3: purple), ammonium (NH4: light green), phosphate (Pho: orange), and silicate (Sil: pink); (E) light (black) and nutrients (gray) ice algae growth limitation index. Nitrogen (solid), phosphate (dashed), and silicate (dotted) are represented.


The simulated ice algae bloom dynamic was not nutrient limited in our scenario (Figure 3E), even though the silicate concentration decreased sharply during the bloom event, it never became limiting (Figures 3D,E). Our simulations show two strong melt events during the ice algae bloom period which removed a substantial amount of ice algae biomass from the ice, which also reduced the nutrient requirements in the ice. In addition, the ice bottom layer at the ocean interface is highly dynamic and nutrients can be replenished by convective mixing (Vancoppenolle et al., 2010). This is in compliance with findings from Werner et al. (2007), who showed that ice algae do not appear to be limited by nutrients in the Barents Sea. The Barents Sea is a shallow area and is significantly influenced by winds and tidal mixing (Sundfjord et al., 2007). Hence nutrients are abundant and not generally a limiting factor for ice algae as also shown by Tamelander et al. (2009). The total annual production of the simulated ice algae was about 2.44 gC m–2, which represented about 3.8% of the total primary production. This fraction is in the lower part of the range of the observations previously reported for the whole Arctic (3–57%; Gosselin et al., 1997). According to Sakshaug (1997) and Hegseth (1998) who reported estimated total annual production respectively around 6 and 7% of the total primary production in the northern Barents Sea, our total production estimation appeared to be slightly underestimated but reasonable.

In order to assess the role of the sympagic system on the overall ecosystem dynamics, we performed three numerical experiments to separate the impacts of the physical and biological forcing. The results are presented in Figure 4 for the fullBGC (Figures 4A,D,G,J), the noBGC (Figures 4B,E,H,K) and the noICE scenario (Figures 4C,F,I,L). Scenario explanations are given the methods section. The results highlight how the sympagic system generates important changes in the whole ecosystem by modifying the phytoplankton and zooplankton phenology.
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FIGURE 4. Simulated sympagic and pelagic primary and secondary production, predation pressure of zooplankton on phytoplankton and nutrient and light growth limitation in the surface layer (4 m depth) for full coupling experiment (A,D,G,J), physical coupling experiment (B,E,H,K), and free ice experiment (C,F,I,L). Time series of (A–C) primary production rates of ice algae (IA: orange), diatoms (D: light green), and flagellates (F: dark green), (D–F) secondary production rates of mesozooplankton (Meso: dark red) and microzooplankton (Micro: orange), (G–I) grazing rates of large and small zooplankton on large and small phytoplankton, and (J–L) growth limitation index for light (solid orange), nitrogen (solid blue), phosphate (dashed blue), and silicate (dotted blue). In the legend (A–F) are indicated the annual production in gC m2 for total pelagic production (TP), diatoms (D), flagellates (F), ice algae (IA), mesozooplankton (Meso), and microzooplankton (Micro). In the legend (G–I) are indicated large zooplankton grazing rate on large phytoplankton (ZlonPl), large zooplankton grazing rate on small phytoplankton (ZlonPs), small zooplankton grazing rate on large phytoplankton (ZsonPl), and small zooplankton grazing rate on small phytoplankton (ZsonPs). In the legend (J–L) are indicated light limitation (L), nitrogen limitation (N), phosphate limitation (P), and silicate limitation (S) at the surface layer.


What we generally can see is that implementing ice biogeochemistry in the model formulation strongly impacts the dynamics of the pelagic ecosystem, both with respect to magnitude and timing of the different components. Most importantly, we found major differences in the dynamics of diatoms and zooplankton. In the fullBGC scenario, when the sympagic system was fully implemented, the model estimated two diatom blooms during the season (Figure 4A), while only one spring bloom was simulated in noBGC. The first bloom occurred in July in both scenarios, partly under ice, when the ice coverage started to decrease, allowing better light conditions in the water column. In case of fullBGC, this bloom was not limited by nutrients but instead controlled by zooplankton grazing (Figures 4G,J). In the noBGC scenario, on the other hand, this first diatom bloom developed until silicate became limiting. The major process leading to this difference was that generally the zooplankton benefits from feeding on ice algae prior to the first diatom bloom, leading to relatively high zooplankton biomasses early in the season (Figure 4D). Consequently, zooplankton and phytoplankton maximum biomass occurred at the same time (Figures 4A,D), which systematically modified the overall system dynamics. Therefore, silicate remained in the water column allowing a second diatom bloom in August during full open water condition following the ice break-up. Zooplankton grazing on ice algae, in the ice and in the water column just after being released, appears one of the most important links between the pelagic and sympagic component of the ecosystem leading in our results to a general increase in zooplankton biomass. This important link has earlier been reported on the basis of field observations (Stretch et al., 1988; Runge and Ingram, 1991; Werner, 1997; Juul-Pedersen et al., 2008). Observations indicate that the grazing on ice algae is partly used by female copepods to mature their gonads and produce eggs (Søreide et al., 2010; Durbin and Casas, 2014). In this case, there is an increase in biomass due to egg production. But because eggs do not feed directly on phytoplankton during their development and only participate in phytoplankton consumption later in the season after hatching, the control of our first phytoplankton bloom by the zooplankton grazing could potentially be overestimated. More investigations are necessary here to accurately understand the direct role of ice algae on zooplankton dynamics and vice versa. Nonetheless, the interaction between the pelagic zooplankton and ice algae remains an important process as it determines the fitness of these zooplankton species and includes other species that use ice algae such as amphipods and krill.

The flagellate bloom occurred after the ice break-up at the same time as the second diatoms bloom (Figure 4A) but with a much higher biomass. Flagellates generally dominated the primary production with a total annual production about 42.73 gC m–2, which represent around two thirds of the total pelagic primary production (61.61 gC m–2). Previous studies estimated annual primary production for the Barents Sea to be between 20 and 200 gC m–2, depending on the area, with estimates around 76 gC m–2 in the central Barents Sea (Luchetta et al., 2000; Sakshaug et al., 2009), which supports our model estimates. The high flagellate biomass results from the fact that the diatoms are mainly controlled by zooplanktonic grazing. This leads to relatively high nutrient concentrations (Figure 4J) and consequently allows a strong flagellate bloom in the fall. Also, for mesozooplankton a second maximum follows the spring maximum in July and is closely related to the diatom dynamics. Microzooplankton, on the other hand, followed the flagellate’s dynamic with a unique peak by the end of summer. Mesozooplankton dominated the secondary production.

In Figure 5, we showed differences between the fullBGC and the noBGC scenario in the vertical biomass profiles of the two detritus groups (Figure 5A: fast and Figure 5B: slow sinking rate). These results indicate a lower biomass of slow sinking detritus during summer (Figure 5B) when the sympagic system is coupled to the pelagic ecosystem, related to a smaller summer diatom bloom in the fullBGC scenario. This was followed by a second strong detritus production in autumn, which was exported to the benthic system in late autumn, and which corresponds to the strong flagellate production. Direct export of ice algae to the benthic system happened at the end of summer when ice melts. We observed a contribution of the fast sinking detritus group in September with a slightly higher export to the benthic system in the fullBGC scenario compared to the noBGC scenario (Figure 5A). It has already been shown that ice algae contributes to the export of matter to the benthos due to the fast sinking rate and it represents a valuable resource for benthic organisms early in the season (Søreide et al., 2013; Schollmeier et al., 2018). Due to the forcing data we used, the simulated ice break-up occurred late in the season at mid-June and we did not observe a spring contribution of ice algae to the benthos as was showed in previous studies (Boetius et al., 2013; Szymanski and Gradinger, 2016). However, our results pointed out that the ice algae are exported rapidly to the benthos and earlier than the phytoplankton in the productive season (Figure 5). In addition, our results highlight the indirect contribution to detritus export by changes in zooplankton dynamics (Figure 5B). Because of the feeding process on ice algae, zooplankton developed earlier and participated in an increase in the slow sinking detritus biomass. The results indicate temporal changes on the export of detritus biomass to the benthic system when sympagic biogeochemistry is included. The sympagic system therefore does not only play a role in pelagic dynamics but also influences both the amplitude and timing of detritus export to the benthic system. Here, we additionally hypothesize that the indirect contribution due to the zooplankton feeding on the ice algae is as important for the timing and magnitude of material export to the benthic system.
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FIGURE 5. Vertical profile of difference in biomass concentration between full coupling experiment and physical coupling experiment for the fast sinking rate detritus group (A) and the slow sinking rate detritus group (B).


The noICE scenario shows similar dynamics to the noBGC scenario. The main difference observed is an earlier onset of spring bloom production with about one-month time difference (Figures 4B,C). This is due to the absence of ice cover leading to sufficient light conditions earlier in the year (Figures 4K,L). The other major difference is the increase of the total annual primary and secondary productivity in the noICE scenario. The structure of the ecosystem groups does not change between these two scenarios suggesting that the presence of ice only as a physical barrier does not seem to influence pelagic ecosystem functioning. Differences between fullBGC and noICE scenarios, i.e., earlier primary production and higher primary production, reflect changes expected for the Arctic region regarding an ice decrease. These changes are further discussed in the section Spatial variability in the Barents Sea, environmental drivers and ecosystem dynamics.

Results of the sensitivity analysis (Figures 6A,B) showed that the proportion of phytoplankton entrapped in the ice influenced slightly the total ice algae production with a change of about 0.25 gC m–2 y–1 between the 100 and 25% numerical experiments, which represent a decrease of about 10% for an entrapment proportion decrease of 75%. The sensitivity experiments did not indicate any changes in ice algae production in terms of timing and amplitude of the maximum growth rate. This principally resulted from the minimum threshold implemented in our model to allow a minimum proportion of ice algae to survive during winter in the ice when conditions are not favorable for growth. This assumption was made because the fate and origin of ice algae during winter remains poorly understood. Different hypotheses were suggested previously including the existence of resting cysts or spores, metabolism adaptation to low light, facultative heterotrophy, or origin of algae in the ice from nearby multi-year ice (Syvertsen, 1991; Niemi et al., 2011; Kauko et al., 2018). Even though the total amount of ice primary production changed only slightly, we found that the magnitude of the initial bloom in May was decreased by almost 50% when only 25% of the entrapped algae were used for production.
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FIGURE 6. Simulated time series of (A) diatoms/ice algae flux at the ice-ocean interface; (B) production rates of ice algae; (C) production rates of phytoplankton including diatoms (D: solid line) and flagellates (F: dashed line), and (D) production rates of zooplankton including mesozooplankton (Meso: solid line) and microzooplankton (Micro: dashed line). Black color presents result for the 100% experiment, red color for the 75% experiment, green color for the 50% experiment, and purple color the 25% experiment. In the legend (B–D) are indicated the annual production in gC m–2 for ice algae, phytoplankton including diatoms production (D) and flagellates production (F) and zooplankton including microzooplankton (Micro) and mesozooplankton (Meso).


Although variations in phytoplankton entrapment did not show a prominent effect on the sympagic production, the modeled pelagic system showed a clear response to the amount of ice algae released into the sympagic system during ice melt (Figures 6C,D). First, our results indicate that released ice algae seeded the diatoms blooms, both under ice and during the ice break-up. This is one of the main assumptions made in our approach. The hypotheses about the ice algae seeding are divergent and controversially discussed in the scientific community, because evidence is not clear. Some field samplings highlight that ice algae contribute to the start of the phytoplankton bloom, due to some species overlapping in both the sympagic and pelagic communities (Haecky et al., 1998; Lizotte, 2001; Mangoni et al., 2009). Contradictory field studies have indicated that ice and pelagic algae communities are distinct and that ice algae apparently do not seed phytoplankton blooms (Riebesell et al., 1991; Mundy et al., 2014). Our results showed that, under the condition of ice algae seeding, the proportion of ice algae released into the diatom pool has consequences for the phenology of the diatoms, with an earlier peak biomass the more ice algae are released. This consequently also results in a modified phenology of the secondary production. The maximum difference in peak bloom timing for the two most extreme experiments (100 and 25%) was about 1 week, both for the under-ice bloom and the late summer bloom. The results thereby showed that the peak production occurred later the less important the ice algae seeding is for the overall diatom biomass. This estimated change in diatom phenology systematically modified the primary producers’ dynamics. The associated environmental conditions, such as temperature, ice cover, and available light, in the water column change slightly within this 1-week period. This influences the growth rate of the diatoms such that, although the seeding of diatoms was lower, it led to a shorter bloom with higher peak biomass. After the ice break-up flagellates developed quickly, limiting the diatom bloom. Because ice algae seed the diatom blooms it allowed them to bloom earlier at the ice break-up. Therefore, the smaller the ice algae release is, the weaker the second bloom and the greater the flagellate’s production. The difference in total flagellate production between the 100 and 25% experiments was an increase of 40.8%. In light of our results and also model results published by Tedesco et al. (2012) and Jin et al. (2007) ice algae seeding appears to be a key process in the Arctic marine ecosystem dynamics and further investigations should be done in order to decrease uncertainties about this process. Especially as Lizotte (2001) highlighted, climate change can alter and modify algae communities and consequently potentially change the contribution of ice algae to the phytoplankton bloom.

The sensitivity analysis again highlights the importance of clarifying the current parameterization of sympagic components and the exchanges with the pelagic components underneath. Despite ice algae representing a small proportion of the total primary production, we showed that its contribution to the phenology of all the pelagic groups is significant. The results also suggest important changes in the Arctic pelagic structure of planktonic communities might be related to ice algae changes, as already suggested before for copepods in an earlier study (Tedesco et al., 2019). Indeed, there is evidences that females of C. finmarchicus and C. glacialis, when barely out of diapause, benefit from feeding on ice algae to maturate their gonads and produce eggs (Hirche and Kosobokova, 2003; Søreide et al., 2010; Leu et al., 2011). Although, the factors of entry and exit in a diapause state remain not well identified, some evidence about a mismatch between the presence of individuals at the surface and algal bloom have already been highlighted, showing significant consequences for fitness and next generations of these species (Dezutter et al., 2019). Diapause behavior is not yet a part of our model formulation and should be integrated in future work to identify more accurately the planktonic phenology in the Arctic system as modeling work of Pourchez (2018) showed for the Beaufort Sea. We previously discussed a possible model artifact of zooplankton controlling the first phytoplankton bloom due to an earlier growing phase feeding on ice algae. If we consider that a significant zooplankton biomass migrates from the bottom to the surface at springtime, it seems realistic that such a grazing control takes place. It could also help to explain the second phytoplankton bloom in autumn, when naturally zooplankton migrates back to the bottom and relieves the grazing pressure (Pourchez, 2018). Identification of these key parameters becomes all the more urgent in the context of rapid climate change in order to properly understand and manage the near future Arctic ecosystem.



Spatial Variability in the Barents Sea, Environmental Drivers and Ecosystem Dynamic

The Barents Sea area exhibits strong seasonal contrasts as well as high spatial variability, as illustrated in Figure 7 regarding the light availability at the ocean surface (Figure 7A) and the sea ice thickness (Figure 7B). This high variability in environmental conditions results in very different ecosystem dynamics and follows mainly a south-north gradient related to temperature and ice cover (Figures 8, 9). For the northernmost station (NBS), which is covered by ice all year round, our results showed the lowest productivity, with a total annual primary production of 2.86 gC m–2 yr–1, while at the central and southernmost location our model estimated 64.05 gC m–2 yr–1 and 96.89 gC m–2 yr–1, respectively (Figure 8). This was due to the presence of a thick ice coverage in the north leading to low light availability at the ice-ocean interface. Our results are consistent with field observations provided by Sakshaug et al. (2009), who estimated that primary production varied from <20 to 200 gC m–2 yr–1 over the Barents Sea. Even though ice algae production was relatively small in the north when compared to the central Barents Sea area, it was more important for the overall productivity in the region representing around 42% of the total primary production at this location. In contrast, in the central Barents Sea the ice algae accounted only for 3.8% of the overall primary production (Figure 8A). Light conditions not only determined the magnitude but also the phenology of the productivity resulting in an onset of spring diatom bloom in the beginning of June in the southern Barents Sea, beginning of July in the central Barents Sea, and middle of August in the northern station (Figure 8B). A second diatom bloom developed only in the central Barents Sea area in the middle of August when ice break-up allowed more favorable light conditions. Flagellates bloomed twice (end of June and beginning of August) in the south, whereas in the central Barents Sea only one bloom occurred in the middle of August. Environmental conditions at the northern location are generally not favorable for primary production and flagellates were outcompeted by diatoms. In contrast, flagellates dominated the primary production in the south and central part of the Barents Sea by around two thirds.
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FIGURE 7. Simulated time series of (A) light intensity (W m–2) at the ocean surface (includes ice and ice algae attenuation) and (B) extracted sea ice thickness (m) forcing. Black color presents result for the central Barents Sea station over the 1997, red color for the north Barents Sea station over the 1997, and green color for the south Barents Sea station over the 1997.
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FIGURE 8. Simulated time series of (A) production rates of ice algae; (B) production rates of phytoplankton including diatoms (D: solid line) and flagellates (F: dashed line). Black color presents result for the central Barents Sea station over the 1997, red color for the north Barents Sea station over the 1997, and green color for the south Barents Sea station over the 1997. In the legend (A,B) are indicated the annual production in gC m–2 for ice algae and phytoplankton including diatoms production (D) and flagellates production (F).
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FIGURE 9. Simulated time series of production rates of zooplankton including mesozooplankton (solid line) and microzooplankton (dashed line). Black color presents result for the central Barents Sea station over the 1997, red color for the north Barents Sea station over the 1997, and green color for the south Barents Sea station over the 1997. In the legend are indicated the annual production in gC m–2 for zooplankton including microzooplankton (Micro) and mesozooplankton (Meso).


For mesozooplankton and microzooplankton the seasonal dynamics followed closely phytoplankton blooms (Figure 9). Thereby, in the south zooplankton were mainly concentrated at the beginning of July following the diatoms and first flagellate blooms and slightly developed at the fall. In the north, only very little mesozooplankton developed in August following the diatom bloom. In the central area the seasonal dynamics were very different featuring two major zooplankton peaks in July and September, respectively. Contrary to the phytoplankton phenologies our results indicated that no phenological shift occurred in secondary production between the southern and the central Barents Sea location. The reason was that the zooplankton also feeds on ice algae allowing an increase in zooplankton biomass even before the pelagic diatom bloom starts and therefore promoting an early peak in zooplankton biomass.

Another interesting emergent result is that although primary production in the south was around 30% higher than in the central Barents Sea, the zooplankton annual total production was not significantly different between these two regions suggesting a more efficient trophic transfer from phytoplankton to zooplankton, again caused by the feeding process of zooplankton on ice algae.

Going from north to south in the Barents Sea may also be indicative of the Barents Sea ecosystem through time. Considering the expected sea ice retreat in the light of climate change during the next decades in the Barents Sea, we can expect a change toward a more southern ecosystem in terms of structure and functioning. This means an increase in primary production for the central Barents Sea and an increase of both primary and secondary productions for the northernmost regions. Previous modeling studies have already highlighted the potential increase of primary production in the Arctic and in the Barents Sea due to climate change and sea ice reduction and support our study results (Arrigo et al., 2008; Holt et al., 2016). Because the Arctic ecosystem structure has a relatively low complexity with few key players (Darnis et al., 2012), changes in the sea ice extent and ecosystem can greatly affect the whole Arctic food-web structure and functioning. As an example, according to the modeling study of Suprenand et al. (2018) important changes in zooplankton have already happened in the Beaufort Sea, and suggest greater changes in the marine ecosystem will occur in the next decades due to the sea ice decrease and temperature increase presently ongoing. Several species directly or indirectly depend on the ice algae, especially female Calanus for the eggs production as already discussed before.



Interannual Variability Pattern of Primary and Secondary Production

An additionally performed multi-year simulation experiment in the central Barents Sea highlights the interannual variability in this area (Sakshaug et al., 2009) with respect to magnitude and seasonality in primary and secondary production (Table 5). Within the simulated 7 year time period total annual primary production varied in the range of 34.33–95.92 gC m–2 y–1, with associated response in secondary production, which varies in the range of 13.61–49.76 gC m–2 y–1. Over these years the ice algae production represented always less than 10% of the total annual primary production also with strong interannual variation. The results indicated that years with long ice seasons, but thin ice thickness were the most productive for the ice algae (e.g., 1998). Our results did not demonstrate a clear and recurring seasonal pattern over the years due to the high variability of the ice cover dynamic. We can highlight the existence of a relationship between the length of the ice season and productivity of the ecosystem, which was already described by Rysgaard et al. (1999), showing a clear linear relationship between the annual pelagic primary production and length of productive open water period. Figure 10 shows clearly how the timing of the ice break-up drives the magnitude of the primary production. It becomes evident that the earlier in the season the ice breaks up, the higher the total annual primary production, which is consistent with findings by Arrigo and van Dijken (2015). This result also implies an increase of the total primary production in the next decade with the decrease of sea ice coverage and thickness and with a shorter period of ice coverage. This trend is already ongoing and observed in the Barents Sea and the other Arctic Seas (Frey et al., 2018) and is expected to be extended northward in future. Our results however suggested that the maximum productivity did not occur in an ice-free year, but rather during a year showing thin ice coverage and an early ice break-up, as it happens in 1995. This finding indicates that primary production in the Barents Sea may not necessarily increase under upcoming ice-free conditions but could even decrease especially in areas with seasonal sea ice dynamics. Additional numerical experiments in a 3D context will help to explore this pattern further with respect to regional scales. Previous modeling work from Holt et al. (2016) agreed with the heterogeneous effects of the climate change and ice retreat on the Barents Sea productivity and showed for instance that, in contrast to the northern and north-eastern Barents Sea, in the coastal southern Barents Sea production is expected to decrease.


TABLE 5. Annual production of ice algae, phytoplankton (diatom + flagellate), and zooplankton (microzooplankton + mesozooplankton) for the central Barents Sea station over the 7 years simulated (1992–1998).
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FIGURE 10. Relationship between annual primary production and ice break-up timing for the 7 years simulated at the central Barents Sea station. Values (p = 0.0159, R2 adjusted = 0.75).





CONCLUSION

The overarching objective of our modeling approach was to understand the linkage between sympagic and pelagic ecosystem components by implementing a sympagic component to the biogeochemical model ECOSMO. We used the model in 1D at different locations in the Barents Sea ecosystem and analyzed spatial and interannual differences in ecosystem dynamics. The sympagic model component was based on previous developments (Lavoie et al., 2005; Tedesco and Vichi, 2014; Castellani et al., 2017; Vancoppenolle and Tedesco, 2017) and meant to improve the ECOSMO model performance in the Arctic ecosystem. In general, our results showed that the simulated seasonality of the sympagic components were realistic and in line with the current knowledge of the Barents Sea ecosystem. Compared to earlier model applications, our study specifically highlighted the strong interactions between the sympagic and the pelagic ecosystems. Most importantly, we could show that the ice algae play an important role for zooplankton phenology as it allows zooplankton biomass growth prior to the onset of the pelagic spring bloom. This process consequently determines the whole ecosystem structure as the zooplankton impacts the amplitude and the timing of the pelagic primary and secondary production. Additional relevant processes are the timing of the ice break-up and that ice algae production determine the phenologies of phytoplankton through seeding. Therefore, we propose that a fully coupled pelagic-sympagic ecosystem is a prerequisite to simulate the Arctic Ocean ecosystem and its changes correctly.

Exchange processes at the ice-ocean interface remain still poorly understood and our sensitivity analyses showed that the parametrization of these processes is a key component for our understanding of the Arctic ecosystem dynamics. With our approach we also found that the proportion of ice algae released and surviving in the pelagic system had an effect on the phytoplankton and zooplankton dynamics. Consequently, slight changes in the ice dynamic can disturb the whole structure of the present Arctic system and can modify phenologies not only of phytoplankton but also all the others species closely related of the ice algae, such as zooplankton (Werner, 1997; Søreide et al., 2010; Kohlbach et al., 2017a), fish (Kohlbach et al., 2017b; Steiner et al., 2019), or bird (Ramírez et al., 2017; Cusset et al., 2019). As an example, Polar cod (Boreogadus saida) is a central key species of the Arctic ecosystem and it is closely related to the ice algae especially during their larval development feeding on amphipods, which directly grazed on ice algae and sometimes directly feeding on ice algae itself (Gilbert et al., 1992; Kohlbach et al., 2017b). A decrease in the ice coverage will consequently affect the life cycle of Polar cod, by either creating a mismatch situation with the ice algae or changing the diet of larval Polar cod. We should expect changes in the Polar cod distribution in the next decades, with migration northward, and potentially an extension of the capelin population to replace the Polar cod as already suggested by Hop and Gjøsæter (2013) in the Barents Sea and Steiner et al. (2019) in the Western Canadian Arctic. Moreover, we can expect important change in the abundance and distribution of the predators feeding on both Polar cod and capelin. This example demonstrates, that further numerical experiments including higher trophic level of the marine ecosystem and coupling in a 3D framework will allow us to further explore these hypotheses.

Due to the harsh environmental conditions the Arctic remains a poorly sampled ecosystem leaving many uncertainties in the understanding of its ecosystem functioning. In the context of rapid climate changes, collaborative work becomes even more urgent to fill the knowledge gaps and improve our understanding of the Arctic system in order to establish sustainable management plan in the next decades.
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The shallow Pacific Arctic shelf has historically acted as an effective carbon sink, characterized by tight benthic pelagic coupling. However, the strength of the biological carbon pump in the Arctic has been predicted to weaken with climate change due to increased duration of the open-water period for primary production, enhanced nutrient limitation, and increased pelagic heterotrophy. In order to gain insights into how the biological carbon pump is functioning under the recent conditions of extreme warming and sea ice loss on the Pacific Arctic shelf, we measured sinking particulate organic carbon (POC) fluxes with drifting and moored sediment traps, as well as rates of primary production and particle-associated microbial respiration during June 2018. In Bering Shelf/Anadyr Water masses, sinking POC fluxes ranged from 0.8 to 2.3 g C m–2 day–1, making them among the highest fluxes ever documented in the global oceans. Furthermore, high export ratios averaging 82% and low rates of particle-associated microbial respiration also indicated negligible recycling of sinking POC in the water column. These results highlight the extraordinary strength of the biological carbon pump on the Pacific Arctic shelf during an unusually warm and low-sea ice year. While additional measurements and time are needed to confirm the ultimate trajectory of these fluxes in response to ongoing climate change, these results do not support the prevailing hypothesis that the strength of the biological carbon pump in the Pacific Arctic will weaken under these conditions.

Keywords: carbon cycling, particulate organic carbon, Bering and Chukchi Sea Shelves, marine particles, marine snow, Arctic, climate change, biological carbon pump


INTRODUCTION

Arctic marine systems are currently undergoing rapid and profound changes due to the effects of climate change, including reduced sea ice extent, earlier sea ice retreat, protracted ice-free seasons, warming air and ocean temperatures, and shifts in currents and water column stratification (Vaughan et al., 2013; Richter-Menge et al., 2019). These environmental changes have recently accelerated on the Pacific Arctic’s Bering and Chukchi Sea shelves (Stabeno and Bell, 2019; Huntington et al., 2020; Thoman et al., 2020). During 2017 and 2018, bottom water temperatures in the Bering Sea were 3°C higher than the 2005–2016 baseline (Stabeno and Bell, 2019), and the four lowest maximum sea ice extents since 1979 in the Bering and Chukchi Seas have occurred after 2015 (Fetterer et al., 2017). Cascading impacts on the regional ecosystems, biogeochemical cycles, climate, and human communities on and around the Pacific Arctic shelf are expected, although the nature and magnitude of these impacts remain largely speculative (Carroll and Carroll, 2003; Grebmeier, 2012; Moore and Stabeno, 2015; Stabeno and Bell, 2019).

The shallow Pacific Arctic shelf, averaging 50 m depth, has historically acted as a strong sink of carbon (Bates, 2006; Chen and Borges, 2009). Water movement on these shelves is generally northward carrying different water masses of Pacific origin into the Arctic (Pickart et al., 2016; Danielson et al., 2017), with a significant seasonal modulation (Woodgate et al., 2015) (see Supplementary Figure 1 for visualization of currents). This region is also characterized by a strong biological carbon pump having pelagic primary productivity (Walsh et al., 1989; Springer and McRoy, 1993), sedimentation (Naidu et al., 2004), and benthic productivity (Grebmeier and McRoy, 1988; Grebmeier and McRoy, 1989) rates that are all amongst the highest measured in any marine system. When light is sufficient, pelagic primary productivity may reach up to 16 g C m–2 day–1 and 470–840 g C m–2 year–1 (Walsh et al., 1989; Springer and McRoy, 1993) due to elevated nutrient concentrations (5–20 μM) (Danielson et al., 2017) advected into the region with the Anadyr current from deep Pacific upwelling (Walsh et al., 1989; Springer and McRoy, 1993). The spring phytoplankton bloom is typically dominated by large, rapidly sinking sympagic or pelagic diatoms (Springer and McRoy, 1993; Gradinger, 1999, 2009) that contributed to an annual particulate organic carbon (POC) flux of up to 145 g C m–2 year–1 near Hanna Shoal (Lalande et al., 2020) and likely facilitate substantial carbon burial in sediments. Similar to other Arctic shelves (Grebmeier and Barry, 1991), total organic carbon on the Pacific Arctic shelf averages 1% and reaches up to 2% in surface layers (Grebmeier and McRoy, 1989; Grebmeier and Barry, 1991; Bluhm and Gradinger, 2008). This active biological carbon pump supports large populations of benthic-feeding pelagic seabirds and marine mammals (Bluhm and Gradinger, 2008; Moore and Kuletz, 2019), many of which are important to Indigenous communities that rely on subsistence hunting (Hovelsrud et al., 2008).

The strength of the biological carbon pump in the Arctic is predicted to weaken with climate change due to increased duration of the open-water period for primary production and enhanced nutrient limitation (Piepenburg, 2005; Wassmann and Reigstad, 2011; Grebmeier, 2012). Warmer waters could increase metabolic rates of pelagic grazers and heterotrophic bacteria and potentially favor smaller phytoplankton and faster-growing grazers that more rapidly recycle organic matter within the water column (Wassmann and Reigstad, 2011; Neeley et al., 2018). Additionally, increased frequency of storms could increase mixing and efflux of carbon dioxide (Hauri et al., 2013; Slats et al., 2019). If these predictions prove accurate, such mechanisms could accelerate feedback processes on the services supported by the biological carbon pump. While the effects of changing ice conditions and warming water on production on the Pacific Arctic shelf have been investigated for many years (Lee et al., 2012; Arrigo et al., 2014; Hill et al., 2018), few studies have directly measured pathways within the biological carbon pump (Fukuchi et al.,1993; Lalande et al., 2020). As part of the Arctic Shelf Growth, Advection, Respiration, and Deposition rate experiments (ASGARD) project, we measured the strength and efficiency of the biological carbon pump by directly quantifying and comparing rates of primary productivity, sinking POC flux, and microbial respiration associated with trap-collected sinking particulate matter during June of 2018 on the Pacific Arctic Shelf. This study occurred after the winter with the lowest maximum sea ice extent on record and in a prolonged time of abnormally warm water (Stabeno and Bell, 2019; Danielson et al., 2020; Huntington et al., 2020). These unique environmental conditions, described in detail in Huntington et al. (2020), provided an opportunity to test the prevailing hypothesis that the biological carbon pump will decrease in strength with climate change (Piepenburg, 2005; Wassmann and Reigstad, 2011; Grebmeier, 2012).



MATERIALS AND METHODS


Hydrography Sampling

All cruise operations were performed on the R/V Sikuliaq. The CTD unit consisted of a Seabird SBE16plus unit coupled with WetLabs fluorometer and transmissometer. A Satlantic SUNA V2 instrument was also mounted to the rosette to measure nitrate. To characterize the water mass at each station, surface salinity and temperature data were retrieved from the CTD profiles at each station, then plotted on a temperature–salinity (T/S) diagram.



Drifting Sediment Trap Sampling

A standard Lagrangian-type surface-tethered drifting sediment trap (KC Denmark model number 28.200) was used to collect sinking particles (Moran et al., 2012) at seven locations (Figure 1). Two of the four tubes contained a removable clear-bottomed cup filled with 250 mL of viscous polyacrylamide gel. The cups were fitted with a thin sloping ramp to funnel all sinking particles into the gel within the cup and prevent particles from settling between the inside of the tube and the outside of the cup. All four tubes were filled with chilled (0°C) filtered seawater (0.3 μm) collected in Niskin bottles from the same depth and station at which the drifting sediment trap was deployed. The remaining two tubes collected sinking particles in bulk, maintaining in situ chemistry as much as possible. The trap array was deployed at 30 m below the surface at each station, estimated to correspond to the bottom of the euphotic zone, for 3–12 h depending on the timing of other cruise operations (Table 1). We used the same depth for consistency and to reduce issues of resuspension by sampling too close to the seafloor. The drifting sediment trap was fitted with an ARGOS beacon and a go-Tele GPS tracker unit to track its real-time location.
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FIGURE 1. Spatial patterns of sinking particulate organic carbon fluxes on the Pacific Arctic shelf in June 2018. Drifting sediment trap measurements are depicted relative to the diameters of the circles, while moored sediment traps fluxes are shown as the length of the squares. Colored lines represent sea ice extent (Fetterer et al., 2017), where the 2018 June median ice extent (maroon) is compared with the 1981–2010 median June baseline (purple) and the record breaking 2018 maximum ice extent (olive) is compared with the 1981–2010 median winter maximum (teal).



TABLE 1. Location and duration of drifting sediment trap deployments 30 m below the sea surface in 2018.
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Flux Rate Measurements

Sinking particles collected in the drifting sediment trap were used to determine POC fluxes. Once the trap was recovered, the following steps were performed as quickly as possible in an environmental chamber that fluctuated in temperature from 3 to 5°C in order to maintain as close to in situ conditions for particle-associated microbes as possible. Overlying water was siphoned using a vacuum pump down to a boundary layer above the settled particles at the bottom of all four tubes. In the two bulk particle collection tubes, the material that remained in the tubes after siphoning was quantitatively split into four subsamples using a Folsom plankton splitter. Three subsamples were used for triplicate analytical flux measurements. These subsamples were filtered onto pre-combusted 25-mm Whatman GF/F filters and placed in a dehydrator at 60°C for 12 h. Once dried, the filters were sealed in Petri dishes until further analysis (See section “Elemental POC/PN/δ13C/δ15N Analysis” for details). Particulate organic carbon values were converted to daily fluxes depending on the deployment period and the collecting area (g C m–2 day–1).



Respiration Rate Measurements

One subsample from each of the two drifting sediment trap tubes was used to estimate particle-associated microbial respiration rates. This material was homogenized by swirling the container and pipetted with a wide-bore pipette into eight replicate 2-mL glass vials (Batch PSTS-1721-01) fitted with Pre-Sens Oxygen Optode Sensor Spots (Regensburg, Germany) per drifting sediment trap tube, totaling 16 experimental samples. Filtered seawater controls were obtained from a Niskin bottle closed at 30 m depth during a CTD cast upon recovery of the drifting sediment trap. Water for the control samples was filtered (0.3 μm) to remove particles and particle-associated microbes. The filtrate was pipetted into eight replicate vials that were identical to the experimental vials. All 24 vials were checked for air bubbles, and vials were then placed inside a sealable, clear, plastic water-bath and placed on top of a PreSens SDR SensorDish Reader The water-bath was located inside a dimly lit cold room that varied from 3–5°C and connected to a Fisherbrand Isotemp 500LCSU Circulator, now referred to as a chiller, which maintained temperature at precisely 4.0°C during the incubation. The concentration of oxygen in each vial and temperature in the incubation chamber were recorded every 30 s for the duration of the incubation using PreSens – Sensor Dish Reader Version 4 Software. Incubations lasted for between 3 and 12 h. After the incubations, the remaining material from each vial was filtered onto individual GF/F filters and treated the same as the flux measurement samples.

A few modifications were made to the methods used for measuring particle-associated microbial respiration rates during the course of the study in order to try to improve the accuracy of our measurements. During the first incubation at station A, a low-oxygen micro-environment formed around the sensor spot, located at the bottom of the vial. For all subsequent incubations, the entire incubation chamber was repeatedly inverted for 5 s every 3 min to mix the sample. Additionally, we noticed the concentration of oxygen increased over time in a few of the experimental samples (i.e., at stations A, C, and E), suggesting photosynthetic activity. During the last two incubations at stations F and G, a black cloth was used to cover the incubation chamber in order to prevent any light from reaching the samples, theoretically preventing light reactions associated with photosynthesis. However, it should be noted that dark reactions associated with photosynthesis can continue for several hours after the removal of light in cold water.

The data recorded by the PreSens software were downloaded and analyzed using the following steps in Matlab 2017a computing software. Data collected before the incubation temperature stabilized were trimmed so that only the time during which the incubation temperature remained stable was analyzed. The first 188 min of data after temperature stabilization was used to determine respiration rates. Linear regression analysis was performed on the oxygen concentration data from each vial. The average and standard deviation of the eight replicate control slopes (rcontrol) was taken, and for each of the two experimental samples. Then the average slopes for each of the experimental incubations were averaged together and the error was propagated (rexp). We calculated the carbon-specific particle-associated microbial respiration rate (R_PAM) using a 117:170 organic carbon to oxygen molar respiratory quotient (VOC:O2), assuming a one to one relationship with organic carbon degradation and carbon dioxide production (Anderson and Sarmiento, 1994), an incubation volume (vol) of 2 mL, and the final concentration of POC at the end of the incubation ([POC]) (Eq. 1).
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The average R_PAM ± 1 standard deviation was compared with those from other studies (Ploug and Jorgensen, 1999; Ploug and Grossart, 2000; Iversen and Ploug, 2010; Collins et al., 2015; McDonnell et al., 2015; Belcher et al., 2016a,b) at different locations.



Sinking Particle Visualization

Collecting particles in polyacrylamide gel kept sinking particles intact and allowed for particle imaging and identification (Ebersbach and Trull, 2008; McDonnell and Buesseler, 2010; Durkin et al., 2015). The contents of the cups were photographed within 6 h of sediment trap recovery using a 42.4 MP digital camera equipped with a 90 mm macro-lens and a flash unit. A length to pixel relationship was determined for each image in Adobe Photoshop CS6. These samples were used to qualitatively determine sinking particle type.



Primary Productivity Rate Measurements

13C-15N dual-isotope tracer technique was used to measure integrated rates of primary productivity at the seven stations following a standard protocol (Dugdale and Goering, 1967; Hama et al., 1983). For primary productivity rate measurements, water was collected at six depths corresponding to the 100, 50, 30, 12, 5, and 1% light levels. The 1% light level is estimated to be the minimum amount of light necessary for photosynthesis to occur, i.e., the bottom of the euphotic zone. The incubations lasted between 4 and 7 h, and measurements were extrapolated to daily production by adjusting to total daylight for each incubation site. At the end of the experiment, contents in each incubation bottle were filtered onto pre-combusted GF/F filters and frozen at −80°C until further analysis. These depth-specific rates were then integrated over the entire depth of the euphotic zone to determine total water column primary productivity rates in units of g C m–2 day–1.



Elemental POC/PN/δ13C/δ15N Analysis

All dried or frozen GF/F filters were processed in the Alaska Stable Isotope Facility at the University of Alaska Fairbanks’s Water and Environmental Research Center. Filters were acidified with 10% hydrochloric acid for 24 h to remove particulate inorganic carbon (PIC). The filters were pelletized in tin cups. Stable isotope data were obtained using continuous-flow isotope ratio mass spectrometry. Stable isotope ratios were reported in δ notation as parts per thousand (‰) deviation from the international standards VPDB (carbon) and air (nitrogen). Typically, instrument precision was <0.2‰.



Moored Sediment Trap Sampling

Two 24-cup Hydro-Bios sediment traps were moored at stations B south of Bering Strait (trap depth 37 m, bottom depth 49 m) and C north of Bering Strait (trap depth 35 m, bottom depth 50 m) from June 2017 to June 2018 (see Table 2 and Figure 1 for location of traps). Sample cups were filled with a hyper-saline (salinity 38) 5% formalin solution in filtered seawater to preserve samples during and after deployment (Lalande et al., 2020). The carousel rotated at pre-programmed intervals ranging from seven to 40 days.


TABLE 2. Location and duration of moored sediment traps.

[image: Table 2]As the trap at station B was recovered before the end of its rotation, the material in the last open cup was excluded from analysis. Subsamples from each cup were filtered onto pre-combusted (500°C overnight) GF/F filters (0.7 μm), exposed to 1 N hydrochloric acid overnight for removal of inorganic carbon, and dried at 60°C overnight before encapsulation for POC measurements (Lalande et al., 2020). Particulate organic carbon measurements were conducted on a Perkin Elmer CHNS 2400 Series II elemental analyzer. Particulate organic carbon measurements were converted to daily flux rates depending on the open cup duration of each sample.

Instruments measuring physical and biological parameters in tandem with sinking POC flux were deployed on the moorings at stations B and C. A 300 kHz RDI workhorse ADCP measured bottom current velocity ∼5 m off the seafloor at each site. Lowpass-filtered bottom current velocity were plotted overlaid with a 12-h smoothing. A Seabird SBE16plus unit coupled with a Wetlabs fluorometer measured temperature, salinity and fluorescence at 27 m at station B and 25 m at station C.



Remote Sensing

Daily sea ice concentrations were retrieved from the National Snow and Ice Data Center satellite records for the deployment period at both mooring sites (Fetterer et al., 2017). Wind velocity was obtained from modeled wind reanalysis for the deployment period at both mooring sites (European Centre for Medium-Range Weather Forecasts, 2019). Twenty-four hour smoothing was performed on wind data.



RESULTS


Environmental Conditions

Sea surface temperatures ranged from 1 to 10°C during the ASGARD expedition in June 2018, with the warmest water temperature above 8°C observed south of Nome and west of Norton Sound. These warm waters were characteristically fresher, with salinities ranging from 30 to 30.5, consistent with Alaska Coastal Water (ACW) characteristics and a shift to wind direction from the south (see Supplementary Figure 1 for a map depicting regional currents in the study area). Wind speed ranged from 0 to 36 kt during the course of the cruise as measured by a vessel-mounted anemometer corrected for ship motion. Throughout the water column, temperatures ranged from −0.5 to 10°C and salinities ranged from 30 to 33.5. Chlorophyll fluorescence ranged from 0 to 15 μg L–1 while nitrate concentration ranged from 0 to 20 μmol L–1 and was highest along the northernmost Cape Lisburne line. SUNA-derived nitrate concentration measurements were confirmed with bottle-derived nitrate concentration measurements. Sea ice was absent during the cruise. A salinity of 31 delimited stations A, B, and C into the Bering Shelf/Anadyr Waters (BSAW) (salinity > 31) and stations D, E, F, and G into ACW waters (salinity < 31) (Figure 2).
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FIGURE 2. Water mass characteristics from each station where drifting sediment traps were deployed. The size of the circle is indicative of the amount of particulate organic carbon (POC) flux, labeled with station name. Warmer, fresher water characteristic of Alaska Coastal Water (ACW) has lower flux values compared with cooler, more saline water characteristic of Bering Shelf/Anadyr Water (BSAW), which has higher flux values.




Drifting Sediment Trap Flux Rate Measurements

The depth of the water column varied little at our seven stations, ranging from 41 to 51 m and averaging 47 m, 17 m deeper than the drifting sediment traps sampling depths at 30 m (1% Photosynthetically Active Radiation (PAR)). The actual 1% PAR varied from between 16 and 30 m, except for station F having a 1% PAR reaching 38 m (Table 3). The overall average depth of the euphotic zone was 26 m, comparable to POC export measurements at 30 m. Sinking POC fluxes were high (up to 2.2 g C m–2 day–1) but spatially variable. Bering Shelf/Anadyr Waters were associated with higher fluxes (1.2–2.2 g C m–2 day–1) at stations A, B, and C, while lower fluxes (0.2–0.5 g C m–2 day–1) were characteristic of ACW at stations D, E, F, and G (Figure 2). For stations in the BSAW, sinking particles consisted mostly of aggregated diatoms and viable diatom cells while the ACW stations contained more diverse particles including fecal pellets, zooplankton, and diatom cells (Figure 3).


TABLE 3. Particulate organic carbon (POC) flux, primary productivity, and export ratios at seven stations in the Bering and Chukchi seas at drifting sediment trap sites.
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FIGURE 3. Sinking particles collected in polyacrylamide gel traps at station A (A,B) and station D (C,D). Sinking particles at station A are characteristic of Bering Shelf/Anadyr Water stations and consist exclusively of fluffy aggregates made of diatoms and viable diatom chains. Sinking particles at station D are characteristic of Alaska Coastal Water stations and consist of a more diverse set of particles, including fecal pellets, zooplankton swimmers, as well as still viable and senescent diatoms.


The particulate nitrogen (PN) flux ranged from 0.03 to 0.47 g N m–2 day–1. Both the highest and lowest PN flux were measured in the ACW (Table 3). PN flux was slightly, though not significantly, higher in the BSAW (0.27 g N m–2 day–1) than in the ACW (0.15 g N m–2 day–1). Delta 13C ranged from −24.03 to −19.94‰ with no clear distinction in δ13C values between the ACW and BSAW. Both the least negative and most negative δ13C values were located at stations in the ACW. A similar pattern was true for δ15N values with values ranging from 5.63 to 8.5‰. There was no spatial pattern in δ15N values and both the highest and lowest δ15N values were found in stations in the ACW.



Respiration Rate Measurements

Overall carbon specific particle-associated microbial respiration ranged from −13.7 to 12.8% day–1 (Table 4). Negative carbon specific particle-associated microbial respiration indicates net respiration of carbon while positive values indicate net production of carbon. Five of the seven stations had carbon specific particle-associated microbial respiration that were indistinguishable from zero where carbon specific particle-associated microbial respiration could not be distinguished from free living microbial respiration. The two respiration measurements that were distinguishable from zero were from stations B (−13.7 ± 10.5% day–1) and C (12.8 ± 6.7% day–1), both of which are in BSAW. Therefore, all carbon specific particle-associated microbial respiration from stations in ACW were indistinguishable from zero. Average carbon specific particle-associated microbial respiration from BSAW stations (3.1 ± 14.6% day–1, average ± 1 standard deviation), ACW stations (1.7 ± 2.9% day–1), as well as all stations combined (2.3 ± 8.7% day–1) were indistinguishable from zero. Additionally, there was no statistical difference in carbon specific particle-associated microbial respiration between the ACW and BSAW.


TABLE 4. Particle-associated microbial respiration rates and carbon specific rates for sinking material.
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Primary Productivity Rate Measurements

Primary productivity rates were spatially variable with an overall range of 0.23–4.24 g C m–2 day–1. Station A had the highest rate of primary productivity and had the highest fluorescence signal of the seven stations (full depth CTD profiles are shown in Supplementary Figure 2). Here, a slight chlorophyll-a maximum of 10 mg m–3 fluorescence was present at 5 m depth and the water column was well-mixed. More pronounced, though lower chlorophyll-a maximums occurred at stations C (30 m) and F (38 m). Station F had the deepest 1% PAR depth of 38 m, co-occurring with the chlorophyll-a maximum, but had the second lowest rate of primary productivity of 0.34 g C m–2 day–1. Overall, primary productivity was higher in the BSAW (0.87–4.24 g C m–2 day–1) than in the ACW (0.23–0.74 g C m–2 day–1). All three stations in the BSAW had less stratified water columns, while all four stations in the ACW had more stratified water columns.



Export Ratios

Export ratios are a metric that characterizes the efficiency of the biological carbon pump, calculated using Eq. 2.
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Higher export ratios indicate a more efficient biological carbon pump and lower ones less efficient. Export ratios ranged from 0.45 to 1.36 with the lowest export ratio observed at station E and the highest at station B (Table 3). There was no significant difference in export ratios between water masses (BSAW: 0.84 ± 0.45 and ACW: 0.81 ± 0.27 mean ± 1 SD). Three stations (B, D, and F) had export ratios at or above 1 and the overall study average export ratio was 0.82 ± 0.32 (mean ± 1 SD).



Moored Sediment Trap Time Series Flux Rate Measurements

Moored sediment trap-derived POC fluxes provide independent measures to compare with the fluxes observed with drifting sediment trap sampling. Drifting sediment trap sampling at stations B and C took place three and six days following the end of the moored sediment trap sampling, respectively. Particulate organic carbon fluxes of 0.8 and 1.2 g C m–2 day–1 at station B and 2.3 and 1.4 g C m–2 day–1 at station C were obtained with the moored and drifting sediment traps, respectively (Table 3 and Figure 4).
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FIGURE 4. Sinking particulate organic carbon fluxes and primary productivity rates with contours of the export ratio between these two parameters measured during June 2018 on the Pacific Arctic shelf. The circles represent flux measurements from the drifting sediment trap. The stars represent the final flux measurement from the moored sediment traps (values plotted against the same primary productivity rates). Gray markers provide regional (Fukuchi et al., 1993; Moran et al., 1997, 2005; Lalande et al., 2007, 2020; Lepore et al., 2007; Yu et al., 2010, 2012; Baumann et al., 2013) and black markers global context (Le Moigne et al., 2013). *No corresponding productivity data with Moran et al., 1997 (Moran et al., 1997), Yu et al. (2010, 2012), and Lalande et al., 2020 (Lalande et al., 2020).


At station B, POC fluxes were generally low (<0.25 g C m–2 day–1) from June through October 2017 with brief periods of elevated POC fluxes (0.6–1.3 g C m–2 day–1) occurring around the same time as peaks in fluorescence (Figure 5). Particulate organic carbon fluxes increased along with wind speed during November and December 2017 (0.9–1.4 g C m–2 day–1), decreased during January 2018, and remained relatively low (<0.65 g C m–2 day–1) when sea ice was present from January through late April 2018. Fluorescence remained low from mid-October 2017 through April 2018. Sea ice melted at the end of April 2018 and the highest POC fluxes were observed about one month later during late May 2018 (1.5 g C m–2 day–1).
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FIGURE 5. Particulate organic carbon flux (colored bars) measured with moored sediment traps at stations N4 and N6 between June 2017 and June 2018. Sea ice percent cover (cyan line) taken from NSIDC satellite records (Fetterer et al., 2017). Wind velocity (black line) taken from modeled wind reanalysis (European Centre for Medium-Range Weather Forecasts, 2019). Twenty-four hour smoothing is shown with the thick black line. Lowpass-filtered current velocity (magenta line) taken from AD, with 12 h smoothing shown with the thick magenta line, temperature (red line), salinity (blue line), fluorescence (green line) taken from seabird SBE16plus unit coupled with a WetLabs fluorometer on each of the moorings.


At station C, high POC fluxes were recorded from June to mid-July 2017 (1.2–1.7 g C m–2 day–1), followed by a period of low POC fluxes from mid-July through mid-October 2017 (<0.5 g C m–2 day–1) (Figure 5). Spikes in fluorescence occurred sporadically from June until early October 2017. Particulate organic carbon fluxes increased starting in mid-October 2017 and were elevated throughout November and December 2017 (0.9–1.2 g C m–2 day–1). Particulate organic carbon flux dramatically decreased when sea ice formed during January 2018. A period of low POC fluxes was observed between January and May 2018 (<0.5 g C m–2 day–1), while sea ice was consistently present. The highest POC fluxes were measured at the beginning of June 2018 (2.3 g C m–2 day–1), at the same time as the highest peaks of fluorescence soon after sea ice retreated from this station.

The moored sediment trap time series indicates that POC flux had recently peaked at station B before drifting sediment trap sampling took place during early June 2018, but was likely at or near the period of peak annual flux at station C (Figure 5). The composition of the material collected in the moored sediment trap samples during June 2018 indicated the occurrence of a pelagic phytoplankton bloom at station B, reflected by the export of the exclusively pelagic centric diatoms Chaetoceros spp. and Thalassiosira spp. that usually dominate spring blooms on Arctic shelves (Degerlund and Eilertsen, 2010; Lalande et al., 2019). Diatom fluxes, composed of several pennate and centric diatom groups, were nearly three times higher at station C than at station B, reflecting a large diatom bloom.



DISCUSSION

The overall objectives of this study were to characterize the strength and efficiency of the biological carbon pump on the Pacific Arctic shelf during a warm, low-ice year in order to shed light on potential current and future changes in carbon cycling in this region. We addressed this by considering three major aspects of relevance: primary productivity, sinking POC flux, and particle-associated microbial respiration during June of 2018.


Regional Spatial Trends

The largest distinction of regional spatial trends occurred between the two water masses present in this region (ACW and BSAW). Consistent with previous studies, the ACW was warmer and fresher with lower nutrients than the BSAW during June 2018 (Walsh et al., 1989; Springer and McRoy, 1993). Both regions were warmer than normal for this time of year and had experienced much less sea ice than normal (Danielson et al., 2020; Huntington et al., 2020).

We measured consistently lower POC flux rates in ACW than BSAW. These results support the previously untested hypothesis that POC fluxes would be higher in the BSAW compared to ACW (Grebmeier and McRoy, 1989). This distinction in primary productivity and POC flux between the ACW and BSAW could partially be attributed to differences in stratification between these regions; we found a less stratified water column in the BSAW, which could contribute to nutrient input to the surface and allow for higher primary productivity rates. Well-mixed water could also help facilitate POC mixing out of the euphotic zone, however it is more likely that this material could be brought back up to the surface through the same mechanism. The differences in primary productivity and POC flux cannot be fully explained by differences in water column stratification. The two regions were characterized by different types of sinking particles: more uniform aggregated diatoms and viable diatoms were found in the BSAW, while more processed material like fecal pellets and zooplankton were found in the ACW in addition to living diatoms. This distinction suggests more processing of POC by zooplankton or heterotrophic bacteria in the ACW. However, there was no difference in export ratio or particle-associated microbial respiration between the two water masses, indicating that POC fluxes are mostly regulated by primary production rates rather than heterotrophic processing. The spatially uniform particle associated microbial respiration rates we measured do not support the postulation that the ACW would have higher particle-associated microbial respiration rates (Andersen, 1988; Grebmeier and Barry, 1991). Nonetheless, the higher primary productivity and POC fluxes in the BSAW demonstrate a stronger biological carbon pump in the BSAW region.

PN, δ13C, and δ15N values were not significantly different between the BSAW and the ACW. Higher PN in sinking material are associated with more nutritious food for the benthos (Grebmeier et al., 1988). Less negative δ13C values tend to indicate a larger influence of ice algae or a marine signature while more negative δ13C values tend to indicate a more coastal or terrigenous signature (Wooller et al., 2007). Larger δ15N values were associated with material that is higher on the food chain (i.e., secondary and tertiary producers), while lower δ15N values are associated with material lower on the food chain (i.e., primary producers) (Post, 2002).

The ACW had lower primary productivity than the BSAW. This regional pattern has been well described previously (Walsh et al., 1989; Springer and McRoy, 1993) and is attributed to the lower nutrient concentrations in ACW compared with BSAW (Danielson et al., 2017). Primary productivity values in both water masses fell within a typical range for these regions (Lee et al., 2007; Arrigo et al., 2014; Hill et al., 2018). However, a primary productivity rate of 16 g C m–2 day–1 has been previously observed in the Pacific Arctic Shelf (Walsh et al., 1989; Springer and McRoy, 1993), much higher than what we measured and what is typically measured. If these higher production rates were associated with export ratios similar to what we observed here, then the associated fluxes would be even more remarkable than the values we observed with the DSTs and MSTs during this study.

Stations with higher rates of primary productivity tended to have higher rates of POC flux. However, there was not a perfect relationship between primary productivity and POC flux, which caused some variations in the export ratios. The stations with export ratios over 1 and the high average export ratio indicate an extremely efficient biological carbon pump or temporal or spatial decoupling between primary production and flux.

While the dominant regional patterns were associated with water masses, we also expected some patterns falling along a latitudinal gradient. It is difficult to separate the signal of water mass from latitude because most of the stations that were classified as BSAW were located south of the stations classified as ACW. We found higher daily primary productivity rates and POC fluxes at the southern stations in the BSAW than at the northern stations in the ACW. The annual POC flux was higher at station C (215 g C m–2 year–1) than at station B (204 g C m–2 year–1), indicating an increase in POC flux with latitude. However, an annual POC flux lower than these (145 g C m–2 year–1) was measured at about 200 miles north of our study area (Lalande et al., 2020). Drifting sediment trap sampling at more stations in the southern portion of the ACW and moored sediment trap sampling in the ACW are needed to better tease apart the differences associated with latitude and water mass in this region.

The annual pattern of POC flux shows some latitudinal distinction between the more northern station C and the more southern station B. The peak annual flux occurred during early June 2018 at station C, while the peak annual flux occurred a couple of weeks earlier at station B (late May 2018). The spring peak flux was higher at station C (2.3 g C m–2 day–1) compared to station B (1.5 g C m–2 day–1). Increased POC flux measurements occurred in the absence of peaks in fluorescence at both stations from November 2017 to January 2018 strongly suggesting episodic resuspension events during fall. Particulate organic carbon fluxes decreased in the presence of sea ice, reducing wind mixing and resuspension. This is particularly evident at station C under higher sea ice concentrations. It is likely that these fall high flux events do not represent increased net flux, as they are likely partly the result of material that previously fell to the seafloor being resuspended and collected in the moored sediment trap again.



Role of Heterotrophy in the Water Column

Bacterial production largely controls how much exported POC reaches the seafloor and might increase in Arctic waters under more acidic, warmer, and lower-ice conditions (Garneau et al., 2009; Vaqué et al., 2019), which could result in higher pelagic community carbon demand (Sala et al., 2010). One factor that has received a lot of thought for the Pacific Arctic shelf region is how a reduction in ice algae relative to to pelagic phytoplankton as primary producers might impact the benthic-pelagic coupling, with the prediction that smaller pelagic phytoplankton will have slower sinking rates and will therefore be more likely to be consumed by zooplankton or bacteria in the water column, resulting in less material reaching the seafloor (Carroll and Carroll, 2003; Grebmeier, 2012; Moore and Stabeno, 2015). A slower particle sinking rate will give more time for bacteria to both colonize and degrade sinking particles. In our study, we mostly collected pelagic diatoms in the drifting sediment traps rather than species associated with ice. However, our direct measurements of microbial respiration rates associated with sinking particles were mostly indistinguishable from zero. This is not unprecedented in high latitude regions (McDonnell et al., 2015).

Conducting a comparison of measured particle-associated microbial respiration rates from around the globe, we found that particle-associated microbial respiration generally decreases with increasing latitude (Figure 6). In our study, the rate of particle-associated microbial respiration was 2% day–1 on average, with a 95% confidence interval ranging from −24.2 to 34.3% day–1. Given the shallow nature of the Pacific Arctic shelf (20 m average distance from base of euphotic zone to seafloor) and rapid sinking velocity of material caught in the traps (greater than 100 m day–1), even under the fastest respiration rate (−24.2% day–1) we calculated that less than 5% of the exported organic carbon would be remineralized within the water column before being deposited on the seafloor. Considering our conservative estimates, the true consumption is likely much smaller than this value. We conclude that particle-associated microbial respiration does not play a large role in recycling POC below the euphotic zone in this region, implying that most of the material that is exported from the euphotic zone will likely reach the shallow seafloor.
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FIGURE 6. Average particle-associated microbial respiration rates (with one standard deviation plotted as vertical error bars) from this study along with previous measurements at other latitudes. Symbols colored with navy indicate bulk particle respiration measurements, teal indicate measurements taken with RESPIRE in situ incubator, and maroon indicate rates measured from individual aggregates. WAP, Western Antarctic Peninsula; PAP, Porcupine Abyssal Plain; BATS, Bermuda Atlantic Time Series. Measurements were taken from this study1, Collins et al. (2015)2, McDonnell et al. (2015)3, Ploug and Grossart (2000)4, Belcher et al. (2016a)5, Belcher et al. (2016b)6, Ploug and Jorgensen (1999)7, and Iversen and Ploug (2010)8.


One mitigating factor in how much organic matter is deposited on the seafloor is the role zooplankton and free-living heterotrophic microbes play in consuming organic matter in the water column. Historically, zooplankton have not consumed large proportions of organic matter in the water column (Ashjian et al., 2003; Campbell et al., 2009; Hopcroft et al., 2010; Kitamura et al., 2017; Lalande et al., 2020), but it is possible they may play a larger role in the future. One study from just north of our study area found that primary production rates were similar to free-living community microbial respiration rates during the summer, indicating a large proportion of primary production could be consumed by free-living microbes (Cota et al., 1996). High export ratios in the present study point to zooplankton and free-living heterotrophic microbes playing a small role in consuming organic matter within the euphotic zone. It is possible that zooplankton and bacteria may play a larger role in consuming POC later in the summer. We suggest measuring export ratios and particle associated microbial respiration rates in August on the Pacific Arctic shelf to answer this remaining question.



Comparison of Drifting and Moored Sediment Trap POC Fluxes

The POC flux measurements measured with the drifting and moored traps at stations B and C, while of similar magnitude, were not the same. Many factors potentially caused variations between POC flux values obtained with drifting and moored traps. One reason is the different sampling times as POC fluxes may have changed on time scales much shorter than three or six days. In addition, the moored sediment trap measured flux over eight days, while the drifting sediment traps measured flux for six and a half hours and station B and five and a half hours at station C. If there is a diurnal cycle in flux regulated by zooplankton or phytoplankton it can be captured in the drifting sediment trap sampling and masked in the moored sediment trap sampling. Our study took place on a shallow Arctic shelf over the summer solstice. It is unlikely there was a diurnal cycle of primary production due the nearly 24 h of sunlight that were present. Additionally, due to the shallowness of the shelf, zooplankton in this region are not know to exhibit diel vertical migration (Ashjian et al., 2003; Campbell et al., 2009). It is unlikely that any differences in POC flux are a result of any changes in flux as a diurnal cycle, and, if present, are likely due to changes in the rate of primary production controlled by variable cloud cover and nutrient availability. Finally, the locations of the moored sediment trap and drifting sediment trap sampling did not perfectly overlap, although the drifting sediment traps were deployed within half a mile of the moored sediment traps.

Even if the sampling of these two traps perfectly overlapped in time and space, it is unlikely that they would produce the same POC flux values. One reason is because the moored sediment traps sample with a Eulerian framework, being moored in one location sampling various water masses as they flow, while drifting sediment traps sample with a Lagrangian approach, staying with one parcel of water and sampling it continuously as it moves with the currents. Another reason is that each of these trap designs have their own individual biases. In high current environments moored sediment traps can tilt to the side, affecting the collection of sinking particles. However, no tilt occurred at stations B and C based on CTD data. In contrast, drifting sediment traps may reduce the vertical shear in high current environments by floating freely within the water column. Additionally, we minimized other hydrodynamic concerns by using a bungee to dampen surface motion, tubes with a high aspect ratio, and bottom weighted tubes to keep them upright (Butman et al., 1986; Nodder et al., 2001, Buesseler et al., 2007). However, sinking POC flux may be incorrectly measured with drifting sediment traps because the tubes are open during deployment and recovery, contrary to the moored sediment traps (Buesseler et al., 2007). This source of error is minimized by deploying the drifting sediment traps at a shallow depth (i.e., 30 m).

With these sources of error, it is helpful to have two independent measurements of POC flux using different methods. The overall range of POC flux values in June 2018 was 1.48 to 2.29 g C m–2 day–1 with the moored sediment traps and 0.17 to 2.20 g C m–2 day–1 with the drifting sediment traps. Comparable maximum flux magnitudes from these two different methods minimize the concerns of collection biases common with sediment traps and provide some supporting evidence of the validity of POC fluxes of this magnitude.



Comparing POC Flux, Primary Productivity, and Export Ratios

Primary productivity rates, sinking flux, and export ratios were compared with previous measurements from the same study area (Fukuchi et al., 1993; Moran et al., 1997; Yu et al., 2010, 2012; Lalande et al., 2020), the broader Bering and Chukchi shelf system (Moran et al., 2005; Lalande et al., 2007; Lepore et al., 2007; Baumann et al., 2013), the greater Arctic area (Supplementary Table 1), and from a global compilation (Le Moigne et al., 2013; Figure 4, and Supplementary Figure 2). The upper range of our POC flux measurements (2.2 g C m–2 day–1 from drifting sediment trap and 2.3 g C m–2 day–1 from moored sediment trap) was unprecedentedly high compared to other measurements in this region and among the highest recorded in the surrounding areas, the broader Arctic, and globally.

Five previous studies report particulate flux estimates for the Bering and Chukchi shelves (Fukuchi et al., 1993; Moran et al., 1997; Yu et al., 2010, 2012; Lalande et al., 2020), two based on sediment trap measurements. A moored sediment trap deployed (36 m water depth, 49 m bottom depth) from late June to late September 1988, about 500 miles south of Bering Strait, measured flux ranging from 253 to 654 mg C m–2 day–1 (Fukuchi et al., 1993). More recently, a moored sediment trap deployed (37 m water depth, 45 m bottom depth) from August 2015 to July 2016, about 200 miles north of our most northern stations on the Chukchi shelf, measured POC fluxes ranging from 72 to 1184 mg C m–2 day–1 (Lalande et al., 2020). An estimate of 456 mg C m–2 day–1 (36 m water depth, 49 m bottom depth) was calculated using the 234Th/238U disequilibrium method on the Chukchi Sea shelf in August 1994 (Moran et al., 1997). Yu et al. (2010) measured a POC flux value of 243.8 mg C m–2 day–1 (40 m water depth, 50 m bottom depth) using the 234Th/238U disequilibrium method sometime between July and September on the Chukchi shelf within the bounds of our study area. Finally, during a study on the Chukchi shelf from July to September, a POC flux measurement of 951.1 mg C m–2 day–1 (30 m water depth, 40 m bottom depth) was made using the 234Th/238U disequilibrium method within the bounds of and to the north of our study area (Yu et al., 2012). We selected the peak annual POC flux value from Lalande et al. (2020) and the flux measurement from Moran et al. (1997) and Yu et al. (2010, 2012) and plotted them directly on the y-axis indicating no known corresponding primary productivity value (Figure 4). The spatial extent of these studies are shown along with that of this study in Supplementary Figure 3. It should be noted that the 234Th/238U disequilibrium method for calculating sinking POC flux has its own biases, especially in areas with non-steady state flux events and advection and dispersion processes (Buesseler et al., 2007), such as on a shallow Arctic shelf. The measurements of POC flux we made in this study were the same or higher than previous measurements made in this region.

We expanded our region of comparison to include the Bering and Chukchi shelf breaks. Particulate organic carbon flux has been estimated more frequently on the Bering and Chukchi shelf breaks, with a maximum flux value at the base of the euphotic zone of 1.381 g C m–2 day–1 reported slightly south of our study area on the Bering Sea shelf break (40 m water depth, >125 m bottom depth) in July 2010 (Figure 6; Baumann et al., 2013). Additionally, our average regional flux for the BSAW, 1.59 ± 0.54 g C m–2 day–1 (mean ± 1 SD) is much higher than previous average regional flux estimates from the shelf breaks just north and south of this region, which range from 34 mg C m–2 day–1 (50 m water depth, bottom depth average 1275 m, May and June sampling period) to 376 mg C m–2 day–1 (50 m water depth, bottom depth average 838 m, May and June sampling period) (Moran et al., 2005, 2012; Lalande et al., 2007; Lepore et al., 2007; Baumann et al., 2013). Although individual measurements of export ratios approaching 1 are somewhat common (Lepore et al., 2007; Baumann et al., 2013), our average export ratio of 0.82 ± 0.32 (mean ± 1 SD) is very high. These observations illustrate the exceptional efficiency and strength of the biological carbon pump in the shallow Pacific Arctic shelf and shelf breaks.

Sinking POC flux and primary productivity values were also compared with a global review of POC flux measurements obtained using the 234Th/238U disequilibrium method (Le Moigne et al., 2013). We plotted all values with both POC flux and primary productivity rate measurements from Le Moigne et al. (2013), along with previous measurements from the broader Pacific shelf system, and our specific study area with the values we measured in this study from the drifting sediment traps and the last values of POC flux from the moored sediment traps (Figure 4). When available, sinking POC flux measurements at the base of the euphotic zone were selected, a metric shown to be comparable at sites with different bottom and euphotic zone depths (Buesseler et al., 2020). From this analysis, it is evident that the primary productivity rates from this study mostly fall within the upper range of what has been measured in this region before. Flux measurements at the BSAW stations (0.8–2.3 g C m–2 day–1) are very high compared to what has been measured previously (0–1.4 g C m–2 day–1).

In addition to the global review by Le Moigne et al. (2013), we compiled POC fluxes, primary productivity rates, and export ratios from other high latitude studies. The results of this review can be found in Supplementary Table 1. We categorized the studies by region, including the Baffin Bay, Baltic Sea, Barents Sea, Beaufort Sea, Bering Sea, Canadian Archipelago, Chukchi Sea, Fram Strait, Greenland Sea, Hudson Bay, Kara Sea, Labrador Sea, Laptev Sea, North Atlantic, North Sea, White Sea, as well as the high Arctic. We considered studies that measured sinking POC flux rates using drifting, moored, or neutrally buoyant sediment traps, marine snow catchers, or 234Th/238U disequilibrium. When possible, we selected samples from as close to the euphotic zone as possible. Primary productivity rates ranged from 0 to 2.6 g C m–2 day–1 and export ratios ranged from 0.03 to 1.67. These ranges are consistent with the primary productivity and export ratios measured in this study. Out of 79 studies, only nine measured rates of POC flux greater than 1 g C m–2 day–1 that were measured in the Baffin Bay (Michel et al., 2002), the Barents Sea (Andreassen and Wassmann, 1998; Olli et al., 2002; Lalande et al., 2008; Gustafsson et al., 2013), the Bering Sea (Baumann et al., 2013), the Beaufort Sea (Amiel and Cochran, 2008), the Chukchi Sea (Lalande et al., 2020), and the North Atlantic (Buesseler et al., 1992). The highest POC flux measurement of 2.5 g C m–2 day–1 was measured in the Beaufort Sea near the Makenzie River drainage in June at 50 m depth and 230 m water depth (Amiel and Cochran, 2008). The second highest POC flux measurement of 1.5 g C m–2 day–1 was measured in the Barents Sea in May at 30 m depth and 239 m bottom depth (Olli et al., 2002). We also selected some studies of POC flux from known high productivity and/or high flux regions from around the world (Supplementary Table 2). These POC flux values ranged from 1 to 620 mg C m–2 day–1. Two POC flux values recorded in the present study were among the highest ever recorded at the base of the euphotic zone (2.20 g C m–2 day–1 at station A with a drifting sediment trap and 2.29 g C m–2 day–1 at station C with a moored sediment trap). With individual flux values from different methods at different stations ranking among the highest ever recorded, it is clear that the Pacific Arctic shelf exported a massive amount of organic carbon out of the euphotic zone, even in an anomalously warm year with low sea ice.



Limitations and Implications

Even with strong efforts in place to study the processes on the Pacific Arctic Shelf with the ASGARD program, there is still a lack of available data. While POC flux and water column oceanographic measurements are being obtained more frequently with moored sediment traps, temporally overlapping primary productivity rate measurements are not often available, notably later in the summer or earlier in the spring, when production is highest. Previous primary productivity measurements obtained later in the summer (Springer and McRoy, 1993; Lee et al., 2007; Hill et al., 2018) may no longer be representative of current conditions. Additionally, particle-associated microbial respiration rates are likely variable throughout the spring, summer and fall and therefore cannot be extrapolated beyond spring. Therefore, there are still many unknowns regarding how the Pacific Arctic is responding and will respond to climate change. It is possible that only after many years of consistently warm and low-ice conditions changes in the strength and efficiency of the biological carbon pump on the Pacific Arctic shelf will become apparent.

It has been hypothesized that the strength of the biological carbon pump in the Arctic may weaken with climate change due to increased duration of the open-water period for primary production and enhanced nutrient limitation (Piepenburg, 2005; Wassmann and Reigstad, 2011; Grebmeier, 2012). Warmer waters have been predicted to increase metabolic rates of pelagic grazers and heterotrophic bacteria and potentially favor smaller phytoplankton and faster-growing grazers that more rapidly recycle organic matter within the water column (Wassmann and Reigstad, 2011; Neeley et al., 2018). We postulate that high nutrient concentrations, the shallow nature of the Pacific Arctic shelf, and the large-celled, fast-sinking phytoplankton that dominate pelagic productivity create conditions unique to this Arctic shelf (Springer and McRoy, 1993; Gradinger, 2009). Nutrients are unlikely to become more limited, especially in the BSAW, because of the consistent influx of the Anadyr Current, which is nutrient replete from Pacific upwelling. High nutrient concentrations favor large-cell phytoplankton (Li et al., 2009). Therefore, it is possible the Pacific Arctic shelf will not experience as dramatic of a shift from large cells to small cells with warming conditions when compared to other Arctic shelves. Finally, the Pacific Arctic shelf is shallower than most other Arctic shelves (averaging only 50 m deep). It will never take very long for sinking material leaving the euphotic zone to reach the seafloor, as it only has to sink about 20 m. Even if there is some increased heterotrophy in zooplankton or bacteria or decrease in cell size, the shallow nature of the shelf will allow for a higher proportion of organic matter to reach the seafloor than over deeper shelves, such as the Canadian Arctic Archipelago and European Arctic shelf. Increased frequency of storms are predicted with a changing Arctic (Slats et al., 2019). This could have major implications for the long-term carbon storage that historically has occurred on the Pacific Arctic shelf. Hauri et al. (2013) found that significant portions of carbon once thought to be stored in sediments on the Chukchi shelf are mixed up during fall storms. Given these features, we speculate that this system may retain strong coupling between the pelagic and benthic realms, continue to support highly productive pelagic and benthic ecosystems, and act as a strong sink for atmospheric carbon dioxide, possibly mediated by increased frequency of fall and winter storms. If these results prove to be a sustained feature of the rapidly changing Pacific Arctic, the biological carbon pump could represent an important element of resilience for regional ecosystems and biogeochemical cycles.



CONCLUSION

Measurements from both drifting and moored sediment traps indicate that fluxes of sinking POC on the Pacific Arctic shelf in June 2018 ranged from 0.8 to 2.3 g C m–2 day–1 in BSAW, making them amongst the highest fluxes ever documented in the global oceans. This region was also characterized by high export ratios and low rates of particle associated microbial respiration. These observations indicate that the biological carbon pump on the Pacific Arctic shelf is exceptionally strong and efficient despite a recent multi-year shift to warmer and relatively ice-free conditions (Fetterer et al., 2017; Stabeno and Bell, 2019; Danielson et al., 2020; Huntington et al., 2020). While the majority of the fluxes we observed during June 2018 were unprecedented relative to the limited number of historical flux measurements from this region, the data are still insufficient to determine whether functioning of the biological carbon pump has changed significantly relative to earlier, colder, and ice-replete years. Nonetheless, our observations do not provide supporting evidence for the common prediction that a weaker biological carbon pump and increased pelagic heterotrophy will prevail on the Pacific Arctic’s continental shelves under future change.
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The Arctic is undergoing numerous environmental transformations. As a result of rising temperatures and additional freshwater inputs, ice cover is changing, with profound impacts on organisms at the base of food webs and consequently on the entire Arctic ecosystem. Indeed, phytoplankton not only provide energy as lipids, but also essential fatty acids (EFA) that animals cannot synthesize and must acquire in their diet. Omega-3 (ω3) and omega-6 (ω6) polyunsaturated fatty acids (PUFA) are essential for the healthy development and function of organisms. The high energy potential of monounsaturated fatty acids (MUFA) is of particular importance in cold waters, and various fatty acids including saturated fatty acids (SFA) are involved in organismal responses to environmental stressors. Yet relatively little is known of how variability or change in physicochemical seawater properties (e.g., temperature, light, salinity, pH and nutrients) may affect lipid synthesis in polar environments, either directly, by altering algal physiology, or indirectly, by promoting shifts in phytoplankton species composition. Here we investigated these two possibilities by sampling along a 3,000-km transect spanning 28 degrees of latitude across the subarctic and Arctic domains of Canada. The taxonomic composition of phytoplankton mainly drove the FA profiles measured in particulate organic matter (POM). Strong, positive correlations between 16:1ω7 and diatoms were observed while the proportion of PUFA and ω6 FA increased with flagellate abundance. Among specific FAs, eicosapentaenoic acid (EPA; 20:5ω3) was positively correlated with diatoms but the expected relationship between docosahexaenoic acid (DHA; 22:6ω3) and dinoflagellates was not observed. Decreasing pH had a negative effect on EPA and MUFA proportions, and DHA proportions tended to decrease with higher temperature. These two effects were primarily driven by differences in phytoplankton assemblage composition. Overall, the results of this geographically extensive study provide new information into the use of lipid markers and the ecological determinants of FA synthesis in the North. It also highlights the importance of long-lived subsurface chlorophyll maximum layers in supplying PUFA-rich POM to the food web and suggests that this situation may persist despite ongoing changes in the physical environment.
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INTRODUCTION

Phytoplankton account for nearly half of global primary production (Field et al., 1998) and their productivity is often greatest at high latitudes (Huston and Wolverton, 2009). In seasonally ice-free waters of the Arctic Ocean, the timing of phytoplankton blooms is usually controlled by light, while nutrient availability dictates the magnitude of annual net primary production (Tremblay and Gagnon, 2009; Tremblay et al., 2015). In addition to the total amount of primary production, the quantity and type of lipids synthesized by phytoplankton are crucial for the health and function of polar food webs, as well as for humans who consume marine foods (Lemire et al., 2015). Specific fatty acids (FA) can also be used as markers of taxonomic composition and tracers of food source in consumers (Dalsgaard et al., 2003). Since phytoplankton are the major organisms able to produce essential FA de novo in sufficient quantities, several studies have focused on the environmental controls of primary production and fatty acid (FA) synthesis in unicellular algae. These characteristics were found to be influenced by a host of factors in addition to light and nutrients, including physicochemical variables (e.g., salinity, temperature, pH), geographical parameters (e.g., latitude, seasonality) and taxonomic composition (Leu et al., 2006; Galloway and Winder, 2015). In addition to their crucial roles in nutrition and health, the carbon-rich FA synthesized by phytoplankton, once incorporated into zooplankton, may substantially contribute to oceanic carbon sequestration via their vertical migrations (Jónasdóttir et al., 2015).

De novo FA synthesis is a complex process starting with acetyl-CoA and involving fatty acid synthase for carbon chain elongation resulting in a 16-carbon molecule (i.e., palmitic acid, 16:0) that corresponds to the most common FA. In addition to other elongations that may occur to form longer carbon chains, some reactions lead to unsaturation of FAs by inserting a double bond between the carbons. Beyond this first unsaturation, other double bonds can be inserted into the carbon chain resulting in the synthesis of polyunsaturated FA (PUFA) (Parrish, 2009). Specific types of PUFA, such as α-linolenic acid (ALA; 18:3ω3), eicosapentaenoic acid (EPA; 20:5ω3), docosahexaenoic acid (DHA; 22:6ω3), linoleic acid (LA; 18:2ω6) and arachidonic acid (ARA; 20:4ω6), better known as ω3 FA and ω6 FA essential fatty acids (EFA), are synthesized almost exclusively by primary producers and certain bacteria. Animals must acquire these vital molecules from their diet (Parrish, 2009). As Budge et al. (2006) pointed out, FA are rarely found in their free form in nature and are mainly incorporated into more complex molecules constituting different lipid classes with diversified metabolic functions (Guschina and Harwood, 2009; Gladyshev et al., 2013). In this regard, it is useful to distinguish between polar (e.g., phospholipids) and non-polar lipids. Phospholipids (PL) are major components of biological membranes and, with sterols (ST), play a major role in organismal responses to environmental change by acting as a semi-permeable and selective barrier (Guschina and Harwood, 2009). Non-polar lipids such as triacylglycerols (TAG) are used for energy storage (Gurr et al., 2002) and are especially crucial in polar regions where the growing season is short (Falk-Petersen et al., 2000; Leu et al., 2015).

Given the key role of microbial organisms in supplying the entire food web with lipids and essential fatty acids in particular, it appears vital to better understand how multiple environmental factors act or interact to influence algal lipid profiles and the extent to which these profiles will either subsist or be altered in the future Arctic. The Arctic Ocean is experiencing the greatest and most rapid environmental change on Earth (IPCC, 2014). Projections suggest that sea surface temperatures will keep rising, that the extent and thickness of sea ice will continue to decline, and that freshwater loading and ocean acidification will further increase in this ocean. The manifestations and biological impacts of these changes are likely to differ across different sectors (Langen et al., 2018) and a recent study showed that primary production has either declined, not changed or increased in specific areas (Lewis et al., 2020), presumably due to a shifting balance between processes that reinforce vertical stratification and those that promote mixing and nutrient replenishment in surface waters. These changes are also likely to induce shifts in the taxonomic composition of bacterial and phytoplankton assemblages, thereby altering the lipid composition of particulate organic matter (POM), and may cause a mismatch between primary and secondary production as a consequence of early, seasonal sea-ice retreat (Leu et al., 2011).

It is generally accepted that low temperature favors greater proportions of unsaturated FAs (Guschina and Harwood, 2009) that maintain the membrane fluidity necessary for several physiological processes (e.g., permeability, photosynthesis, respiration; Harwood, 1998). Several studies reported inverse relationships between temperature and unsaturation levels or the proportions of EPA, DHA and total PUFA (Tatsuzawa and Takizawa, 1995; Thompson, 1996; Zhu et al., 1997; Jiang and Gao, 2004). The effect of irradiance, which fluctuates widely in polar environments, has also been extensively studied (Thompson et al., 1990; Henriksen et al., 2002; Leu et al., 2006). Negative relationships between unsaturation proportion and light intensity seem to be the norm. For example, the proportion of storage lipids, ω3 FA and EPA were shown to increase with decreasing light, while proportions of polar lipids and saturated FA (SFA) such as 16:0 were found to increase with light (Thompson et al., 1990; Mock and Kroon, 2002; Fábregas et al., 2004). Greater unsaturation and proportions of PUFA under low light presumably serve to boost the efficiency of photosynthesis by increasing membrane fluidity and electron flow.

The magnitude of primary production and therefore overall lipid synthesis are highly conditioned by nutrient availability in the ocean. Nitrogen and, to a lesser extent, iron (as in the Southern Ocean for example) are often considered to be the main elements limiting primary production (Moore et al., 2013). For the Arctic, Tremblay and Gagnon (2009) showed a strong correlation between initial nitrate concentration at the onset of phytoplankton blooms and the magnitude of annual primary production. In cultures, low nitrate availability was shown to induce reduced cell division rates while increasing the proportion of storage lipids (e.g., triacylglycerol or TAG) (Pruvost et al., 2009; Rodolfi et al., 2009; Sobczuk and Chisti, 2010), and nitrogen limitation also reduces unsaturation through a shift from polar lipids to saturated storage lipids. However, responses to nutrient limitation vary considerably among species (Reitan et al., 1994). A high variability of responses is also observed in studies testing the effect of pH or pCO2. While Thompson (1996) showed that high CO2 concentrations decreased unsaturation, Leu et al. (2013) found positive correlations between PUFA proportions and pCO2 and attributed these responses to a decline in the relative contribution of diatoms to the phytoplankton assemblage. This notion is in agreement with the metanalysis of Galloway and Winder (2015), who showed that taxonomic composition (e.g., chlorophytes, cryptophytes, cyanobacteria, diatoms, dinoflagellates, and haptophytes) is the main determinant of lipid profiles and differences in essential FA composition among laboratory cultures (Galloway and Winder, 2015).

Faced with rapid climate change, the multiplicity of lipid responses observed in previous studies, and the fact that most of these studies were performed on monospecific laboratory cultures, our primary objective was to assess how physicochemical conditions affect the lipid composition of natural phytoplankton assemblages along macro-ecological environmental gradients. Here we did so by sampling across a 3,000-km stretch of ocean that traversed several distinct oceanographic regions of the western Arctic and subarctic. Beyond the major influence of taxonomy, which can be expected from prior studies, we also expected to see secondary effects of physicochemical variables on the assemblages present. Since the temperature of surface waters generally decreases poleward, we hypothesized that PUFA and EFA proportions should correlate positively with latitude and negatively with temperature. We also hypothesized that PUFA proportions in POM should increase with nutrient availability and the time elapsed since ice break-up (a surrogate for the seasonal maturity of the system). The reverse should be observed for SFA and TAG proportions. A second objective of the study was to identify fatty acid markers of specific phytoplankton groups and assess if they differ from those previously established in other environments.



MATERIALS AND METHODS


Survey Area

Sampling was conducted with the Canadian icebreaker CCGS Amundsen from 29 July to October 2, 2016 (Figure 1). The 44 stations were spread out across Baffin Bay (29 July - 3 August and 26–28 September), Nares Strait (6–16 August), the Northwest Passage (4 August and 17–24 August and 18–25 September), the Beaufort Sea (28 August - 5 September) and the Labrador Sea (1–2 October). According to the general ocean circulation pattern, different water masses influence the overall sampling area. The western parts of Baffin Bay and the Labrador Sea are exposed to cold and relatively fresh waters descending from the high Arctic, such as the Baffin Island Current and the Labrador Current (Tremblay et al., 2018). These two currents carry predominantly Pacific-derived waters that previously transited across the Beaufort Sea and enter the Canadian Archipelago via Nares Strait and the Northwest Passage's Barrow Strait and Lancaster Sound. By contrast, Atlantic waters enter the survey area around the southern tip of Greenland and propagate northward with the West Greenland Current along the eastern edges of the Labrador Sea and Baffin Bay eventually crossing to the west. Most of the sampling stations were located in relatively shallow waters but regional differences in average bottom depths were present, with shelf stations of the Labrador sea (153 ± 13 m) and Northwest Passage (204 ± 26 m) being shallower than stations in the Beaufort Sea (352 ± 70 m), Nares Strait (476 ± 31 m) and Baffin Bay (489 ± 42 m).
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FIGURE 1. Locations of the sampling stations in different oceanographic regions [Beaufort Sea (BS), Northwest Passage (NW), Nares Strait (NS), Baffin Bay (BB), and Labrador Sea (LS)] of the Canadian Arctic from 29 July to 2 October 2016.




Sampling

At each station, sensors mounted on a rosette sampler provided detailed vertical profiles of temperature and salinity (Sea-Bird SBE-911 CTD), nitrate (in-situ Ultraviolet Spectrometer, ISUS, Satlantic), dissolved oxygen (Seabird SBE-43, calibrated onboard against Winkler titrations: Martin et al., 2010), photosynthetically available radiation (PAR, 400–700 nm; Biospherical Instruments QDP2300) and chlorophyll fluorescence (Seapoint). The latter was used to determine the depth of the subsurface chlorophyll maximum (SCM) for sampling purposes. Water was collected at the surface (SUR) and at the SCM with 12-L Niskin bottles mounted on the rosette.

The pH of seawater was measured at 25°C with a spectrophotometer using red phenol (433 and 558 nm) and cresol purple (434 and 578 nm) according to Robert-Baldo et al. (1985), Clayton and Byrne (1993), and Millero et al. (2009). Total alkalinity was measured by potentiometric titration combined with pH electrodes and dilute HCl (0.02 M) as a titrant. We used CO2sys (Lewis and Wallace, 1998) to convert pH measurements into in situ pH and pCO2 by using alkalinity, temperature and salinity data. Note that pH measurements were not performed in the Beaufort Sea. Subsamples for nutrient determinations were pre-filtered on GF/F filters and the concentrations of phosphate ([image: image]) and nitrate ([image: image]) were analyzed fresh with a Bran-Luebbe auto-analyzer 3 using colorimetric methods adapted from Hansen and Koroleff (1999). The detection limit was 0.03 μM for phosphate and nitrate. Sea-ice concentrations provided by AMSR-E/AMSR2 and SSMI (Brodzik and Stewart, 2016; Meier et al., 2018; Earth Observing System Data and Information System, EOSDIS) were used to estimate the date when sea ice had declined by 50% and to calculate the numbers of days elapsed between this date and sampling time for each station (hereafter abbreviated as SID for Sea Ice Decline).

For each station and the two sampling depths, a 200-ml aliquot of seawater was preserved with acidic Lugol's and stored at 4°C in the dark for taxonomic analysis of phytoplankton phylum, class and species. Particulate organic matter (POM) for lipid analysis was collected by filtering 3 L of seawater through 47-mm GF/C filters. The filters were stored in pre-burned aluminum foil at −80°C until analysis at the home laboratory. The carbon content of different phytoplankton groups was estimated from visual counting and sizing of cells under visible light microscopy (Lund et al., 1958; Utermöhl, 1958; Menden-Deuer and Lessard, 2000). The database produced by the HELCOM Phytoplankton Expert Group was used to calculate the biovolume of single cells, which was multiplied by the number of cells to get total biovolume. Following Menden-Deuer and Lessard (2000) we converted the biovolume to carbon quantity using conversion factors i.e., pg C cell−1 = 0.288 × Vol0.811 for diatoms, pg C cell−1 = 0.760 × Vol0.819 for dinoflagellates and pg C cell−1 = 0.216 × Vol0.939 for other groups such as chlorophyte, chrysophyte, dictyochophyte, cryptophyte, euglenophyte, prasinophyte, prymnesiophyte, unidentified flagellates, raphidophyte, heterotrophic group, choanoflagellate, ciliates, and others (i.e., unidentified cells and cysts).



Lipid Extraction

Each filter collected was put in lipid clean vials with 4 ml of chloroform, flushed with nitrogen and sealed with Teflon tape before storage at −20°C. Lipids were extracted with chloroform:methanol:water (1:2:1) following Folch et al. (1957) as modified by Parrish (1999). Filters were ground using a rod, sonicated and centrifuged three times in order to extract lipid layers (lower) with two Pasteur pipettes (double pipetting). Lipid extracts were stored at −20°C in 2 ml vials capped under N2 and sealed with Teflon tape until further analyses.



Lipid Classes

We used thin-layer chromatography with flame ionization detection (TLC-FID, Mark V Iatroscan, Iatron Laboratories) to determine lipid classes (Parrish, 1987). We spotted extracts on silica gel-coated Chromarods and we used a three-stage development system to separate lipid classes. The first and second hexane-based developments separated triacylglycerol (TAG) sterol (ST) and free fatty acid (FFA). Then more polar systems separated acetone-mobile polar lipid (AMPL) and phospholipid (PL). Nine Sigma Chemical Inc saturated standards ranging in polarity from nonadecane to dipalmitoyl phosphatidylcholine were used for FID calibration via Peak Simple software (version 4.54).



Derivatization and Fatty Acids

Extracts were put in lipid clean vials where we added a mixture of H2SO4-MeOH prior to heating at 100°C for 1 h. We then added 1.5 ml of hexane and removed the upper layer containing lipids. Samples were dried under N2 prior to resuspension and storage at −20°C until fatty acid methyl ester (FAME) analyses by GC-FID (Budge and Parrish, 1998, 1999).



Data Reporting and Statistical Analyses

In the Results section, deviations from mean values are reported as ± one standard error. Since the overall lipid content of organisms is proportional to their biomass, relationships between FA proportions and the taxonomic composition of phytoplankton were explored using the contribution of different groups to total phytoplankton carbon (μg C L−1). However, relationships between physicochemical variables and assemblage composition were established using the numerical contribution of different groups to total cell counts (cells L−1) in order to avoid propagating possible errors associated with the carbon biomass estimation. To simplify the text, use of the words “abundance” or “carbon” after a taxonomic group (e.g., diatom carbon) hereafter designates the relative contribution of this group to total phytoplankton counts or carbon. Considering that a major portion of water-column phytoplankton biomass occurs within the SCM layer during summer and fall in our study area (Martin et al., 2010, 2013), our analyses of FA composition focused on this layer. Nonetheless, surface data were considered in order to refine interpretations and differences between the two sampling layers were examined using paired t-tests. ANOVA and multivariate PERMANOVA were used to test for differences between oceanographic regions (i.e., Beaufort Sea, Northwest Passage, Nares Strait, Baffin Bay, and Labrador Sea).

Given the complexity of the data set obtained, different statistical approaches were employed to explore relationships between physicochemical variables, taxonomic composition and FA profiles. In the search for the best variables explaining FA proportions, the Akaike information criterion (AICc) was used first to rank different possible models and test for interactions between variables. While highly useful, the AICc analysis excludes stations with incomplete datasets (e.g., pH in the Beaufort Sea) and possibly overemphasizes significant relationships for variables with the greatest availability. The AICc scores (not shown) were therefore used as initial guidance in the selection of generalized linear models (where the slopes of regression models were defined by β), break-point regression models or multiple regression models with linear or quadratic terms. For conciseness, only the statistical parameters of regressions that do not already appear in the supplement will be detailed in the main text. Finally, distance-based redundancy analysis (dbRDA) based on a Chi squared distance resemblance matrix and multivariate plots were used to visualize the overall structure of the dataset using R (R Core Team, 2020), RStudio (RStudio Team, 2020) and PRIMER-e software. Methods such as the Grubbs test (R package Outliers; Komsta, 2011) were used to identify statistical outliers in the dataset.




RESULTS

Across the survey area, water temperature at the SCM was confined to a narrow range (−1.55–1.75°C, −0.36 ± 0.14°C on average) and was not related to latitude although significant differences (pperm < 0.05) were found between sampling regions (Supplementary Figure 1 and Supplementary Tables 1.1, 1.2). The highest (1.44 ± 0.45°C) and lowest (−0.67 ± 0.36°C) average values occurred in the Labrador Sea and in Baffin Bay, respectively. The SCM depth also varied significantly between regions (pperm ≤ 0.001). The deepest and shallowest ones were observed in the Beaufort Sea (mean = 46 ± 4.55 m) and the Labrador Sea (mean = 23 ± 3.36 m), respectively, consistent with a strong positive relationship between SCM depth and longitude (r2 = 0.42, p < 0.001). Salinity was negatively correlated with longitude (r2 = 0.13, p < 0.01), indicating a greater presence of freshwater in the western part of the survey area. SCM depth did not correlate with latitude, sampling date or SID. The pH ranged from 8.01 to 8.23 (8.11 ± 0.01 on average) at the SCM and significant regional differences were found (pperm ≤ 0.001), with relatively low average values in the Northwest Passage and the Labrador Sea (8.07 ± 0.01 and 8.08 ± 0.02, respectively), and higher ones in Baffin Bay and Nares Strait (8.13 ± 0.01 and 8.15 ± 0.01, respectively). Overall, pH showed a strong negative relationship with longitude (r2 = 0.27, p < 0.01) and a weak positive one with latitude (r2 = 0.13, p < 0.05). Average nitrate concentrations (2.01 ± 0.29 μM) and PAR levels (2.01 ± 0.63 μE m−2 s−1) at the time of sampling were both generally low and did not exhibit significant differences between regions (PERMANOVA). Instantaneous PAR levels correlated negatively with latitude (r2 = 0.14, p < 0.01) but not with SCM depth, sampling date nor SID. With the exception of nutrient concentrations, the range of values for abiotic variables was often larger at the surface than at the SCM (see Supplementary Table 1) and paired t-tests revealed significant differences (p < 0.05) between the two depths for temperature, salinity, PAR, nitrate and phosphate.

When averaged over the entire sampling area, phytoplankton assemblages at the SCM were numerically dominated by diatoms (38.0 ± 4.3% of centrics and 5.1 ± 0.9% of pennates) and unidentified flagellates (18.6 ± 1.7%), followed by prymnesiophytes (8.9 ± 1.8%), dinoflagellates (4.8 ± 0.4%), choanoflagellates (3.5 ± 0.6%) and chrysophytes (1.6 ± 0.4%) (Figure 2A). The sum of all these groups minus the diatoms and dinoflagellates accounted for 32.6 ± 2.9 % of total cell counts and is hereafter referred to as “flagellates.” Minor identified taxa represented 4.4% and included cryptophytes (1.5%), prasinophytes (1.1%), ciliates (0.67%), dictyochophytes (0.48%), heterotrophic species (0.36%, mainly composed of Leucocryptos marina, Meringosphaera mediterranea, and Telonema sp.), raphidophytes (0.27%), euglenophytes (0.02%), and chlorophytes (0.003%). Other groups comprised small unrecognized cells and cysts that collectively accounted for 15.1% of total counts. Some differences emerged in the relative importance of taxonomic groups when considering carbon biomass (μg C L−1) instead of cell counts (cells L−1); dinoflagellates and ciliates contributions increased at the expense of unidentified flagellates and prymnesiophytes while the contribution of centric diatoms remained stable (see Supplementary Table 2 for details).
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FIGURE 2. Contributions of the main phytoplankton groups to total cell abundance (A) at the surface (SUR) and at the subsurface chlorophyll maximum (SCM) depth and (B) in the different oceanographic regions of the Canadian Arctic. No taxonomic data are available for the Labrador Sea. The PERMANOVA results are defined by ***pperm < 0.001; **pperm < 0.01; *pperm ≤ 0.05; NS, not significant. The “Others + minor” group is composed of unidentified cells and cysts and prasinophytes, cryptophytes, dictyochophytes, heterotrophic taxa, raphidophytes, euglenophytes, and chlorophytes. In (A) the PERMANOVA results compare the SUR and SCM depth while in (B) the PERMANOVA results compare regions.


On average, the total number of cells was 1.8 × higher at the SCM than at the surface and the difference was similar in terms of carbon content (1.9 ×). The same occurred for relative abundance of diatoms but it was the reverse for unidentified flagellates, chrysophytes and prasinophytes. Finally the proportions of prymnesiophytes, dinoflagellates, and choanoflagellates were similar at the two sampling depths (Figure 2A).

Differences in the taxonomic composition of phytoplankton assemblages between regions are shown in Figure 2B. Among the major cell groups at the SCM, the relative abundances of diatoms and flagellate were the most spatially variable between regions (pperm < 0.01). Regional differences were also observed for prasinophytes and a few other groups (pperm < 0.05; Supplementary Tables 3.1, 3.2) but not for dinoflagellates. The same patterns were observed when considering carbon biomass, except for cryptophytes which exhibited significant regional contrasts (Supplementary Tables 3.1, 3.2).

Next, we sought the most robust FA trophic markers (hereafter FATM) of different phytoplankton groups at the SCM. The relationship between diatoms and palmitoleic acid (16:1ω7, Figure 3A) gave the strongest correlation between a specific FA and the relative contribution of a phytoplankton group. FA ratios such as 16:1ω7/16:0 and ΣC16/ΣC18 or Σ16:1/Σ18:1 were also highly correlated with diatom carbon (Supplementary Table 4). Moreover, proportions of MUFA, 14:0, i15:0, 16:0, 16:3ω4, or EPA (r2 = 0.11) correlated positively with diatom carbon. Conversely, flagellate carbon at the SCM was negatively correlated with the proportions of 16:1ω7 (r2 = 0.25, p < 0.01), EPA (r2 = 0.23, p < 0.01) and MUFA (r2 = 0.16, p < 0.05). The proportions of ω6 FA (r2 = 0.24), overall PUFA (r2 = 0.31), 18:4ω1 (r2 = 0.44) and the ΣC18-PUFA in particular (r2 = 0.49) were positively correlated with flagellate carbon (Figure 3B). It follows that the latter was negatively correlated with the ΣC16:ΣC18 ratio (r2 = 0.25, p < 0.01), underlining high ΣC18 proportions in flagellates and high ΣC16 proportions in diatoms. A similar negative trend was found between dinoflagellates and ΣC16:ΣC18 (r2 = 0.22, p < 0.01). However, we did not find significant relationships between dinoflagellate carbon and previously identified FATM of this group such as DHA or OTA (18:4ω3). Overall, the strong correlations observed here (e.g., diatoms and 16:1ω7, flagellates and ΣC18-PUFA) at the SCM were much weaker when the analyses were based on SUR data alone or a combination of all SCM and SUR data (Figure 3).
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FIGURE 3. Relationships between (A) the 16:1ω7 FA proportion and the relative carbon biomass of diatoms and between (B) the ΣC18-PUFA proportion and the relative carbon biomass of flagellates. The dark-blue symbols, lines and text represent the subsurface chlorophyll maximum (SCM), the turquoise symbols, lines and text represent the surface (SUR) while the orange lines and text represent the SCM and SUR data combined. The dashed dark-blue line represents the 95% confidence interval and open circles represent outliers in the SCM dataset (Grubbs test, p < 0.05).


Despite the regional contrasts in taxonomic composition (Figure 2) and the strong correlations between specific taxonomic groups and FATM (Figure 3), the lipid profiles of POM at the SCM were relatively stable across regions in terms of FA composition and lipid classes (i.e., TAG, ST, PL and AMPL). According to the PERMANOVA, MUFA was the only lipid group that showed significant differences between regions (Figure 4). The ANOVA performed to elucidate these differences identified the proportions of diatoms (p < 0.01), flagellates and dinoflagellates (p < 0.05) as the primary cause since the interaction terms between sampling region and taxonomic composition were not significant. However, when using longitude and latitude instead of regional divisions, spatial trends in the lipid composition of POM at the SCM became apparent. Diatom FATM (e.g., 16:1ω7, ΣC16, Σ16:1/Σ18:1) were positively correlated with latitude (see Supplementary Table 5 for details), consistent with the northward increase in relative diatom abundance (r2 = 0.23, p < 0.01) to the detriment of flagellates (r2 = 0.29, p < 0.01). Significant trends were also found between the longitude as an independent variable and the relative diatom abundance (β = −0.53, r2 = 0.15, p < 0.05), diatom FATM (e.g., 16:1ω7, see Supplementary Table 5) and also the sum of known bacterial FA markers (i.e., denoted ΣBFATM and including i15:0, αi15:0, 15:0, 15:1, i16:0, ai16:0, i17:0, ai17:0, 17:0, 17:1, and 18:1ω6). This implies a general westward decrease in diatoms and bacteria coincident with the decline in pH and salinity noted above.
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FIGURE 4. Relative contribution of PUFA, MUFA, SFA, ω3, and ω6 fatty acids in particulate organic matter (A) along a longitudinal transect from the Beaufort Sea to the Northwest Passage (left) and a latitudinal transect from Nares Strait to the Labrador Sea (right), and (B) in the different oceanographic regions. In (A) the mean values (i.e., at the SUR and SCM) are represented while in (B), the light shades represents the SUR and the dark shades represent the SCM.


Several relationships emerged between the proportions of different FAs, FATM or taxonomic groups and abiotic variables at the SCM. Firstly, the vertical position of the SCM had a significant impact on the proportions of EPA (r2 = 0.10) and MUFA (r2 = 0.20), which all tended to decrease as the SCM deepened while ΣC18-PUFA increased (r2 = 0.19; see Supplementary Table 5 for details). Two of the relationships observed between FAs and abiotic variables are highlighted in Figure 5, which shows decreasing proportions of ω6 FA with increasing salinity (Figure 5A) and a positive correlation between EPA proportion and pH (Figure 5B). Temperature was one of the few variables that significantly, but weakly, correlated with DHA proportion. Indeed, negative correlations were found between temperature and DHA (r2 = 0.11) or ΣC18-PUFA (r2 = 0.09). Warming was also associated with rising proportions of ΣBFATM (r2 = 0.21) and dinoflagellates (r2 = 0.12, p < 0.05) and the latter was positively correlated with the SID index (r2 = 0.23, p < 0.001). SFA proportion correlated positively with the concentrations of nitrate (r2 = 0.14) and phosphate (r2 = 0.11) but numerous other FAs were negatively correlated with phosphate concentration [particularly diatom FATM such as 16:1ω7 (r2 = 0.09), MUFA (r2 = 0.19) and EPA (r2 = 0.09)]. With respect to lipid classes, the only significant relationship observed was between the proportion of TAG and pH (β = 21.09, r2 = 0.11, p < 0.05).
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FIGURE 5. Significant relationships between (A) ω6-FA proportion and salinity, and (B) EPA proportion and seawater pH. The dark-blue symbols, lines and text represent the subsurface chlorophyll maximum (SCM), the turquoise symbols, lines and text represent the surface (SUR) and the orange lines and text represent the SCM and SUR combined. The dashed line represents the 95% confidence interval and open circles represent outliers in the SCM dataset (Grubbs test, p < 0.05).


Based on AICc model selections, stepwise multiple linear regressions were employed to better tease out the respective effects of abiotic factors and taxonomy (on a carbon basis) on lipid profiles. The best single variable explaining PUFA proportions at the SCM was flagellate carbon and the coefficient of determination was highest when considering a quadratic model (r2 = 0.42, p < 0.001) instead of a linear one (r2 = 0.31, p < 0.01). Only the latter was improved by the inclusion of salinity, sampling depth, phosphate or SID (r2 = 0.37 −0.43, p < 0.01) as a second independent variable. By contrast, the PUFA or MUFA proportion was explained nearly equally by diatom carbon (r2 = 0.20, p < 0.05), sampling depth (r2 = 0.20, p < 0.01) or phosphate concentration (r2 = 0.19, p < 0.01) and a linear model combining diatoms and phosphate provided the highest coefficient of determination (r2 = 0.49, p < 0.01). Note that phosphate and SCM depth were not used together in the same models because they were significantly correlated (Pearson, p < 0.001). Nutrient concentrations such as nitrate and phosphate were the only variables explaining some of the variability in SFA proportion (r2 = 0.14, p < 0.01, and r2 = 0.11, p < 0.05 respectively). We were unable to explain any of the variability in the proportions of overall ω3-FA and ARA; however, when considering specific ω3-EFA such as EPA, the best single explanatory variable was diatom carbon (r2 = 0.11, p < 0.05; Figure 6A). The coefficient of determination was improved with a quadratic model (r2 = 0.26, p < 0.05) and the best multiple linear model included latitude as a second independent variable (r2 = 0.48, p < 0.01; Figure 6B). Seawater temperature and sampling date were the only variables that explained some of the variability in DHA. Finally ω6 FA variability was mainly explained with flagellate carbon (r2 = 0.24, p < 0.01). Here again, predictive power was increased with a quadratic model (r2 = 0.28, p < 0.01) and the inclusion of a second independent variable, in this case SID (r2 = 0.36, p < 0.01) or pH (r2 = 0.33, p < 0.05).
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FIGURE 6. Relationship between the relative contribution of EPA measured in particulate organic matter at the SCM and (A) the relative carbon biomass of diatoms and (B) the EPA contribution predicted by a multiple regression model that includes diatom carbon and latitude as independent variables. The dashed lines represent the 95% confidence interval.


Figure 7 presents a dbRDA with the major variables explored in this study and highlights the similarities and contrasts between the SCM and SUR. For both depths, EPA, pH, latitude and phosphate concentration are the main contributors to the first axis. Other major contributors are MUFA at the SCM and ω3 FA at SUR. Differences between the two depths are greater for the second axis. Salinity, nitrate concentration and to a lesser extent taxonomic composition are important contributors to this axis at the SCM, while FAs such as PUFA, ω6 FA, SFA and also carbon from flagellates are the main contributors at SUR. These differences imply that the choice of explanatory models made previously for the SCM should not be considered as systematically valid for each depth. Furthermore, we also plotted the scores of PCA axes 1 and 2 against FA and taxonomy variables in order to explore general multivariate trends. While new relevant correlations did not emerge with this approach, it underscored the major structuring effect of taxonomy on the dataset. Indeed, flagellate carbon was significantly correlated with the scores of PCA axes 1 and 2 at the SCM. It was the same for PC-2 scores at the SUR or a combination of SUR and SCM (Supplementary Figure 2).
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FIGURE 7. Distance based Redundancy Analysis of lipid composition (red arrows), phytoplankton taxonomy (in term of carbon, blue arrows) and abiotic variables (black arrows) at (A) the subsurface chlorophyll maximum and (B) the surface. The blue triangles represent data from Nares Strait (NS), the purple squares represents Baffin Bay (BB) and pink circles represent the Northwest Passage (NW).


The effects of environmental variables and taxonomy on PUFA, MUFA and SFA proportions at SUR where similar to those at the SCM, with the best explanatory models including flagellate carbon and salinity for PUFA (r2 = 0.30, p < 0.01) while diatom carbon and phosphate mainly explained MUFA variations (r2 = 0.49, p < 0.001). Nitrate concentration explained some of the variance in SFA at SUR (r2 = 0.09, p < 0.05), but flagellate carbon was the best single predictor (r2 = 0.15, p < 0.05) and the coefficient of determination increased with the inclusion of pH (r2 = 0.31, p < 0.01). For ω3 FA, none of the variability could be explained at the SCM whereas pH (r2 = 0.16, p < 0.05), salinity (r2 = 0.16, p < 0.01), and nutrients such as phosphate (r2 = 0.24, p < 0.01) and nitrate (r2 = 0.13, p < 0.05) had a significant effect at SUR. Including diatom carbon along with pH in a multiple model resulted in the highest coefficient of determination (r2 = 0.32, p < 0.05). For EPA, pH was the best single explanatory variable at SUR (r2 = 0.18, p < 0.05) but including diatom carbon did not improve the coefficient of determination like as it did at the SCM. In further contrast to the SCM, none of the variability in this DHA could be explained at SUR with the exception of sampling date. Finally the proportion of ω6 FA at SUR was best explained by phosphate concentration and the inclusion of flagellate carbon increased the coefficient of determination (r2 = 0.30, p < 0.05). As above, we were unable to explain any ARA variability.

In rare cases, FA responses to abiotic variables at SUR were opposite to those described previously at the SCM. For instance, the proportions of SFA decreased with rising nitrate concentration at SUR (r2 = 0.09, p < 0.05). In other cases, relationships observed at one depth held when data from the other depth were pooled, but this generally decreased the coefficient of determination (Figures 3, 5; Supplementary Tables 4, 5). Finally, combining SUR and SCM data gave rise to new but weak relationships, including a positive correlation between flagellates and DHA (r2 = 0.06) and a negative one between flagellates and salinity (r2 = 0.07, p < 0.05) and also between ALA and depth (r2 = 0.16) or temperature (r2 = 0.13) and finally between sampling date and specific FA ratios such as DHA/EPA (r2 = 0.11) or ω3/ω6 FA (r2 = 0.07).



DISCUSSION

Most prior investigations of the influence of physicochemical factors on phytoplankton lipid composition were based on monospecific cultures of freshwater and marine algae (Guschina and Harwood, 2009). While some general trends emerge from this literature, the results are inconsistent among species, and given the sudden and often strong perturbations employed, cannot be transposed directly to natural communities (Galloway and Winder, 2015). Thus, we considered how multiple environmental drivers or stressors impact lipid synthesis across environmental gradients spanning large spatial scales allowing shifts in assemblage composition as well as local algal acclimation or adaptation. The results presented suggest that physicochemical factors can strongly influence FA composition of marine phytoplankton, even at large scales. Interpreting this is not straightforward since it may occur through changes in assemblage composition or as a direct physiological impact on algae. The following aims to disentangle these possibilities. In addition, our results partly confirm literature-based expectations for FATM that can be used to identify phytoplankton groups. This analysis also produced intriguing results that we explore below. We conclude the discussion by considering how the results may influence carbon cycling with respect to the phenology and vertical partitioning of primary production in the Pacific-influenced sector of the Arctic Ocean.


Fatty Acid Markers

Our results confirm that previously identified diatom FATM, such as the specific FAs 14:0 (myristic) and 16.1ω7 (Supplementary Table 4), as well as the FA ratios 16:1ω7/16:0 and ΣC16/ΣC18 (Pepin et al., 2011; Parrish, 2013), are valid over a large portion of the western Arctic. Based on correlation analyses, 16:1ω7 and Σ16:1/Σ18:1 can be considered as the most robust diatom markers in this region. Proportions of EPA and diatoms were correlated at the SCM but, surprisingly, not at the surface. This could be explained by differences in taxonomic composition between SUR and SCM as well as differences in environmental stability between the two layers. The overall proportion of diatoms was halved at the SUR while the proportion of flagellates doubled (Figure 2; Supplementary Table 2) and was composed of different taxa with distinct FATM (Supplementary Table 4). For example, the chrysophytes that were included in the flagellate group were positively correlated with EPA proportion, which might partially mask the relationship between diatoms and EPA. As well, unidentified cell abundances, whose counts were higher than diatoms at the SUR (Supplementary Table 2), may have influenced the relationship with EPA. Relatively frequent or pronounced environmental fluctuations at SUR in terms of pH, salinity or temperature may also blur the relationship since algae may often modulate the degree of FA unsaturation in order to adjust membrane fluidity in changing environments (Tatsuzawa et al., 1996; Bigogno et al., 2002; Los et al., 2013). In this respect, the SCM is generally sheltered within the pycnocline and thus tends to maintain relatively stable physicochemical conditions over time (Martin et al., 2010; Schiffrine et al., 2020). This creates a setting in which the influence of phytoplankton assemblage composition on lipid profiles is less prone to be obscured by short-term physiological responses to fluctuating temperature, salinity, pH or light. While the sampling scheme used here precluded an assessment of the recent light history of algal cells at a given station, phytoplankton at the surface experience daily fluctuations in absolute irradiance that are 5-fold larger than those experienced at a depth corresponding to 20% of incident light, for instance.

Flagellates were the second major taxonomic group in our study and their presence was associated with elevated proportions of ΣC18-PUFA, PUFA and ω6 FA but not with 20:4ω6 (ARA) as previously reported by Connelly et al. (2014). Experimental work with heterotrophic freshwater flagellates showed that different species have contrasted lipid profiles (Véra et al., 2001), suggesting that specific FATM may be more or less present depending on the actual assemblage composition. Since coarse groupings are typically employed due to the difficulty of identifying flagellates to the lowest taxonomic rank with light microscopy, the disparity between our study and Connelly et al. (2014) might be due to unresolved differences in dominant species. Future work would benefit from improved identification of key flagellates and their FATM using laboratory cultures or a combination of molecular tools (Lovejoy et al., 2006), electron microscopy and signature pigments with field samples (Coupel et al., 2015).

Surprisingly, our results did not confirm expected relationships between the contribution of dinoflagellate carbon and known FATM for this group, including DHA, 18:5ω3, or 18:4ω3 (OTA). However, as described by Kelly and Scheibling (2012), the literature supporting the use of DHA as a dinoflagellate marker is based mostly on laboratory cultures with few species (Mansour et al., 1999; Usup et al., 2008). It follows that the lack of correlation observed here for a cold polar environment might be due to the presence of different species. It might also be caused by a bias resulting from the estimation of biovolume prior to the calculation of carbon biomass. Here, the shape of dominant dinoflagellate genera such as Gyrodinium and Gymnodinium were considered as flattened ellipsoid (Olenina et al., 2006), which possibly induced an overestimation of dinoflagellate carbon relative to other groups. Finally, the potential contribution of dinoflagellates to DHA could be masked by the dominance of other DHA-rich taxa such as cryptophytes (Peltomaa et al., 2018) given low contributions of dinoflagellates.



Abiotic Factors and Taxonomy

The decrease in ΣC18-PUFA and DHA with rising temperature at the SCM is consistent with the literature since PUFA are used to counteract the adverse effect of cold temperatures on membrane fluidity (Hixson and Arts, 2016). These correlations are weak however, which may be related to the very narrow range of temperatures observed at the SCM (Supplementary Table 1). Despite the much broader temperature range at SUR, this variable had no apparent effect on PUFA at this depth. It did however explain some of the variability in 20:1ω11 and 22:5ω6, although we have no physiological rationale to propose for these relationships (Supplementary Table 5). The contrast in PUFA response between the SCM and SUR suggests that other factors superseded the influence of temperature at the surface (e.g., daily light cycle) or that algae do not invest in the adjustment of membrane fluidity in the presence of rapid temperature fluctuations (e.g., such as daily or hourly temperature changes at SUR due to weather and solar radiation). Another noteworthy effect of temperature was on ΣBFATM at the SCM, suggesting that warming increases the contribution of bacteria to total microbial biomass and production. This is consistent with bacterial production increasing with temperature in the Arctic Ocean which may reduce vertical carbon export and the contribution of this ocean to the global CO2 sink (Vaqué et al., 2019).

The increase in ΣBFATM with rising pH contrasts with the experimental results of Vaqué et al. (2019), who reported that bacterial production increased with higher pCO2. However, the highest pCO2 used by the authors was 5 times higher than the pCO2 value corresponding to the lowest in-situ pH observed in our study, which could therefore partly explain the difference. In addition, the aggregated ΣBFATM variable that we used was composed of different FA previously used as distinct bacterial FATM (Parrish, 2013). Based on the observation that small variations in pH differentially affect distinct components of bacterial assemblages (Krause et al., 2012), the contrast in results might be due to a difference in the taxonomic composition of dominant bacteria although in our study, only two significant and positive relationships were found between pH and specific bacterial FATM (i.e., i15:0 and ai17:0).

For phytoplankton, a few expectations concerning the effect of pH on the lipid profiles of individual species can be derived from prior laboratory studies with single cultures. One study found that low pH can adversely affect the degree of lipid unsaturation and reduce membrane fluidity in a green alga (Tatsuzawa et al., 1996), and another showed a negative effect of low pH on total lipid content and the PUFA/SFA ratio in a centric diatom (Rossoll et al., 2012). These responses, if they occur at all in natural settings, were overridden by other factors or community-level processes since the overall proportions of PUFA or unsaturated FA in POM did not correlate with pH. Prior community-level studies simulating future scenarios of low pH (minimum of 7.51) in experimental mesocosms found weak effects on the overall proportion of essential polyunsaturated FA in phytoplankton (Leu et al., 2013; Bermúdez et al., 2016) but reported shifts in the relative contribution of diatoms (Leu et al., 2013) or in the cell size of dominant taxa (Sommer et al., 2015). Knowing that the most abundant diatoms in our study were Chaetoceros species (with an apical length of 5–10 μm) while the most abundant flagellates measured 2–5 μm in diameter, the increased dominance of the latter at low pH might be linked to a differential positive effect of elevated pCO2 on small cells (Bermúdez et al., 2016).

We surmise that in our study the influence of phytoplankton assemblage composition superseded the effect of pH on FA profiles since pH was related positively to the diatom FATMs 16:1ω7, ΣC16, ΣC16/ΣC18, MUFA, and EPA (Supplementary Table 5) and inversely to relative flagellate abundance or flagellate FATM such as ΣC18; Supplementary Table 4. While this implies a declining proportion of diatoms with decreasing pH, significant correlations between pH and the relative contribution of diatoms to carbon were not found here. This raises the possibility that phytoplankton carbon, when estimated using a series of assumptions, might be a less robust indicator of the contribution of different algal groups to biomass than FATM or that the latter are directly influenced by pH. These hypotheses would have to be tested in the laboratory with cultures of ecologically-relevant species. The fact that pH slightly improved the coefficient of determination of multiple linear regressions of several FA proportions at SUR (e.g., ω3 FA and MUFA) suggests that a direct physiological influence on algal cells cannot be excluded, although it would require membrane reconfiguration to be caused by relatively small or transient changes in seawater pH.

Most studies report increasing proportions of saturated FA under nutrient limitation (Siron et al., 1989; Yongmanitchai and Ward, 1991; Reitan et al., 1994) which has been attributed to an increase in neutral lipids such as TAG and composed mainly of saturated or monounsaturated FA (Parrish and Wangersky, 1987). By either pooling data from the SUR and the SCM or considering the latter only, our analysis revealed a surprising positive relationship between saturated FA proportion and nitrate concentration (Supplementary Table 5), which is opposite to the frequently observed increase of TAG in nutrient-limited diatoms (Alonso et al., 2000; Lynn et al., 2000). However, the positive relationship became negative when using data from the surface only, where high irradiance and low nutrient concentrations typical of late to post-bloom conditions occurred (Supplementary Figure 1). This pattern is consistent with the literature (Grosse et al., 2019; Jónasdóttir, 2019) and suggests that light-limited growth forestalls the influence of variable nitrate at the SCM.

Since nitrate is considered as the limiting element in the study area (e.g., Tremblay and Gagnon, 2009) and since phosphate remained in excess in samples where nitrate was depleted (Supplementary Table 1.2), it may seem surprising to see that phosphate concentration was strongly and positively correlated with ΣC18, ΣC18-PUFA, or ω6 FA at SUR and negatively correlated with 16:1ω7, ΣC16/ΣC18, ΣMUFA, and EPA at the SCM. However, the fact that ω6 FA and ΣC18-PUFA were also positively correlated with flagellate carbon whereas 16:1ω7, ΣC16/ΣC18, ΣMUFA, and EPA were positively correlated with diatom carbon (Supplementary Table 4) suggests that phosphate is the dependent variable here and merely marks progress in the productive season and phytoplankton succession. The negative relationship found between phosphate and SID at SUR (r2 = 0.08, p < 0.05) and the positive ones between phosphate and the date of sea ice melt at SUR (r2 = 0.30, p < 0.001), SCM (r2 = 0.09, p < 0.05) and for both datasets pooled (r2 = 0.10, p < 0.01) are in agreement with the previous interpretation. However, correlations are weak, suggesting other influences are important.

It is noteworthy that EPA was the only single FA for which pH alone explained more variability than any other variable at SUR (r2 = 0.18, p < 0.05). While a positive correlation also existed between pH and salinity (r2 = 0.16, p < 0.001), the lack of relationship between EPA and the latter suggests a causal role for pH at this depth. At the SCM, EPA accounted for 42.5% of total ω3 FA on average and correlated positively with diatom FATM but not with pH nor salinity when all stations were considered. An attempt to remove the influence of taxonomy at this depth produced a surprising result. Upon keeping only the stations (n = 12) where diatom carbon contributed more than 55% of phytoplankton carbon (range 55 to 82%, see Figure 3), salinity was the only abiotic factor explaining a decrease in EPA (r2 = 0.37, p < 0.05). Similar or even stronger negative correlations were found with ω3 FA (r2 = 0.59, p < 0.01), PUFA (r2 = 0.37, p < 0.05) and the PUFA/SFA ratio (r2 = 0.44, p < 0.05) but not with DHA nor ω6 FA. For the surface, a grouping of diatoms such as the one made for the SCM was not achievable given the data spread but when considering stations (n = 14) where diatom carbon contributed between 0 and 10% of phytoplankton carbon, phosphate concentration and pH were the only physicochemical variables correlating with any specific FA or FA group we focused on in this study. At these fourteen stations, pH positively correlated with ω3 FA (r2 = 0.69, p < 0.01) while phosphate correlated negatively with ω3 FA (r2 = 0.53, p < 0.01) or EPA (r2 = 0.32, p < 0.01), and positively with ω6 FA (r2 = 0.48, p < 0.01). Although our 1-year sampling in various environments did not reveal significant differences in taxonomic composition with respect to sampling date or SID, previous studies have shown changes in phytoplankton assemblage composition over several years (Li et al., 2009; Coupel et al., 2015). In keeping with the notion that phosphate is a relatively robust indicator of seasonal maturity, the last correlations suggest that the assemblage composition of flagellates evolves during the productive season and progressively shifts toward ω3 FA-rich species.

In addition to the potential taxonomic shift, the above analysis of diatom and flagellate-dominated stations suggests that salinity can trigger physiological responses. A previous experimental study with the diatom Nitzschia laevis showed that EPA proportions were highest at an intermediate salinity of 20 g L−1 but reduced at low (10 g L−1) or high (30 g L−1) salinities (Chen et al., 2008). This is consistent with our results and suggests the existence of an optimum salinity window in which EPA production is maximized in diatoms. Galloway and Winder (2015) later showed that this pattern also holds for long-chain EFA (which include ω3 and ω6 FA) in diatoms but not in other taxonomic groups. The authors found indeed that FA profiles either do not respond or vary linearly and positively or negatively with salinity. Such group-specific responses, when combined with the positive effect of salinity on the flagellates possibly explains why ω6 FA increase with salinity at SUR, while ω3 FA decrease at the SCM where diatoms dominate.

Despite environmental differences between SUR and SCM in terms of nutrient availability, PAR, temperature or salinity, the overall FA composition of POM did not differ between the two depths, except for MUFA. Elevated proportions of MUFA at the surface are consistent with an increase in neutral lipids under nutrient-limited conditions, although significant depth-related differences in TAG or PL proportion were not observed. The lack of differences in overall lipid composition between the surface and the SCM is unexpected given the differences observed by Leu et al. (2006) during the spring bloom in a fjord. Over the large spatial scales considered here, the vertical similarity of lipid profiles might simply arise from different drivers acting differently on distinct algal groups in each layer and resulting in convergent FA profiles. For instance, a greater proportion of flagellates inducing elevated proportions of ALA at SUR could be offset by low irradiance inducing a higher proportion of EPA at the SCM (Khotimchenko and Yakovleva, 2005) thereby reducing possible differences in overall ω3 FA and PUFA between the two depths. The same mechanism also potentially masks intra-depth differences. For instance, higher nutrient limitation at SUR resulting in an increased SFA proportion might be counterbalanced by higher PUFA proportions caused by an increase in flagellates. This might result in an apparent relatively invariant PUFA/SFA ratio. These offsets caused by species or group-specific responses within phytoplankton assemblages underscore the difficulties of extrapolating the results of monospecific culture studies found in the literature to the natural environment.

While our study focused on snapshots of lipid profiles at many different sites, integrating measurements of the absolute quantity of lipids throughout the entire phytoplankton succession encompassing the spring bloom and subsequent SCM development would be useful to fully assess the implication of our results for grazers and the food web. Yet the long duration (3 months from the end of July to the beginning of October) and broad geographical scope of our study (3,000 km) somehow captured a portion of this succession. Overall, sampling started in the southern part of Baffin Bay, moved north to Nares Strait, then west to the Beaufort Sea through the Northwest Passage prior, finally returning to Baffin Bay and the Labrador Sea (Figure 1). As a consequence, the SID (number of days elapsed between sea ice decline and sampling date, a surrogate for the degree of seasonal development) and latitude variables covaried to some extent and teasing apart their respective impacts is difficult. Nevertheless, latitude explained a larger portion of the variability in PUFA, MUFA, ALA, OTA and the EPA/DHA ratio than SID (Supplementary Table 5), which improved the coefficient of determination of some multiple regressions. Finally, as many variables co-varied, we elected to note weaker, but significant relationships (and the inclusion of these variable in multiple regressions models) since this could provide useful guidance for future studies or experiments.



Perspective

Prior studies of algal lipids in cold temperate waters and the Atlantic sector of the Arctic ocean showed that the spring diatom bloom in the upper euphotic zone is the major source of PUFA-rich lipids (Parrish et al., 2005; Leu et al., 2006). However, in several regions of the Pacific-influenced Arctic and sub-Arctic (e.g., Beaufort Sea, Northwest Passage and the western parts of Baffin Bay and the Labrador Sea), the enhanced vertical stratification caused by freshwater inputs curtails nutrient replenishment during winter and leads to a relatively modest and short-lived surface bloom in spring or early summer (Tremblay et al., 2015). A major if not larger portion of annual POM synthesis therefore occurs in the subsurface during the following weeks and months (e.g., Martin et al., 2010, 2013), resulting in a distinct phenology of FA production and food availability that we now explore.

In Kongsfjorden (Svalbard), Leu et al. (2006) showed that PUFA proportions declined from a maximum of 45%, 2 weeks before the diatom-dominated bloom reached peak biomass, to 28% when the bloom ended (overall average of 31.5% for the time course during 2003). Here, PUFA proportions averaged 35.7 ± 1.2% at the SCM, and the mean contributions of ω6 FA (18.9 ± 0.83%) and ω3 FA (53.3 ± 1.98% of PUFA) to PUFA were higher than in Kongsfjorden despite the fact that sampling occurred ca 2 months (median SID value) after ice break up (and presumably followed the end of the surface bloom by a month at least). Phytoplankton biomass at the SCM ranged from 16 to 371 μg C L−1 (122 ±15 μg C L−1 on average) and was comparable to or higher than in Kongsfjorden during the spring bloom (5–150 μg C L−1). These comparisons indicate that subsurface phytoplankton layers are a quantitatively major and seasonally persistent source of high-quality POM across the large domain surveyed here. Since warming and the ongoing rise in freshwater loading generally increase vertical stratification in the Arctic Ocean, the SCM is likely to become even more crucial as a source of POM and nutritious lipids to the food web in some areas, whereas episodic upwelling (Tremblay et al., 2011) or mixing (Lewis et al., 2020) can foster the reverse in other areas.

The decline in PUFA proportion observed by Leu et al. (2006) during the course of the bloom in Kongsfjorden was partly attributed to a transition from diatoms to flagellates. This contrasts with our observation where flagellate carbon at the SCM was positively correlated with PUFA, ω6 FA and DHA. One likely explanation for this difference is that the communities we sampled between 29 July and 2 October represented more advanced stages of seasonal succession (see above discussion of SUR communities with < 10% contributions of diatoms) relative to the communities sampled ca 2–3 weeks after the peak of the spring bloom in Kongsfjorden. In addition, the algae sampled in the short-lived SCM there exhibited signs of senescence, which also contrasts with the observation that SCM communities in Baffin Bay, the North West Passage and the Beaufort Sea retain high photosynthetic efficiency throughout summer and early fall (Martin et al., 2010, 2013). In terms of PUFA, our results imply that the phytoplankton biomass decline in the upper euphotic zone after the initial bloom is mitigated by protracted diatom production at the SCM, and also by a rising contribution of flagellates as the season progresses and biomass eventually declines.

This second mitigating process may prove especially important for food web resiliency in the Canada Basin, where small-sized flagellates have partially replaced large-sized phytoplankton (Li et al., 2009; Coupel et al., 2015). This analysis also suggests that the looming threat of a temporal mismatch between primary and secondary production due to early ice break-up in the Arctic Ocean (e.g., Leu et al., 2011) is a greater cause of concern in the Atlantic sector than in the Pacific-influenced domain.

Any projection of future changes in FA profiles for the Arctic Ocean is subject to considerable uncertainty since the combined effects of the different growth factors affected by climate change on a given algal group or species may be neutral, additive, synergistic or antagonistic (e.g., Gao et al., 2019). It is nevertheless likely that the transition from diatoms to flagellates will continue given expected trends of further warming, freshening and acidification for the Arctic Ocean (e.g., Bellerby et al., 2018). Based on prior experimental or field studies, this combination of trends should favor small-sized algae over diatoms (Gao et al., 2019). The direct, apparent effects of physicochemical variables on the FA profiles of the mixed communities sampled here were generally weak and secondary in the multiple regressions. As previously mentioned, straightforward interpretations of these emergent effects are difficult since they result from the various responses of all constituents in the community. Nevertheless, our finer analysis of SUR data focusing on flagellate-dominated stations (i.e., where diatoms accounted for < 10% of phytoplankton carbon) suggest that the surface communities are unlikely to be modulated by salinity, temperature or nitrate but potentially by pH. Conversely, the FA profiles of diatom-dominated communities at the SCM might respond primarily to changes in salinity in the Pacific-influenced Arctic. In this case, further reductions in salinity can be expected to have a positive effect on overall PUFA proportions (as long as salinity does not drop below 20 g L−1). However, since the effect of salinity differs depending on the specific EFA considered (e.g., negative correlations with EPA or ω3 FA and non-significant relationships with DHA or ω6 FA), ongoing environmental changes could result in significant modification of specific FA ratios considered as indicators of food quality (e.g., DHA/EPA, ω3/ω6 FA) in terms of reproductive success and growth for grazers and other consumers higher up the food chain (Milke et al., 2004; Arendt et al., 2005).




CONCLUSION

Our extended temporal and spatial sampling scheme combined post-bloom conditions at the surface with nutrient-rich conditions at the SCM, covering a broad range of growth settings. Results confirmed the applicability of previously identified fatty acid trophic markers of diatoms and flagellates to several sectors of the western Arctic but indicate that other FATM should provisionally be considered unreliable, notably for dinoflagellates (DHA, OTA, 18:5ω3) and flagellates (ARA). The analyses underscored that the main effect of physicochemical, environmental factors on the lipid composition of POM in western Arctic seas is indirect and results from taxonomic variability and succession, especially at the SCM. This observation further extends to the field the conclusion of a prior compilation of laboratory studies showing that taxonomy is generally the major single driver of FA profiles. At the SCM, the highest proportions of overall PUFA and ω6 FA were caused by a rising proportion of flagellates as the growth season progressed, with secondary influences of salinity, phosphate and SID. Increases in MUFA and EPA proportions were driven by increasing contributions of diatoms, with secondary influences of phosphate and latitude. Among all the independent variables considered, none emerged as a significant predictor of ω3 FA variability at the SCM. By contrast, the SUR dataset showed a greater direct influence of environmental variables such as the effect of pH on ω3 FA and EPA. With the exception of DHA, none of the variability in the proportions of different FA groups (e.g., SFA, MUFA, PUFA, EPA, ω3 FA, and ω6 FA) could be related to temperature, which for the SCM is possibly due to the narrow range of temperatures encountered. For SUR, where the range was broader, the lack of correlation suggests that the dominant phytoplankton are either well-acclimated to ambient temperatures and do not respond to the rapid fluctuations (i.e., daily or hourly) found in this layer.

Among the relationships explored, the highest coefficients of determination (r2) were 0.69, 0.59, and 0.53, with several other values being in the 0.30–0.40 range or much lower. While this can be considered as significant progress given the high complexity and large geographical scope of our data set, it implies that a large portion of the variance in FA profiles remains to be explained in natural settings. Refinements in the estimation of carbon content for different phytoplankton groups and species as well as an improved resolution of taxonomic composition using a variety of complementary techniques would certainly help in future studies. Diatoms are important providers of POM for Arctic food webs by virtue of both the high biomasses attained by this group and the quality of their FA. We propose that in several sectors of the perennially stratified Pacific-influenced western Arctic, the protracted seasonal persistence of diatoms at the SCM plays a role that is similar or perhaps even more crucial than the spring bloom does in other areas where relatively deep vertical mixing occurs in winter (i.e., the Atlantic sector). While an experimental study investigating the effect of ocean acidification on FA profiles in a natural setting produced insightful results (e.g., Leu et al., 2013), additional studies simulating the development of high diatom biomasses under both surface and SCM conditions and different combinations of physicochemical forcing's would be useful. Our results for diatom-dominated stations suggest that salinity may play an important but previously overlooked role in affecting their FA profiles. Although flagellates typically exhibit relatively low biomass, this group was also associated with high-quality POM in our study area and we hypothesize that this quality increases as seasonal succession progresses. Overall, the analyses presented here suggest that the production of PUFA-rich phytoplankton in the Beaufort Sea, the Northwest Passage and the western sectors of Baffin Bay and the Labrador Sea is likely to persist in the near future.



DATA AVAILABILITY STATEMENT

The datasets presented in this study can be found online: https://dataverse.scholarsportal.info/dataset.xhtml?persistentId=doi:10.5683/SP2/RQR8LN.



AUTHOR CONTRIBUTIONS

VM conducted the field sampling, performed the laboratory and statistical analysis, and wrote the manuscript. J-ÉT and CP created the project, designed the sampling, and revised the manuscript. JM performed some lipid analyses. MG provided samples for taxonomic data and revised the manuscript. All authors contributed to the article and approved the submitted version.



FUNDING

This work was supported by a grant from the Natural Sciences and Engineering Research Council of Canada (NSERC) to J-ÉT and CP via the strategic network CHONe (Canadian Healthy Oceans Network), a grant from the Sentinel North program of the Canada First Research Excellence Fund to J-ÉT (project BriGHT), and a grant from the network center of excellence ArcticNet to J-ÉT and MG. This work contributes to the scientific programs of the FRQNT strategic cluster Québec-Océan and the Institut Nordique du Québec.



ACKNOWLEDGMENTS

We are grateful to the officers and crew of NGCC Amundsen, to Jonathan Gagnon, Gabrièle Deslongchamps, and Jeanette Wells for technical support, Pascal Guillot for CTD data processing, Sylvie Lessard for phytoplankton identification and enumeration, and also to the contributors of free or open source software (CRAN-R, Ocean Data View, LibreOffice, Inkscape and Linux community).



SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fenvs.2020.538635/full#supplementary-material



ABBREVIATIONS
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In the original article, there was an error in the Materials and Methods. It was indicated sampling was conducted at Baffin Bay between 26 and 28 August. In fact it was 26–28 September. A correction has been made to the Materials and Methods section, subsection Survey Area.
“Sampling was conducted with the Canadian icebreaker CCGS Amundsen from 29 July to October 2, 2016. The 44 stations were spread out across Baffin Bay (29 July - 3 August and 26–28 September), Nares Strait (6–16 August), the Northwest Passage (4 August and 17–24 August and 18–25 September), the Beaufort Sea (28 August - 5 September) and the Labrador Sea (1–2 October). According to the general ocean circulation pattern, different water masses influence the overall sampling area. The western parts of Baffin Bay and the Labrador Sea are exposed to cold and relatively fresh waters descending from the high Arctic, such as the Baffin Island Current and the Labrador Current (Tremblay et al., 2018). These two currents carry predominantly Pacific-derived waters that previously transited across the Beaufort Sea and enter the Canadian Archipelago via Nares Strait and the Northwest Passage’s Barrow Strait and Lancaster Sound. By contrast, Atlantic waters enter the survey area around the southern tip of Greenland and propagate northward with the West Greenland Current along the eastern edges of the Labrador Sea and Baffin Bay eventually crossing to the west. Most of the sampling stations were located in relatively shallow waters but regional differences in average bottom depths were present, with shelf stations of the Labrador sea (153 ± 13 m) and Northwest Passage (204 ± 26 m) being shallower than stations in the Beaufort Sea (352 ± 70 m), Nares Strait (476 ± 31 m) and Baffin Bay (489 ± 42 m).”
The authors apologize for this error and state that this does not change the scientific conclusions of the article in any way. The original article has been updated.
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Arctic marine ecosystems are undergoing a series of major rapid adjustments to the regional amplification of climate change, but there is a paucity of knowledge about how changing environmental conditions might affect reproductive cycles of seafloor organisms. Shifts in species reproductive ecology may influence their entire life-cycle, and, ultimately, determine the persistence and distribution of taxa. Here, we investigate whether the combined effects of warming and ocean acidification based on near-future climate change projections affects the reproductive processes in benthic bivalves (Astarte crenata and Bathyarca glacialis) from the Barents Sea. Both species present large oocytes indicative of lecithotrophic or direct larval development after ∼4 months exposure to ambient [<2°C, ∼400 ppm (CO2)] and near-future [3–5°C, ∼550 ppm (CO2)] conditions, but we find no evidence that the combined effects of acidification and warming affect the size frequency distribution of oocytes. Whilst our observations are indicative of resilience of this reproductive stage to global changes, we also highlight that the successful progression of gametogenesis under standard laboratory conditions does not necessarily mean that successful development and recruitment will occur in the natural environment. This is because the metabolic costs of changing environmental conditions are likely to be offset by, as is common practice in laboratory experiments, feeding ad libitum. We discuss our findings in the context of changing food availability in the Arctic and conclude that, if we are to establish the vulnerability of species and ecosystems, there is a need for holistic approaches that incorporate multiple system responses to change.
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INTRODUCTION

Ocean acidification and warming are synergistic environmental stressors (Byrne et al., 2013a) that can affect whole animal physiology (Pörtner and Farrell, 2008). However, the extent to which reproduction and life history strategy are vulnerable to environmental change has received comparatively little attention (Ross et al., 2011). Reproduction underpins the success of populations over time and, regardless of parental survivorship and tolerance capability, negative species responses to novel circumstances at early life cycle stages have the potential to serve as a bottleneck to long-term population survival (Dupont et al., 2010a). Species responses to changing environmental conditions have been shown to carry a high energetic cost in marine calcifiers (Spalding et al., 2017), especially at higher latitudes (Watson et al., 2017), and at earlier stages in the life cycle (Ross et al., 2011; Foo and Byrne, 2017). This is particularly concerning in polar environments where species responses to global climate change and ocean acidification are widely considered to be regionally amplified (Miller et al., 2010). Discerning the direction and generality of effect, however, is frustrated by the effects of transgenerational plasticity (Karelitz et al., 2019; Kong et al., 2019; Byrne and Hernández, 2020; Byrne et al., 2020), as well as intra-specific variations in sensitivity (Przeslawski et al., 2015) and response (Carr et al., 2006; Campbell et al., 2016; Boulais et al., 2017). In addition, maternal environmental history has been shown to affect egg size and volume (Braun et al., 2013) which, in turn, can induce phenotypic responses in larvae (Byrne et al., 2020).

Overall, the combined effects of ocean acidification and temperature on early gamete development are poorly constrained (Boulais et al., 2017) with most available information focused on gamete viability post spawning or larval development in a limited number of taxonomic groups (see review by Ross et al., 2011 and meta-analysis by Kroeker et al., 2010). By focusing on the later stages of a species reproductive cycle, sensitivities of gametogenesis or fertilization mechanisms are missed, stimulating debate about the potential for reproductive cycles to be disrupted (Dupont et al., 2010a; Hendriks and Duarte, 2010). Indeed, empirical evidence for the echinoderms indicates that ocean acidification can result in delayed but normal gametogenesis (Kurihara et al., 2013), reduced sperm volumes (Uthicke et al., 2013), lower gonad indices (Stumpp et al., 2012), or smaller eggs (Suckling et al., 2015). However, experimental manipulation of acidification in other taxa, including corals (Jokiel et al., 2008; Gizzi et al., 2017), annelids (Gibbin et al., 2017), molluscs (Parker et al., 2017), crustaceans (Thor and Dupont, 2015), and several miscellaneous species (for comprehensive list see Foo and Byrne, 2017), reveal no effects on egg size, gametogenesis, or development. Hence, considerable uncertainty exists in understanding the impact of climatic forcing on individual species within the context of the wider ecosystem, but it is clear that the earliest stages of gamete development need to be considered whilst adequately addressing variations within populations and regional environmental change (Dupont and Pörtner, 2013).

While many regionally abundant benthic invertebrate species have shown physiological tolerance to environmental forcing, often explained by, or attributed to, their boreal evolutionary histories (Richard et al., 2012), the viability of Arctic populations through their ability to reproduce is not currently known. Here, we used two abundant and functionally important benthic bivalves, Bathyarca glacialis and Astarte crenata from the Barents Sea (Cochrane et al., 2009; Solan et al., 2020), a region undergoing rapid change including ice retreat (Polyakov et al., 2012a), increasing sea surface temperatures (Polyakov et al., 2012b), and ocean acidification (Qi et al., 2017), to examine the combined effects of warming and ocean acidification on gamete development. Both species are reported to have large oocytes all year round indicative of lecithotrophic or direct development, and without seasonal or cyclic patterns of oocyte development (Saleuddin, 1965; Von Oertzen, 1972; Oliver et al., 1980). Our a priori expectation was that the physiological cost of near future conditions would indirectly affect reproduction, expressed via a trade-off with egg size or increased oocyte reabsorption, with consequences for the long-term viability of the population.



METHODS

Specimens of the infaunal bivalves Bathyarca glacialis and Astarte crenata were collected in July 2017 and 2018, respectively, by Agassiz trawl in the Barents Sea (74–81°N, along 30°E meridian, 292–363 m depth, JR16006 and JR17007, RRS James Clark Ross, Supplementary Table 1). Similarly sized individuals of each species (Supplementary Table 2) were maintained in aerated seawater (salinity 35, 1.5 ± 0.5°C), and returned to the Biodiversity and Ecosystem Futures Facility, University of Southampton. Surficial sediment (less than 10 cm depth: year 2017, mean particle size = 28.06 μm, organic material, 6.74%; 2018, mean particle size = 26.51 μm, organic material, 6.21%; Solan et al., 2020, Supplementary Table 3 and Supplementary Figure 1) was collected using SMBA box cores in the Barents Sea (year 2017, Station B13, 74.4998°N 29.9982°E, 346 m depth; year 2018, Station B16, 80.1167°N 30.0683°E, 280 m depth, and Station B17, 81.2816°N, 29.3269°E, 334 m depth), sieved to remove macrofauna (500 μm mesh), homogenized by stirring, and transported back to the University of Southampton at ambient temperature (1.5 ± 1°C).

We exposed individuals of Bathyarca glacialis and Astarte crenata to ambient [1–2°C, ∼400 ppm (CO2)] and near-future [3–5°C, ∼550 ppm (CO2)] based on IPCC RCP 4.5 and 6.0 future projections for around the year 2050–2080, IPCC, 2013) temperature and atmospheric carbon dioxide scenarios for the Barents Sea. Aquaria (L × W × H: 20 cm × 20 cm × 34 cm, transparent acrylic) were continually aerated by bubbling a treatment-specific air-CO2 mixture through a glass pipette (Godbold and Solan, 2013) and were filled with 10 cm of homogenized sediment overlain by 20 cm of seawater (∼ 8 L, salinity 34). The aquaria were maintained in the dark and randomly distributed between two insulated water baths within each treatment (Solan et al., 2020). Three B. glacialis were introduced to each of twelve aquaria (n = 36) and six A. crenata were introduced to each of ten aquaria (n = 60). After acclimation to aquarium conditions at ambient temperature and CO2 [30 days, 1–2°C, ∼400 ppm (CO2)], temperature and (CO2) were adjusted manually (1°C and ∼100 ppm CO2 week–1) to achieve the near-future treatment conditions. No mortality was recorded during this period. We periodically measured pH [NBS scale, Mettler-Toledo (United States) InLab Expert Pro temperature–pH combination electrode], temperature and salinity (Mettler-Toledo InLab 737 IP67 temperature–conductivity combination electrode), and total alkalinity (HCl titration by Marianda VINDTA, Canada). Concentrations of bicarbonate (HCO3–), carbonate (CO32–), and pCO2 were calculated from measured pH, total alkalinity, temperature, and salinity (Dickson et al., 2007; Dickson, 2010) using CO2calc (Robbins et al., 2010) with appropriate solubility constants (Mehrbach et al., 1973, refit by Dickson and Millero, 1987) and KSO4 (Dickson, 1990; Supplementary Figures 2, 3).

The bivalves were fed consistently throughout the acclimation and experiment period ad libitum three times per week with 100 ml cultured live phytoplankton (mixed Isochrysis sp., Tetraselmis sp., and Phaeodactylum sp.) at peak culture densities of 15.6 × 106 cells ml–1, 8.6 × 105 cells ml–1, and 14.2 × 106 cells ml–1, respectively. This equates to ∼0.197 g algae per day and represents 9.93 and 6.42% of algal weight/bivalve wet mass in Astarte and Bathyarca, respectively. Uneaten food was observed settled on the sediment surface which was used as an indicator of feeding ad libitum, and overlying sea water was replaced weekly (partial exchange, ∼80%) to prevent the accumulation of excess nutrients. Experiments were run for 120 days (B. glacialis, 21/11/2017–20/03/2018) or 135 days (A. crenata, 8/10/2018 – 19/02/2019) after which animals were removed and fixed in 4% neutral buffered formaldehyde for approximately 1 month before being prepared for histological examination. No premature mortality was recorded.


Histology

Bivalves were selected for histology within a defined size range (A. crenata 25–30 mm shell length; B. glacialis 20–25 mm shell length). For each individual [A. crenata, n = 37 (19 ambient, 18 future); B. glacialis, n = 24 (12 ambient, 12 future)], maximum shell length, height, and tumidity were measured using a digital caliper (±0.01 mm) (Supplementary Table 2), before soft tissue was removed from the shell, wet weighed (±0.001 g), and prepared for histology. Dissection revealed that both species have gonads which infiltrate and partially envelop the digestive diverticula (Figure 1A) so, as it was not tractable to perform a dissection of the germinal tissue, we adopted whole animal histology for reproductive analysis.
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FIGURE 1. Oocyte development in Astarte crenata from the Barents Sea. Transverse histology sections show oocyte development (A) surrounding the digestive diverticula under ambient environmental conditions and (B) in the gonadal alveoli under representative future environmental conditions. Microphotographs show (C) the arrangement of oocytes when within the gonad and (D) oocytes loosely held within the supra-branchial chamber on the ctenidia found in the future environmental conditions. dg, digestive diverticula; ct, ctenidia.


Soft tissue of each specimen was processed for histology according to the protocols described by Lau et al. (2018). In brief, tissue was dehydrated in isopropanol (70–100%), cleared in XTF (CellPath Ltd., United Kingdom) and embedded in 25 mm × 50 mm paraffin wax blocks. Embedded tissue was cut at 6–7 μm, mounted onto slides and stained using hematoxylin Z (CellPath Ltd., United Kingdom), counter stained with eosin Y (CellPath, United Kingdom), and immediately cover-slipped using a DPX mounting medium (Sigma-Aldrich, United Kingdom). Oocytes were captured using a Nikon D5000 digital SLR camera mounted onto an Olympus (BH-2) stereomicroscope and analyzed using ImageJ v 1.48 (Schneider et al., 2012).

Unique oocytes were measured only when a nucleus was visible to ensure the near maximum cross sectional diameter. The size of each oocyte was standardized to the diameter of a circle with an equal aggregate sectional area to the two dimensional section of the imaged oocyte [Equivalent Circular Diameter (ECD), Lau et al., 2018], comparable to the Oocyte Feret Diameter used in previous studies (Higgs et al., 2009; Reed et al., 2014). For each female with more than 100 sectioned oocytes, we calculated the ECD of 100 oocytes in each female (five females and 500 oocytes per treatment in each species). A Chi-squared test of independence was conducted between individual females in each experiment treatment to determine a statistically significant association in oocyte size frequencies (Supplementary Figures 4, 5). Oocyte length frequency distributions for each treatment were pooled to represent the natural variation within individuals, and were analyzed with a Kolmogorov–Smirnov (K–S) test between treatments. All analyses were conducted in R (R Core Team, 2018 v.1.2.5019) and the fishmethods library was used for analysis of the length frequency distribution and K–S test (Nelson, 2019).



RESULTS

Examination of the reproductive organs of A. crenata confirmed 16 females and 21 males with no evidence of hermaphroditism, and one specimen with no discernible gonad tissue. Oocytes were developing in reproductive organs infiltrating the digestive diverticula (Figure 1A) and consisted of interconnected gonadal alveoli (Figures 1B,C). In four specimens in the future climate treatment, oocytes were loosely held within the supra-branchial chamber and reproductive organs simultaneously (Figure 1D). Evidence of primary oogenesis was not observed, however, oocytes measured between 46.96 and 185.08 μm (mean ± SD 122.61 ± 22.84 μm, n = 500) in the ambient conditions (Figure 2A), and 44.61–181.93 μm (mean ± SD 122.48 ± 24.08, n = 500) in the future conditions (Figure 2B), with no notable evidence of atresia. The oocyte size distributions were not treatment specific (2-tailed K–S test, D(116) = 0.062, p = 0.99), and showed a distributional peak between 100 and 150 μm.
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FIGURE 2. Size frequency of oocytes for Astarte crenata from the Barents Sea following incubation (20 weeks) under (A) ambient and (B) representative future climate conditions. There was no difference in distribution between treatments (2-tailed K–S test, D(116) = 0.062, p = 0.99).


Histological examination of reproductive organs of B. glacialis revealed 10 females and 14 males with no evidence of hermaphroditism. Gonads were positioned partially infiltrating the digestive diverticula (Figure 3A) and were observed in densely packed anterior-posterior tubular pouches up to six oocytes across (Figures 3A,B). Oocytes measured between 39.60 and 144.77 μm (mean ± SD 96.77 ± 14.36 μm, n = 500) in the ambient conditions, and 35.07–144.90 μm (mean ± SD 95.03 ± 18.57 μm, n = 500) in the future conditions, with no notable evidence of atresia. The oocyte size distributions were not treatment specific (2-tailed K–S test, D(94) = 0.122, p = 0.81), but showed a peak at 85 μm following exposure to ambient conditions (Figure 4A) and 95 μm following exposure to future conditions (Figure 4B).
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FIGURE 3. Oocyte development in Bathyarca glacialis from the Barents Sea. Transverse histology sections show (A) reproductive organs and oocytes infiltrating the digestive diverticula under ambient environmental conditions and (B) oocyte development under representative future environmental conditions. dg, digestive diverticula. Scale bars = 1 mm.
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FIGURE 4. Size frequency of oocytes for Bathyarca glacialis from the Barents Sea following incubation (20 weeks) under (A) ambient and (B) representative future climate conditions. There was no significant difference in distribution between treatments (2-tailed K–S test, D(94) = 0.122, p = 0.81).




DISCUSSION

We have demonstrated, for two abundant species of Arctic-boreal bivalve, evidence of gametogenic resilience to projected near-future atmospheric carbon dioxide (550 ppm CO2) and sea temperature (+3°C), after a 20 week incubation. Our observations show no difference in oocyte size frequency or physical structure, and in this respect are consistent with other studies (Kurihara et al., 2013; Verkaik et al., 2017). However, the interpretation of reproductive resilience based on a gametogenic response risks the generalization of a fundamental physiological output impacting on population dynamics, and does not take into account prolonged developmental cycles in cold water (Peck, 2016; Moran et al., 2019), or the effects on viability, fertilization, and larval development (Dupont et al., 2010a). The maximum oocyte sizes in A. crenata and B. glacialis are slightly lower than those reported previously (∼200 and 170 μm, respectively, Von Oertzen, 1972; Oliver et al., 1980; see Supplementary Table 4), likely representing different stages of maturity, and are consistent with the current understanding of reproduction in these species. Both species have egg sizes which suggest direct development or short pelagic development (i.e., lecithotrophic) (Ockelmann, 1965), and the small variation in oocyte frequency observed within treatments (Supplementary Figures 4, 5) are akin to continuous spawners with an overlying seasonal intensity in reproduction (Lau et al., 2018), or natural variations in reproductive fitness. However, the presence of eggs in the supra-branchial chamber in four specimens of A. crenata exposed to future conditions is indicative of brooding, a previously unreported reproductive trait that is also supported by the large egg sizes, and formally hypothesized by the presence of adherent eggs and observed internal fertilization within Astartidae (Ockelmann, 1958; Marina et al., 2020).

It is tempting to conclude that our findings indicate resilience of the reproductive stage examined to near-term climatic forcing, but our observations of the successful progression of gametogenesis took place under standard laboratory conditions which, following accepted protocols (e.g., Pansch et al., 2018), include a constant supply of food. This may have inadvertently provided a sufficient supply of energy to overcome the metabolic costs of environmental stress (Cominassi et al., 2020) and mitigated the impact on gametogenesis. Increasing temperature and carbon dioxide concentrations affect species physiology through increased metabolism (Parker et al., 2013; Jager et al., 2016; Leung et al., 2020), and sometimes the suppression of feeding (Stumpp et al., 2012; Kurihara et al., 2013; Appelhans et al., 2014), which directly affects per offspring investment (Moran and McAlister, 2009; Pettersen et al., 2019), and gamete behavior post spawning (Verkaik et al., 2016). Energy stored as gametes can also be reabsorbed and act as a trade-off with fecundity (Stumpp et al., 2012; Verkaik et al., 2017; Rossin et al., 2019). However, considerable physiological resilience to ocean acidification has been demonstrated at various life-cycle stages in bivalves (Dell’Acqua et al., 2019), echinoderms (Verkaik et al., 2017), and corals (Gizzi et al., 2017), and during short incubations, appears to show no significant effects on growth and reproduction in benthic invertebrates (Dell’Acqua et al., 2019), even in food limited scenarios (Goethel et al., 2017). Laboratory experiments have shown that higher food quality and availability has a role in buffering the physiological effects of climate change and ocean acidification (Asnaghi et al., 2013), with positive effects reported in Calanus copepods (Pedersen et al., 2014), bivalves (Thomsen et al., 2013), and barnacles (Pansch et al., 2014). Further, a recent study has demonstrated that ad libitum feeding mediated fish growth rates in ocean acidification and warming scenarios, and suggest that this standard method may not reliably detect the impacts of environmental change in laboratory experiments (Cominassi et al., 2020). In our study, the supply of sufficient and nutrient rich food, common to laboratory experiments, is likely to have moderated the effects of near-future carbon dioxide and temperature controls (Thomsen et al., 2013; Ramajo et al., 2016; Cominassi et al., 2020), and provided the necessary nutrients for successful gamete development. Nevertheless, the physiological fitness of a species and production of gametes does not imply their viability, successful development, or recruitment to the environment (Caroselli et al., 2019).

Environmental change does not only have a direct physical effect on species physiology (Pörtner and Farrell, 2008), but also changes the wider ecosystem, including food-web structures (Wassmann et al., 2006). In polar regions, the seasonal input of nutrient rich primary production originating from ice algae contributes an important seasonal input of organic matter to the benthos (Wassmann et al., 2011; Degen et al., 2016), impacting on biomass (Kêdra et al., 2013), growth (Blicher et al., 2010; Carroll et al., 2011a,b, 2014), benthic community physiology (Ambrose et al., 2006; Carroll and Peterson, 2013), and reproduction (Boetius et al., 2013). It has been consistently shown in polar environments that food has a greater impact on invertebrate physiology than temperature (Brockington and Clarke, 2001; Blicher et al., 2010), and can drive multi-decadal scale patterns in growth (Ambrose et al., 2006; Carroll et al., 2009) and recruitment (Skazina et al., 2013; Dayton et al., 2016). Associated with environmental forcing in the Arctic, there is expected to be a shift in the timings and quality of organic matter input to the benthos, from nutrient-rich ice algae to pelagic phytoplankton derived primary productivity (Arrigo and van Dijken, 2015), associated with thinner sea ice (Lange et al., 2019), and the transition to ice free conditions (Grebmeier et al., 2006; Leu et al., 2011; Polyakov et al., 2012a). Arctic phytoplankton assemblages may display resilience to ocean acidification through natural tolerances and intraspecific diversity (Hoppe et al., 2018), but the increasing unpredictability in quality of organic matter input impacts on the tight pelagic-benthic coupling which characterizes the Arctic (Tamelander et al., 2006; Wassmann et al., 2011; Kêdra et al., 2015). However, the observation that benthic species such as Astarte spp. and Bathyarca glacialis display feeding plasticity also ensures efficient use of available food input throughout the year (Gaillard et al., 2015; De Cesare et al., 2017), which may result in reproductive viability in otherwise unfavorable conditions.

Although gametogenesis may remain unaffected or mediated by food supply as a consequence of near future environmental change, the viability of fertilization and larval development under projected environmental conditions could still compromise successful recruitment (Dupont et al., 2010b; Kroeker et al., 2010; Albright, 2011). Fertilization across taxa has often shown negative responses to increasing carbon dioxide and temperature (e.g., Kurihara et al., 2007; Ericson et al., 2012; Guo et al., 2015; Graham et al., 2015), but results are not always consistent between species (Clark et al., 2009), populations (Thor et al., 2018), sexes (Verkaik et al., 2016), or individuals (Campbell et al., 2016; Boulais et al., 2017). Meanwhile “carry-over” effects and transgenerational plasticity may affect subsequent life cycle stages (Parker et al., 2011; Kong et al., 2019), shifting the development “bottleneck” to later stages, or forcing trade-offs with alternative reproductive traits such as fecundity or egg volume (Chakravarti et al., 2016). Larval development and early life history have also shown inconsistencies in their response to ocean acidification and increasing temperature. The Antarctic urchin Sterechinus neumayeri showed no differences in growth of reproductive tissue (Morley et al., 2016), or larval skeletal development (Clark et al., 2009) after exposure to ocean acidification and increased temperature, but a significant decrease in fertilization, developmental success, and increased developmental aberrations in alternative experiments have been recorded (Ericson et al., 2012; Byrne et al., 2013b). Larval type is also considered important, and planktotrophic larvae which are reliant on pelagic food are considered to be more susceptible than direct developing or non-feeding lecithotrophic larvae (Gutowska and Melzner, 2009; Dupont et al., 2010c; Gray et al., 2019). Consequently, biogeographical variations in larval responses to environmental change are likely to follow global and regional patterns of dominant larval types (Marshall et al., 2012). Here, both A. crenata and B. glacialis have oocyte sizes akin to non-feeding lecithotrophic or direct development (brooding) (Ockelmann, 1965) which is common in Polar species (Marshall et al., 2012), and suggests that food availability will have limited impact on larval development directly.

The lack of consistency between studies demonstrates the complex relationships between ocean acidification and temperature as synergistic stressors on individual reproductive performance (Byrne et al., 2013a; Harvey et al., 2013) and/or natural variations in tolerances within populations (Smith et al., 2019). Recruitment and recovery from disturbance in polar environments is often very slow (years – decades) (Barnes and Kukliński, 2005; Konar, 2013) although our knowledge of Arctic invertebrate reproductive biology remains limited (Kuklinski et al., 2013). The rapid rates of environmental change, however, may be further exacerbated by extreme longevity of organisms at high latitudes (Moss et al., 2016), To understand the effects of environmental change on reproductive ecology it will be important to consider all life history stages (Dupont et al., 2010a), and the role of population variability and plasticity as mechanisms of population resilience to environment change (Byrne et al., 2020). The role of changing food resources in determining reproductive viability in regions experiencing rapid change is presently under appreciated, but will be necessary to understand the links between the environment and reproductive/larval physiology (Goethel et al., 2017). The complex interactions between physiology, the environment, and climate change (Byrne et al., 2013a) will determine future population distributions and local extinction risks (Murdoch et al., 2020). We put forward, therefore, that holistic approaches including projected changes to regional food sources, are required to understand how future conditions may affect reproduction and modify interactions with whole animal physiological characteristics (Pörtner and Farrell, 2008; Dupont and Pörtner, 2013).
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11 June 20 June 23 June 2 July

Number of measurements n = 306 n =356 n =205 n =166
Eq(PAR, 0) Mean (iumol photons m=2 s~ 1) 1750.0 681.2 1205.3 1268.1
SD 111.8 156.5 29.3 53.6
Daily (mol photons m=2 d=1) 68.6 29.3 56.5 49.9
Eq(UVA, 0) Mean (iumol photons m=2 s~ 1) 154.8 68.3 1121 1151
SD 6.0 1.0 17 3.0
Daily (mol photons m=2 d—1) 6.4 3.0 5.2 4.7
Eq(PAR, 2) Mean (jumol photons m=2 s~ 1) 29.3 108.9 241.6 202.1
SD 10.6 50.5 ga.5 100.2
Eq(UVA, 2) Mean (umol photons m—2 s~ 2.5 11.5 26.2 2.4
SD 1.0 55 10.5 10.4

Ka(PAR) Mean 0.07 0.07 0.10 0.13
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Measured Variables

Depth

TC?

TN
NO3~/NO2~
NH4+

EC?

pH

H20

oce

Holocene

0.605
0.394
0.219
0.531
0.151
0.391
0.081
0.379
0.469
0.039*0
0.417
0.3
0.108
0.12
0.037*
0.165
0.435
0.074
0.097

Pleistocene

0.184
0.32

0.444
0.385
0.072
0.494
0.294
0.226
0.287
0.349
0.225
0.505
0.604
0.271
0.567
0.383
0.596
0.239
0.672

Between Epoch

0.009*
0.021*
0.005**¢
0.012*
0.003**
0.021*
0.014*
0.044*
0.033*
0.022*
0.016*
0.027*
0.032*
0.014*
0.016*
0.014*
0.031*
0.008**
0.003**

aTG, total carbon; TN, total nitrogen; EC, electric conductivity; OC, organic carbon.
P45 < 0.05, ©**p < 0.01. Within an epoch, degrees of freedom remaining after fitting
each variable was 1 and degrees of freedom attributed to each variable was also
1. Between epochs, degrees of freedom remaining after fitting each variable was 4
and degrees of freedom attributed to each variable was 1.
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Epoch Depth (cm) Ca°* (SD) Cu?* (+SD) Fe®* (+SD) K°* (+SD) Mg°* (£SD) Mn9* (+SD) Znd* (+SD) Na?* (£SD) P°* (+SD) S°™ (+£SD)

Hea 174-179  0.23(0.07) 18.26(11.7) 0.33(0.19) 0.02(0.01) 0.05(0.02) 19.51(0.5) 1(5) 129 (69) 0.02 (0.0 0.17 (0.006)
H 179-184  0.27 (0.13) 9(1.25) 0.19(0.3 0.02 (0.0) 0.05(0.02) 18.33(1.08) 22 (6) 109 (40) 0.02 (0.004) 0.16(0.03)
H 189-194 4(0.02) 9.65(2) 0.32 (0.03)  0.01(0.001) 0.08 (0.007) 9(2) 8 (2) 146 (12) 0.02 (0. ) 0.12(0.01)
pb 296-301  0.83(0.08) 68 (30) 7(0.24) 0.13(0.01) 0.5(0.07) 153 (57) 137 (9.4) 224 (15) 0.09 (0.0 0.22(0.02)
P 305-310 8 (0.03) 82 (9.5) 1.71(0.02) 0.14(0.03) 0.47 (0.03) 136 (33) 139 (12) 261 (66) 0.09 (0. 002 0.21 (0.03)
P 314-319 1.60 (1) 62 (19) 1.96 (0.22) 0.13(0.006) 0.75 (0.34) 194 (47) 148 (1.4) 261 (65) 1(0.01)  0.16(0.02)

Segments 174-194 cm were associated with Holocene aged DHL_16_1 core and 296-319 cm were associated with Pleistocene aged DHL_16_2 core. “p < 0.01,
*“*n < 0.05. (£SD), standard deviation. @Holocene age, PPleistocene age, ©%(w/w), 9mg/kg.
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Epoch Depth (cm) OC'¢" (£SD) TC'¢" (£SD) TN'" (£SD) GW'¢" (SD) pH** (+SD) NO3 /NO,~9" (£SD) EC®" (+SD) NH,*9" (+SD)

Ha 174-179 95 (3) 47 (4) 1(0.2) 92 (0.8) 3.7 (0.06) 0.9(0.12) 370 (55) 15.5 (3.2)
H 179-184 96 (0.4) 48 (3.6) 1(0.2) 90 (1.4) 3.7 (0.08) 1(0.1) 405 (5) 19 (2.8)
H 189-194 96(0.7) 45(0.6) 0.8 (0.05) 91(1.8) 3.73 (0.03) 1.18 (0.01) 342 (22) 21(0.07)
Po 296-301 22 (16) 7(0.9 6(0.07) 77 (18) 6(0.15) 1 (0.01) 671 (186) 136 (24)
P 305-310 16 (12) 7(1) 5 (0.08) 62 (18) 6.46 (0.04) 1(0.1) 701 (150) 90 (41)
P 314-319 6(0.3) 5(1.4) 4(0.1) 45 (6.2) 6.71 (0.16) 3(0.04) 1106 (422) 90 (42)

Segments 174-194 cm were associated with Holocene aged DHL_16_1 core and 296-319 cm were associated with Pleistocene aged DHL_16_2 core. *p < 0.001,
*o < 0.01. (+SD), standard deviation. 1 OC, organic carbon; TC, total carbon; TN, total nitrogen; GW, gravimetric water content; EC, electrical conductivity. H, Holocene
age, PPleistocene age, °% (w/w), Smg/kg, € S/cm.
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Month Sample n SPM (mg L~ 1) NO, + NO; (umol L-1) PO4 (pmol L~ 1) DOC (wmol L-1) POC (umol L) $13C-POC (%)

May River 1 110.5 3.27 0.06 980 205.65 —265
Fiord SW 7 27.1(£9.2) 0.36 (+ 0.14) 0.11 (0.03) 206 (& 170) 28.5 (+ 11.0) —24.0 (£ 0.8)
Fiord AdW 20 32.3 (+6.8) 0.88 (4 0.96) 0.18 (£ 0.07) 161 (& 127) 29.5 (+5.8) —23.8 (£ 0.8)

June River 7 3485 (+288.0) 7.78 (& 2.56) 0.04 (£ 0.03) 604 (& 550) 549.4 (+ 604.6) —26.5 (& 1.1)
FiordSW 48 29.4 (+7.5) 1.27 (4 1.39) 0.44 (+ 0.67) 196 (+ 193) 41.8 (£ 24.2) —26.2 (+2.1)
Fiord AdW 7 26.1 (+ 3.5) 0.55 (& 0.26) 0.17 (£ 0.05) 139 (+ 139) 25.4 (+ 11.0) —27.4(£13)

August River 7 170.0 (+ 91.6) 12.03 (& 7.45) 0.56 (& 0.67) 43 (£ 19) 789.1 (4 1412.5) —26.5 (£ 1.0)
FordSW 44 46.5 (£ 41.7) 0.93 (+ 2.06) 0.22 (+0.09) 71 (£ 17) 65.4 (+ 99.9) —26.4 (£ 0.8)
Fiord AdW 14 242 (+11.3) 0.72 (+ 0.45) 0.26 (+ 0.07) 77 (£ 11) 19.1 (+8.1) —27.3(£0.9

A complete overview of measured parameters can be found in Supplementary Table S1.
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Station ASGARD Bottom Latitude deploy Longitude deploy Date and time of Date and time of Total time of

name station name depth (m) (degrees decimal (degrees decimal deployment (M/DD recovery (M/DD deployment
minute) minute) HH:MM UTC) HH:MM UTC)

A CBE1 41 63°18.1/ —-168° 27.0 6/07 15:05 6/08 2:40 11h 356m

B DBO2.4 50 64° 58.6/ —169° 52.8' 6/11 10:59 6/1117:29 6h 40m

C DBO3.8 50 67° 40.4' —168° 50.1 6/14 23:10 6/15 4:52 5h 42m

D IL4 42 67° 28.3 —-166° 12.5 6/13 11:57 6/13 20:44 8h 47m

E DBO3.3 49 68°11.1" —167° 18.6 6/15 19:30 6/15 22:55 3h 256m

F CL3 (5y] 69° 2.1 —168° 49.4/ 6/16 19:41 6/17 0:10 4h 29m

G CL1 46 68° 57.8/ —166° 53.8 6/17 21:18 6/18 2:20 5h 2m
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Station Water Bottom  Euphotic POC flux Primary Export Ratio PN §13-C of sinking §15-N of sinking
Name Mass Depth ZoneDepth (gCm2 Productivity (N m~2day™) material (%o) material (%o)
(m) (m) day~") (gCm=2day~")

A BSAW 41 16 2.20+0.19 4.24 052 +0.05 0.40+0.04 —21.08 £0.10 7.51 £0.49

B BSAW 50 24 1.18 £0.10 0.87 1486 £ 0.12 0.21 £0.02 —20.27 £ 0.06 6.23 £ 0.50

C BSAW 50 24 1.39 £0.07 2.15 0.65 £ 0.05 0.21 £ 0.01 —19.94 £ 0.92 6.71 £0.29

D ACW 42 26 0.48 £ 0.03* 0.48 1.00 +£ 0.07 0.47 £ 0.03* —19.55 £ 0.04* 7.20 £1.43"
E ACW 49 30 0.34 £0.03 0.74 0.45 £ 0.04 0.06 + 0.01 —21.64 £043 7.37 £0.17

F ACW 51 38 0.34 £0.05 0.33 1.02+£0.14 0.05 + 0.01 —22.30+£0.15 5.63+0.28

G ACW 46 24 0.17 £0.00 0.23 0.75 £ 0.06 0.03 £ 0.00 —24.03 £0.53 8.50 £ 1.12

Drifting sediment trap sampled at 30 m depth. BSAW, Bering Shelf/Anadyr Waters; ACW, Alaska Coastal Waters.
*Euphotic zone depth deeper than 30 m, the depth of the drifting sediment trap deployment.

**Qutlier of 3 standard deviations higher than other 3 replicates removed from analysis

Pacific Arctic’s extraordinary carbon fluxes.
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Station name Trap name Sampling period Trap depth (m) Bottom depth (m) Latitude (degrees  Longitude (degrees
decimal minute) decimal minute)
B N4 June 26, 2017 to 37 49 64°55.7 —169° 55.1
June 08, 2018
¢ N6 June 17,2017 to 35 50 67° 40.2' —168° 44.7'

June 08, 2018
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Year

Annual ice algae

Annual phytoplankton

Annual zooplankton

production production production
(gCm=2y~") (gCm=2y~") (gC m=2y~)
1992 0(0%) 80.31 40.58
1993 2.23 (4.35%) 48.98 23.19
1994 1.55 (2.40%) 63.05 33.56
1995 0.80 (0.83%) 95.92 49.76
1996 1.81(3.33%) 52,51 27.92
1997 2.44 (3.81%) 61.61 32.66
1998 2.49 (6.76%) 34.33 13.61





OPS/images/fenvs-08-548013/fenvs-08-548013-t004.jpg
Abbreviation Definition

0
Qs
Co
ki

Albedo for ice

Albedo for snow

Surface transmission parameter
Ice attenuation coefficient
Snow attenuation coefficient

Constant of attenuation coefficient
due to algae

Bottom layers thickness

Value

0.70
0.81
0.30
1.50
5.00
3.00

0.05

Units

Unitless

Unitless

Unitless
m—1
m—1
m—1
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Abbreviation

me/z,/s
Mz,

Definition

P12/3 mortality rates

Z4,2 mortality rates

Assimilation efficiency, grazing on P4 2/3, Z1
Assimilation efficiency, grazing on Dy s

Dr ¢ remineralization rate

Dy, remineralization reference temperature
Fraction of dissolved organic matter from detritus
Resuspension rate if T < et

Sedimentation rate if T > tqit

Temperature dependency relationship coefficient

Value

0.05/0.08/0.08
0.2/0.1
0.75
0.30

ep (T) = 0.006 (1 +20 (#jﬂ))
13
0
25
35
0.0582

Units

day~!
day~’
Unitless
Unitless
Unitless
G
Unitless
day—!
m day~
og—T

1
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Abbreviation Definition

e Brine fraction in the sea ice layer

Kwi Molecular diffusion coefficient

Pice Density of sea ice

Pwater Density of seawater

Vn Half-saturation constant for
preferential uptake of nitrate

Init Nitrification rate

) D remineralization rate

€5/ SiO» remineralization rate

Value

05
47 x 1078
900
1026
0.2

0.01
0.01
0.01

Units

Unitless
m? s’
kgm~3
kgm—3
mmol N m~

day~'
day~!
day~!

3
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Abbreviation Definition

Omax
]
Ksavy

Ks(si
Ksipy

Ap

Maximum growth rate
Temperature sensitivity coefficient

Half-saturation constant for
nitrogen

Half-saturation constant for silicate
Half-saturation constant for
phosphorus

Photosynthesis efficiency

Maximum photosynthetic rate

Ice algae mortality rate
Grazing rate

Fraction of diatom which survive
inside the ice

Value

0.86

0.0633

1.6

3.9
0.24

0.08

0.28

0.05
0.086
0.50

Units

day~!
oG-t
mmol N m—3

mmol Si m~3
mmol P m~—3

mgC (mgchl
a)~" h=' (Einst
m—1 871)71
mgC (mgchl
a~'h!
day~!
day~!
Unitless
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