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Editorial on the Research Topic
CFD Applications in Nuclear Engineering

Computational fluid dynamics (CFD) and computational multiphase fluid dynamics (CMFD) methods have attracted great attentions in predicting single-phase and multiphase flows under steady-state or transient conditions in the field of nuclear reactor engineering. The CFD research circle is rapidly expanding, and the CFD topic has been covered in many international conferences on nuclear engineering, such as ICONE, NURETH, NUTHOS, and CFD4NRS, which greatly extends the forum to exchange information in the application of CFD codes to nuclear reactor safety issues.
Currently, more and more scholars are devoting their efforts to CFD study in the nuclear engineering community, and a series of valuable research results have emerged in recent years. Therefore, this research topic was proposed, and the issue was organized by Tian from Xi'an Jiaotong University, Petrov from University of Michigan, Erkan from the University of Tokyo, Liao from Helmholtz-Zentrum Dresden-Rossendorf, and Wang from Xi'an Jiaotong University, aiming to share the most advanced progress and innovations related to CFD study in nuclear engineering around the world.
In this topic, the CFD simulation in rod bundles is carried out, and the simulation results are validated based on the LDA measurement in a 5 × 5 rod bundle installed with two split-mixing-vane grids (Xiong et al.). The models of internal heating and natural convention buoyancy, as well as the models of WMLES turbulence and phase changing, were applied in the open-source CFD software OpenFOAM to perform numerical simulations of the COPRA single-layer molten pool experiment (Xi et al.). Three-dimensional computational fluid dynamic (CFD) simulations were performed to study the long-term heat removal mechanisms in the General Atomics' Modular High Temperature Gas-cooled Reactor (MHTGR) design during a P-LOFC accident (Wang et al.). The transient hydraulic characteristics of multistage centrifugal pump during start-up process were also studied using the CFD method (Long et al.).
In terms of two-phase flow simulation using the CFD method, the capabilities and advantages provided by a model that includes an elliptic-blending Reynolds stress turbulence closure (EB-RSM), allowing fine resolution of the velocity field in the near-wall region, are tested over a large database (Colombo and Fairweather). Ling et al. (2020) present a numerical simulation of subcooled flow boiling at a high-pressure condition. An interface tracking method, VOSET, was used to handle the moving interface, and conjugate heat transfer between the wall and the fluid was included in the numerical model. A comparison of the CFD simulation results with the high-resolution experimental data from a helical coil experimental setup operated with a mixture of water and air is discussed, with special emphasis on two-phase pressure drops and void fraction distributions (Che et al.). Zeng et al. studied the detailed helium bubble rising behavior in the cross-type channel using CFD software ANSYS Fluent.
With the rapid development of the GEN-IV reactors, the application of CFD in liquid metal flow and heat transfer is also widely accepted. Chai et al. performed the wall-resolved large-eddy simulation (LES) to study the flow and heat transfer properties in a turbulent channel at low Prandtl number. The numerical study on the 19-pin wire-wrapped assembly cooled by lead–bismuth eutectic in liquid metal cooled reactor was also carried out using the CFD method (Li et al.).
Park et al. summarizes the recent activities in the development of SOPHIA code using smoothed particle hydrodynamics (SPH), which is effective to solve the nuclear safety issues encountered in natural disasters and severe accidents accompanied by highly nonlinear deformations. Numerical simulation and validation of aerosol particle removal by water spray droplets with OpenFOAM during the Fukushima daiichi fuel debris retrieval was performed by considering the collection mechanisms of inertial impaction, interception, and Brownian diffusion (Liang et al.).
Finally, 12 articles in total from the United States, Europe, Japan, Korea, and China were collected, to show the recent progress of CFD study in nuclear engineering around the world. This research topic covers across both light water reactors and liquid metal cooled reactors and is definitely a pioneer in this field. It provides valuable references, guidelines, and is leading a fast-forwarding progress for the application of CFD in the nuclear reactor thermal hydraulic analysis. Anyway, we have to confess that the CFD is still developing, and more efforts are required to make it play a more significant role in the nuclear reactor design and safety analysis. We are planning to initiate a new special issue on the “CFD in Numerical Nuclear Reactor” in future. Please feel free to contact us if you have any questions or suggestions.
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The accurate prediction of bubbly flows is critical to many areas of nuclear reactor thermal hydraulics, mainly, but not only, in relation to the key role bubble behavior plays in boiling flows. Large scale computations of flows with hundreds of thousands of bubbles are possible at a reasonable computational cost using computational fluid dynamic, multi-fluid Eulerian-Eulerian models. The main limitation of these models is the need to entirely model interfacial transfer processes with proper closure relations. Here, the capabilities and advantages provided by a model that includes an elliptic-blending Reynolds stress turbulence closure (EB-RSM), allowing fine resolution of the velocity field in the near-wall region, are tested over a large database. This database includes mostly monodispersed bubbly flows over a wide range of operating conditions and geometrical parameters, including upward and downward pipe flows, large diameter pipes and a square duct. The model shows encouraging accuracy and robustness, with good agreement over most void fraction distributions and accurate prediction of the magnitude and position of the near-wall void fraction peak. The model does not include any wall force, avoiding all the related uncertainties, and the prediction of the void fraction peak relies on the fine resolution of the near-wall pressure gradient induced by the turbulence field. Overall, the EB-RSM allows accurate resolution of the velocity and turbulence field near the wall, and the transition to this and similar turbulence closures is of value in assisting the ongoing quest for thermal hydraulic models that are accurate and of general applicability. Additional modifications to the near-wall modeling approach, which is still based on its single-phase counterpart, may be required to deal with high void fraction conditions and, in the overall model, additional improvements to momentum and, most importantly, bubble-induced turbulence closures are desirable.

Keywords: bubbly flows, nuclear thermal hydraulics, computational fluid dynamics, multi-fluid model, Reynolds stress model


INTRODUCTION

Bubbly flows are frequent in nature and in numerous industrial and engineering applications. Bubbles dispersed in a continuous liquid promote mixing in the liquid phase and large interfacial areas in industrial processes that cause high rates of heat and mass transfer between the phases or the different fluids/components (Lehr et al., 2002; Risso, 2018). In nuclear thermal hydraulics, bubbly flows have a critical role in boiling, and therefore impact the operation, safety limits and accident response of water-cooled reactors. Detailed knowledge of the behavior and size distribution of bubbles is essential for the accurate prediction of boiling, three dimensional void fraction distribution and evolution of the flow regime in boiling flows. Given its impact on nuclear reactor thermal hydraulics, a significant amount of recent research has been focused on improving our understanding of, and predictive capability for, gas-liquid bubbly flows (Mimouni et al., 2010, 2015; Hosokawa et al., 2014; Colombo and Fairweather, 2015; Hazuku et al., 2016; Lucas et al., 2016; Sugrue et al., 2017; Liao et al., 2018; Lubchenko et al., 2018).

The presence of two or more phases complicates the physics of the flow and their multiple interactions make modeling particularly challenging. The liquid phase alters the motion and distribution of bubbles, which mutually impact the continuous phase flow in multiple ways (Liu and Bankoff, 1993a,b; Feng and Bolotnov, 2017). Bubble size distribution continuously evolves, driven by collision and coalescence between bubbles, which can also breakup following interactions with the continuous fluid phase (Liao et al., 2015; Colombo and Fairweather, 2016; Liu and Hibiki, 2018). Most of the time, these processes that impact the large scale fluid behavior are governed by phenomena at much smaller scales (Prince and Blanch, 1990; Legendre and Magnaudet, 1997; Martinez-Bazan et al., 1999; Liao and Lucas, 2009, 2010; Feng and Bolotnov, 2017, 2018). This multiscale complexity has limited the accuracy achievable with empirical or one-dimensional modeling approaches, and is driving the development of computational fluid dynamic (CFD) models given their increased ability to account for small scale physical effects on the three-dimensional fluid motion (Bestion, 2014; Liao et al., 2018; Podowski, 2018).

Recently, a significant research effort has been dedicated to the development of more advanced CFD models for bubbly flows. Significant improvements have been made in interface tracking/resolving methods which are able to resolve all the interfacial details of each individual bubble and that are helping to improve understanding of many still poorly known physical details (Santarelli and Fröhlich, 2016; Feng and Bolotnov, 2017; Magolan et al., 2017; Mehrabani et al., 2017; Chen et al., 2019; du Cluzeau et al., 2019). However, these methods are computationally expensive and remain prohibitive when more than a few hundred bubbles are present. Therefore, for industrial flows and applications where hundreds of thousands of bubbles may be present, Eulerian-Eulerian multi-fluid models remain the preferred choice (Hosokawa and Tomiyama, 2009; Rzehak and Krepper, 2013; Colombo and Fairweather, 2015; Mimouni et al., 2017; Liao et al., 2018). In these approaches, field equations are averaged and interfacial transfer processes entirely modeled by means of often empirically-based closure relations that clearly impact the overall accuracy and applicability of the models. At present, no general agreement has been found on the best closure models available, and the use in these of multiple adjustable constants, eventually optimized on a case-by-case basis over limited experimental databases, remains a major constraint (Lucas et al., 2016; Podowski, 2018).

Momentum transfer governs the dynamic interaction between bubbles and the liquid phase and is modeled by introducing interfacial force terms. In bubbly flows, the lift force has received special attention, with it being the major driver of the bubbles' transverse motion and the accumulation of near spherical bubbles near the wall, and large cap bubbles in the center, of closed ducts. Near the wall, the addition of a wall force has been used to prevent bubbles moving below a certain distance from the wall. In the literature, general agreement on a unified formulation has not been reached and numerous lift-wall formulations exist that often differ only in the value of some model coefficients (Colombo and Fairweather, 2019). In addition to this uncertainty, not only the validity of some of the modeling assumptions, but the entire existence of the wall lubrication force, essentially introduced to predict the correct wall-peaked near-wall void fraction profiles in closed ducts, has been recently questioned. Rzehak et al. (2012) have questioned the linear decrease of the wall force with the distance from the wall, and the accuracy of the widely used model of Antal et al. (1991). More recently, Lubchenko et al. (2018), have predicted the wall-peaked void profile in bubbly flows with a modified expression for the turbulence dispersion force, but without the direct action of any wall lubrication force. The authors' work started from the observation, supported by measurements (Hassan, 2014) and interface tracking results (Lu and Tryggvason, 2013), that the liquid film that, in wall lubrication theory, remains between the bubble and the wall, is either negligibly small or absent.

Another open area in multi-fluid modeling is the development of multiphase turbulence closures. At the present time, the most often adopted strategy consists in adding specific source terms to the turbulence model equations to account for bubble-induced turbulence. Although significant advances have been made in recent years, particularly in modeling based on the conversion of energy from drag to turbulence kinetic energy in bubble wakes (Troshko and Hassan, 2001; Rzehak and Krepper, 2013; Ma et al., 2017; Magolan et al., 2017), turbulence modeling still often relies on the eddy viscosity assumption (Yao and Morel, 2004; Rzehak and Krepper, 2013; Sugrue et al., 2017; Liao et al., 2018). In contrast, second moment closures have only been applied in a few studies (Lopez de Bertodano et al., 1990; Lahey et al., 1993). The necessity for moving beyond the limiting assumptions of eddy viscosity based approaches is well-documented in single-phase flows (Benhamadouche, 2018), and similar arguments can be made for multiphase flows. Using Reynolds stress based closures, it has been demonstrated that turbulence and its modeling can have an additional impact on the distribution of the dispersed phase (Ullrich et al., 2014; Santarelli and Frohlich, 2015) and, as an example in nuclear thermal hydraulics, in the prediction of flow rotation effects induced by mixing blades in pressurized water reactor coolant channels (Mimouni et al., 2017). Advances in bubble-induced turbulence modeling for implementation in Reynolds stress closures have also recently been achieved (Colombo and Fairweather, 2015; Parekh and Rzehak, 2018).

In a recent paper, we made a preliminary assessment of the additional impact that flow turbulence has on the bubble distribution through the pressure gradient in the fluid phase generated by the anisotropic turbulence field (Colombo and Fairweather, 2019). This was captured using an elliptic-blending Reynolds stress model (EB-RSM) implemented in the STAR-CCM+ CFD code that, to the best of the authors' knowledge, represented the first application of near-wall modeling to bubbly flows. Improved near-wall predictions of multiple quantities were achieved and, through the action of the pressure gradient induced by the turbulence field, accurate prediction of the usual near-wall peak in the void fraction distribution was found without the need for any additional wall force. In the present work, the accuracy of the same multi-fluid model coupled with the EB-RSM is tested against a large database of air-water bubbly flows and its assessment extended over a significantly wider range of conditions. The EB-RSM is coupled with a set of momentum transfer interfacial closures previously assessed with other turbulence models and a specific source for bubble-induced turbulence modeling and, initially, this model is compared against a high-Reynolds number RSM that was previously tested against a similarly large database (Colombo and Fairweather, 2015). Given the already mentioned abundant availability of slightly different and not extensively validated models (Lucas et al., 2016), assessment against a large database including a wide range of conditions is particularly important. The databases used in this paper therefore include, in addition to commonly used upward flows in pipes, other flows less frequently or never tested such as downward flows, large pipes and a square duct. To focus on momentum transfer and turbulence closure effects without adding the additional complication of a population balance model, some effort is taken to limit as much as possible the database to monodispersed bubble diameter distributions that can be characterized reasonably well by a single value of the average bubble diameter. The advantages of RSM closures and near-wall modeling in comparison to more standard methodologies in the critical area of reactor thermal hydraulics are highlighted, and areas for further improvements identified and discussed.



COMPUTATIONAL FLUID DYNAMIC MODEL

The CFD model employed is a two-fluid Eulerian-Eulerian model, where a set of averaged conservation equations is solved for each phase. Given the focus on air-water bubbly flows, only continuity and momentum balances are solved, with the phases treated as incompressible with constant properties:
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In the above equations, U is the velocity and p the pressure. τ and τRe are the laminar and turbulent stress tensors, respectively, and g is the gravitational acceleration. ρk and αk are the density and the volume fraction of phase k although, for simplicity, in the following we will refer to α only to identify the void fraction of the gas phase. The last term on the right hand side of Equation (2) is the interfacial momentum transfer source Mk and includes drag, lift and the turbulent dispersion force. Wall lubrication, following wall-peaked void fraction profiles obtained even in the absence of any wall force when a Reynolds stress turbulence model is used (Ullrich et al., 2014; Colombo and Fairweather, 2019), and the reported uncertainties in its theoretical foundation (Lubchenko et al., 2018), is neglected. Also, the virtual mass force is neglected in view to its negligible effect in the considered multiphase flow conditions (Politano et al., 2003; Rzehak and Krepper, 2013; Colombo and Fairweather, 2015).

The drag force expresses the resistance opposed to bubble motion by the surrounding liquid and is modeled using the correlation of Tomiyama et al. (2002a):

[image: image]

The model is a function of the Eötvös number (Eo = ΔρgdB/ σ, where σ is the surface tension and dB the diameter of the bubbles) and accounts for the effect of the bubble aspect ratio E on the drag coefficient CD:

[image: image]

Experimental evidence shows that the bubble aspect ratio and drag coefficient increases near the wall, causing a reduction in the relative velocity between the bubbles and the fluid (Hosokawa and Tomiyama, 2009). Consistently with this, in Equation (4) the aspect ratio tends to a value of 1 (spherical bubble) at the wall and reduces with distance from the wall, yw, to approach a reference value E0 calculated from the correlation of Welleck et al. (1966). In Equation (3), F is also a function of the bubble aspect ratio (Tomiyama et al., 2002a).

In a shear flow, each bubble experiences a lift force perpendicular to its direction of motion that impact the lateral movement of the bubble and the void fraction distribution. Overall, the lift coefficient is positive for spherical bubbles and pushes them in the direction of lower liquid, and higher relative, velocity, i.e., toward the wall in upflow, resulting in typical wall-peaked void fraction profiles, and toward the center of the duct in downflow. For larger and more deformed non-spherical bubbles, the lift force reverses its direction, producing a shift in void fraction profiles from wall-peaked to core peaked. as observed in numerous upflow experiments (Tomiyama et al., 2002b; Lucas et al., 2005, 2010). Over the years, agreement with experiments has been reported using values of the lift coefficient ranging from 0.1 (Wang et al., 1987; Yeoh and Tu, 2006) to 0.5 (Mimouni et al., 2010), and there remains a lot of uncertainty on the best possible model available. Numerous authors have used the correlation of Tomiyama et al. (2002b) that also predicts the change in sign of the lift coefficient. In this work, a constant value CL = 0.1 is adopted, following good agreement over a wide range of experimental conditions found by Colombo and Fairweather (2015) and in the work of other authors (Lopez de Bertodano et al., 1994; Lahey and Drew, 2001). Overall, the choice of a constant positive value of the lift coefficient will limit the applicability of the model to polydispersed bubbly flows, but is acceptable in the present work where only experimental conditions exhibiting a positive lift force coefficient were selected. In addition, as a consequence of the much more refined resolution near the wall required by the EB-RSM, very high lift values would be predicted in the small cells adjacent to the wall and at a distance much smaller than the bubble diameter. Therefore, and in the absence of a physically based approach, the lift force is decreased at a distance from the wall lower than the bubble diameter, to approach zero at the wall (Shaver and Podowski, 2015):
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The model of Burns et al. (2004) is used to model the turbulent dispersion force:
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In Equation (6), Ur is the relative velocity between the phases, νt, c the turbulent kinematic viscosity of the continuous phase and σα the turbulent Prandtl number for the volume fraction, assumed equal to 1.0.


Multiphase Turbulence Modeling

Turbulence is resolved in the continuous phase only using the EB-RSM (Manceau and Hanjalic, 2002; Manceau, 2015), based on an extension of the single-phase transport equations for the Reynolds stresses Rij = [image: image]/ρc (CD-adapco, 2016):
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Here, Pij is the turbulence production due to shear and Dij the diffusion of the turbulent stresses, modeled following Daly and Harlow (1970). The turbulence energy dissipation rate εij is modeled following the isotropic hypothesis. Φij is the pressure-strain correlation and accounts for the redistribution of the turbulence kinetic energy between the stress components. Away from the wall, the pressure-strain is modeled using the “SSG model” model (Speziale et al., 1991), which is quadratically non-linear in the turbulence anisotropy tensor aij:

[image: image]

In Equation (8), Sij and Wij are the strain and the rotation rate tensors. In the elliptic-blending formulation (Manceau and Hanjalic, 2002; Manceau, 2015), the SSG model is blended with a near-wall model that predicts the correct asymptotic behavior of the turbulent stresses near the wall. In this way, the flow can be entirely resolved in the near-wall region, without the need of imposing the velocity via a wall function. The near-wall model for the pressure-strain reads:
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In Equation (9), n are the components of the wall-normal vector. Blending between the near-wall and the SSG model is achieved using the elliptic relaxation function αEB, calculated by solving an elliptic relaxation equation with the αEB = 0 wall boundary condition:

[image: image]

Here, L is the turbulence length scale given by L = Cl max (Cην3/4ε−1/4,k3/2ε−1). Near-wall blending, in addition to the pressure-strain, is also enforced for the turbulence energy dissipation rate:
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The bubble-induced turbulence contribution to the continuous phase turbulence field is included by assuming that the energy lost by the bubbles to drag is converted into turbulence kinetic energy in the bubble wakes (Troshko and Hassan, 2001; Rzehak and Krepper, 2013). Source terms can accordingly defined for the turbulence kinetic energy and dissipation rate transport equations:
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Here, Fd is the drag force and τBI the timescale of the bubble-induced turbulence. This is modeled, following Rzehak and Krepper (2013), from the turbulence velocity scale and the bubble length scale. The constant KBIis introduced to account for the modulation of the turbulence source, with its value optimized to 0.25 following comparison with a large database of bubbly flows (Colombo and Fairweather, 2015). The bubble-induced turbulence source in Equation (13) needs to be partitioned amongst the normal Reynolds stress components for use with the EB-RSM approach. In a previous work, we have obtained good agreement with experimental data by apportioning a higher fraction of the bubble-induced contribution to the streamwise direction, and the same assumption is used here (Colombo and Fairweather, 2015):
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In view of the low value of the density ratio in air-water bubbly flows, and the consequent much smaller values of the Reynolds stresses in the gas-phase, turbulence is resolved only in the continuous phase, while it is derived from this in the dispersed gas phase (Gosman et al., 1992; Behzadi et al., 2004). Values of the model coefficients used can be found in Table 1.


Table 1. Coefficients used in the turbulence model.
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Numerical Settings

Numerical simulations were performed using the STAR-CCM+ code (CD-adapco, 2016). For pipe flows, a radial slice of the geometry was considered, whereas a quarter section of the domain was employed for the square duct. At the inlet, constant phase velocities and void fractions were imposed. An isotropic inlet turbulence profile with 2% turbulence intensity was also imposed at the inlet, to facilitate the development toward fully-developed conditions. At the outlet, a fixed pressure boundary condition, and zero gradient conditions on all the other variables, were employed. At the wall, no-slip boundary conditions were enforced on the velocity, with a zero value imposed for the turbulence stresses and the asymptotic limit ε = 2ν (k / yw)yw → 0 used for the turbulence energy dissipation rate. At the wall, the elliptic relaxation function αEB was set to zero, while a constant value equal to one was imposed at the inlet. On the lateral surfaces of the section, symmetry boundary conditions were imposed on all variables. Convective terms were discretized using second order upwind schemes and the pressure-velocity coupling was solved using a multiphase extension of the SIMPLE algorithm. Simulations were advanced implicitly in time using a second order scheme and, after an inlet development region, fully developed steady-state conditions were reached before recording the results. Strict convergence of residuals as ensured and the mass balance was checked to ensure an error always <0.1 % for both phases.

Grid sensitivity studies ensured that solutions independent of the mesh resolution were reached. Given that significant resolution is needed to properly resolve the near-wall region, the first near-wall cell in the mesh employed was always located at a non-dimensional distance from the wall of y+ ~ 1. A sensitivity study is reported in Figure 1 for one of the experiments from Hosokawa and Tomiyama (2009) (experiment H22 in Table 2). Specifically, the figure shows the radial profiles of the water mean velocity, the air void fraction, the radial turbulent stress (responsible for the radial pressure gradient and its impact on the bubble distribution) and the turbulent shear stress. Values are plotted as a function of the non-dimensional radial co-ordinate, which equals 0 in the center of the pipe and 1 at the pipe wall. Three different meshes were tested, having a number of mesh elements equal to 256 × 250 (on the surface perpendicular to the main flow motion and the axial direction, respectively), 420 × 400 and 975 × 750. Both velocity (Figure 1A) and void fraction (Figure 1B) do not show any appreciable difference even from the low to the medium refinement. For the radial normal stress and the turbulent shear stress in Figures 1C,D, some changes are visible from the low to the medium refinement, while no additional differences are found from the medium to the high refinement. Therefore, the mesh with medium refinement (168,000 elements) was used in the simulations. Comparable refinements were used for the other experiments. Given the fact that Hosokawa and Tomiyama (2009) employed a pipe of small diameter, a significantly higher number of elements was necessary for the larger diameter pipes, and 1,280,000 elements were employed for the square duct of Sun et al. (2014) (more details on the specific experiments are provided in the following section).


[image: Figure 1]
FIGURE 1. Mesh sensitivity study for experiment H22 from Hosokawa and Tomiyama (2009): (A) water mean velocity; (B) air void fraction; (C) radial turbulent stress; (D) Reynolds shear stress.



Table 2. Experimental database.
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RESULTS AND DISCUSSION


Experimental Database

The CFD model will be assessed against a database built using measurements from a number of literature datasets. These includes measurements in vertical upward pipe flows from the works of Liu (1998); Hosokawa and Tomiyama (2009), and Liu and Bankoff (1993a,b) in downward pipe flows from Kashinsky and Randin (1999), in large vertical pipes using the TOPFLOW facility (Shawkat et al., 2008; Lucas et al., 2010), and in a vertical square duct flows (Sun et al., 2014).

The data include a large variety of liquid and gas flow rates, void fractions, bubble diameters and geometries. Since the work described focused on the modeling of multiphase turbulence and interfacial momentum transfer, experiments having as much as possible a monodispersed bubble size distribution were selected as these can be effectively simulated using a constant value of the bubble diameter. Since the present database extends to cases at a high void fraction (for a bubbly flow), it is difficult to assume a monodispersed bubble size distribution in some instances. However, data that showed a marked wall-peaked (in upflow) and core-peaked (in downflow) void fraction profile were selected, allowing the use of a constant lift coefficient. Liquid and gas superficial velocities, and averaged values of the void fraction and the bubble diameter, were used to obtain the correct inlet conditions in the experiments. For the experiments of Liu (1998) and Shawkat et al. (2008), corrections to the nominal gas velocity and averaged void fractions were made from integration of measured radial profiles.

Hosokawa and Tomiyama (2009) measured liquid and gas velocities, void fraction, turbulence in the liquid phase, and bubble number and shape in a vertical upward pipe flow of inside diameter 25 mm. Liu (1998) studied vertical upward flows of air bubbles in water in a pipe of inside diameter 57.2 mm, measuring the liquid velocity, turbulence and the void fraction. In the present simulations, the liquid superficial velocity and the averaged void fraction were imposed, and the latter was used to adjust the gas velocity to achieve the correct flux of air at the measurement position. Liu and Bankoff (1993a) measured liquid and gas velocities, turbulence levels, void fraction and bubble diameter in an upward air-water bubbly flow in a pipe of inside diameter 38 mm. Kashinsky and Randin (1999) measured liquid velocity, turbulence and void fraction in downflow conditions inside a pipe of diameter 42.3 mm. Shawkat et al. (2008) measured upward air-water bubbly flows in a much larger vertical pipe, having a diameter of 200 mm. Liquid and gas velocities and turbulence, void fraction and bubble diameter were measured. A large pipe, having diameter of 195.3 mm, was also used in the TOPFLOW facility (Lucas et al., 2010) to measure bubble size distribution and evolution using the wire-mesh sensor technique. Gas velocity profiles were also measured. Finally, Sun et al. (2014) measured void fraction, bubble diameter and frequency, water velocity and turbulence kinetic energy in a vertical upward bubbly air-water flow in a square duct of side length 136 mm. Details of the experiments are summarized in Table 2. Given that some of the experiments have been used multiple times in previous works [see, for example, Rzehak and Krepper (2015), Rzehak et al. (2017), Parekh and Rzehak (2018), and Magolan and Baglietto (2019)], to reduce confusion and favor consistency we have tried as much as possible to maintain the same naming convention.



Comparison With High-Reynolds Number RSM

In this section, using a first set of simulation results, the EB-RSM predictions are compared with existing results from a previously assessed high-Reynolds number model based on the SSG Reynolds stress model. Details of the model can be found in one of our previous publications (Colombo and Fairweather, 2015). Results are compared against experiments LB18 from Liu and Bankoff (1993a) (Figure 2), H22 from Hosokawa and Tomiyama (2009) (Figure 3) and L22A from Liu (1998) (Figure 4). On the ordinate, the plots show the void fraction, mean liquid (and gas where available) velocity and radial profiles of the turbulence kinetic energy, and the r.m.s. of the velocity fluctuations for Liu and Bankoff (1993a) and Hosokawa and Tomiyama (2009).


[image: Figure 2]
FIGURE 2. Comparison of EB-RSM simulation results against the SSG model with high-Reynolds number wall treatment for experiment LB18. Radial profiles of: (A) void fraction; (B) water and air mean velocities; (C) axial and radial normal stresses; (D) Reynolds shear stress.



[image: Figure 3]
FIGURE 3. Comparison of EB-RSM simulation results against the SSG model with high-Reynolds number wall treatment for experiment H22. Radial profiles of: (A) void fraction; (B) water mean velocity; (C) turbulence kinetic energy; (D) r.m.s. of water velocity fluctuations (for the EB-RSM only).



[image: Figure 4]
FIGURE 4. Comparison of EB-RSM simulation results against the SSG model with high-Reynolds number wall treatment for experiment L22A. Radial profiles of: (A) void fraction; (B) water mean velocity; (C) turbulence kinetic energy.


This first comparison serves as an assessment of the capabilities of the EB-RSM compared with a more tested model. The models show similar capabilities and good accuracy. Void fraction profiles (Figures 2A, 3A, 4A) have the typical and expected wall-peaked features and are in very good agreement with the experiments. Most importantly, the magnitude and location of the wall peak are well-predicted by the EB-RSM without the addition of any wall force, and the relative uncertainties connected to a formulation that is, unavoidably, at least partially empirical. This is achieved because, as a consequence of the radial turbulent stress, a radial pressure gradient is generated in the liquid phase and bubbles are pushed toward the pressure minimum in the near-wall region. The radial behavior of the pressure for the three experiments considered is shown in Figure 5. Although the variation in pressure is only a few Pascal, it acts over a few millimeters and is sufficient to affect the bubble distribution and, in the near-wall region, to produce the wall-peaked void fraction profile. Clearly, this pressure gradient, being related to the radial turbulent stress, can only be predicted with accuracy if the anisotropic structure of the turbulence field is accounted for through a Reynolds stress turbulence model, and the near-wall region properly resolved without resorting to wall functions.


[image: Figure 5]
FIGURE 5. Radial pressure gradient predicted by the EB-RSM for experiments: (A) L18; (B) H22; (C) L22A.


Velocity profiles are also in good agreement with experiments and very similar predictions are found between the two models (Figures 2B, 3B, 4B), although the EB-RSM provides a much more refined resolution in the near-wall region. Turbulence predictions are in agreement with data for Hosokawa and Tomiyama (2009) (Figure 3C) and Liu (1998) (Figure 4C), although both models show discrepancies for Liu and Bankoff (1993a) (Figures 2C,D), for which turbulence levels and the Reynolds shear stress are underpredicted. Additional discussion of these discrepancies will be provided later when predictions with additional data from the same database are presented. It is worth noting here that, while specifically the streamwise, but also the radial, r.m.s. velocities are underpredicted in experiment LB18, much better agreement is found in all three co-ordinate directions for experiment H22 (Figure 3D) from Hosokawa and Tomiyama (2009), proving the models' ability to predict the anisotropic turbulence structure. Away from the wall, predictions from the two models are similar. Near the wall, in contrast, the EB-RSM's higher resolution provides a much improved prediction of the turbulence kinetic energy peak, at least for the cases where turbulence measurements near the wall are available (Figures 3C,D, 4C). In contrast, the SSG model employs a high-Reynolds formulation and wall functions near the wall. For this reason, the first near-wall cell is located at a non-dimensional distance from the wall of y+ ~ 30, necessary for the wall function to be valid, and the formulation is not able, as expected, to predict the near-wall peak. Overall, the superior capabilities of the EB-RSM in the near-wall region, and their impact on model predictions, in particular, for the void fraction and turbulence in the fluid phase, suggests that models with near-wall modeling capabilities should be adopted wherever possible. For this reason, only predictions from the EB-RSM will be addressed in the following.



Upward Pipe Flows

In this section, results from the comparisons against the remaining upward pipe flows (excluding large diameter pipes that will be addressed separately) in the database are discussed, and these include the cases from Hosokawa and Tomiyama (2009), Liu and Bankoff (1993a) and Liu (1998). Void fraction profiles were almost always found to be in good agreement with experiments, and Figure 6 provides some examples. Discrepancies are only found in experiment H12 (Figure 6A) in the center of the pipe, and these can be attributed to the presence of some larger bubbles that cannot be predicted using a constant positive value of the lift coefficient. From Hosokawa and Tomiyama (2009), measurements show how a tail of bubbles in the range 6–8 mm is present in the bubble size distribution of this experiment only. The predictions remain accurate at large void fractions, approaching or even exceeding 0.4, such as in experiments LB3 and LB21 (Figure 6B), although for larger liquid velocities (LB33, Figure 6C), the model has a tendency to overpredict the void fraction peak. Overall, the accuracy of the model, even without the addition of any wall force contribution, is encouraging. Clearly, improvements to the lift model, allowing it to predict the change in sign of the lift coefficient, are necessary to extend the overall model's applicability to polydispersed bubbly flows.


[image: Figure 6]
FIGURE 6. Radial void fraction profiles predicted by the EB-RSM compared against experiments in upward pipe flows: (A) H12; (B) LB21; (C) LB33.


Velocity profiles are in general in good agreement with data, and well-predicted in the very near-wall region (Figure 7A), for cases where the void fraction is not excessively high. At high void fraction, the velocity, driven by bubble buoyancy, tends to peak at the wall (Figures 7B,C), and specific modifications to the drag and near-wall turbulence models might be necessary. Overall, the velocity profiles are almost flat and the slight decrease toward the center of the pipe causes the discrepancies in the prediction of the turbulent shear stress mentioned previously (Figure 2D). It is worth noting that in Liu and Bankoff (1993a) measurements were taken at the shortest distance from the inlet and the turbulent shear stress behavior is not entirely consistent with the close-to-flat velocity profile also observed in the experiments (Figures 2C,D). Additional model testing is therefore desirable, although detailed experimental characterization of the turbulence structure in pipe flows is not frequently found in the literature. The relative velocity, mainly governed by the drag model, tends to be underpredicted on occasion (Figure 7C), contributing to the peak in the liquid velocity profile.


[image: Figure 7]
FIGURE 7. Radial water and air (where available) mean velocity profiles predicted by the EB-RSM compared against experiments in upward pipe flows: (A) H12; (B) LB3; (C) LB33.


Overall, the area in need of most improvement is multiphase turbulence modeling, and the model for bubble-induced turbulence specifically. Although accurate in many cases (Figures 8A, 3C, 4C) discrepancies are found, with the data from Liu and Bankoff (1993a) generally underpredicted (Figure 8C). It is therefore necessary to progress beyond the simple constant values used in the bubble-induced source and the partitioning of this between the different stresses [Equations (13,15)]. Nevertheless, available measurements confirm how the near-wall resolution allows accurate prediction of the peak in the turbulence kinetic energy at the wall (Figures 8A,B).


[image: Figure 8]
FIGURE 8. Radial profiles of turbulence kinetic energy, (A,B), and r.m.s. of water velocity fluctuations (C) predicted by the EB-RSM compared against experiments in upward pipe flows: (A) H12; (B) L11A; (C) LB33.




Downward Pipe Flows

This section extends the previous comparisons, limited to upflow cases, to downward flow conditions. In these flows, the bubbles travel at a lower velocity with respect to the liquid phase, and the same lift force pushes them toward the higher relative velocity region that is now in the center of the pipe. This produces core-peaked void fraction profiles, such as those shown in Figures 9A,D for the experiments of Kashinsky and Randin (1999). This behavior is predicted by the model which maintains consistent predictions of the void fraction and shows very good agreement in the near-wall region.


[image: Figure 9]
FIGURE 9. Radial profiles of the void fraction, (A,D), water mean velocity, (B,E), and r.m.s. of axial velocity fluctuations (as a function of the non-dimensional wall distance y+), (C,F), predicted by the EB-RSM compared against experiments in downward pipe flows: (A–C) K1; (D–F) K4.


Velocity profiles are in very good agreement (Figures 9B,E), and predictions of the mean velocity and turbulence (Figures 9C,F) are remarkably good in the near-wall region. For these experiments only, the r.m.s. of the streamwise velocity fluctuations is shown as a function of the non-dimensional distance from the wall, in agreement with the way they were originally provided by Kashinsky and Randin (1999). The turbulence intensity is underpredicted by 20–30 % in the center of the pipe. However, in these experiments an additional complication is included since the bubbles have a much smaller diameter than in previous cases, for which the contribution to turbulence from their wakes may become negligible with respect to that due to their random motion. The latter is not properly captured by the type of model used for bubble-induced turbulence in the present work, it being based on the conversion of energy from drag to turbulence kinetic energy in the bubble wakes.



Vertical Pipes of Large Diameter

In previous comparisons, measurements were taken in pipes with diameters of a few centimeters. In the database, two cases with much larger diameter pipes are also included; TL12-041 from the TOPFLOW facility (Lucas et al., 2010) and S1 from Shawkat et al. (2008). These are included to extend the model assessment as much as possible. The pipes considered have diameters of tens of centimeters and their hydrodynamics can be considered to have features similar to those of bubble columns. Wall effects are still present, but their impact extends into the body of the flow much less than in smaller diameter pipes, with uniform velocity and void fraction distributions dominated by mixing found in the bulk of the pipe cross-section. This is clearly evident in the results of Figure 10, where wall effects are confined to the very near-wall region. The model maintains satisfactory agreement with data in these conditions, with the overprediction of the void fraction peak at the wall being the major discrepancy. The air velocity, which has shown some discrepancies in a few previous cases, is instead well-predicted in TL12-041 (Figure 10B). It must also be pointed out that measurements of air velocity and turbulence levels are also available for case S1. However, large and not entirely explicable discrepancies with model predictions have been observed in other studies, for example Parekh and Rzehak (2018), and, for this reason, these data are not included here.


[image: Figure 10]
FIGURE 10. Radial profiles of the void fraction, (A,C), and air (B) and water (D) mean velocities predicted by the EB-RSM compared against experiments in large diameter pipes: (A,B) TL12-041; (C,D) S1.




Square Duct

Finally, predictions are compared against data in a square channel having a relatively large cross sectional area (Sun et al., 2014). In Figures 11, 12, results are shown for three distinct locations, along the diagonal D of the duct, with the abscissa showing the non-dimensional distance from the duct center d / D, and along two lines parallel to the duct wall, one passing through the center of the duct and the other in the near-wall region. For the latter two locations, the abscissa identifies the non-dimensional distance along the line from the center of the duct, x / L. Void fraction behavior has similarities with pipe flows, with the lift force again pushing the bubbles toward the walls of the duct, where the void fraction peaks. Comparing profiles through the duct center from Figures 11B,E with profiles along the wall in Figures 11C,F, it may be noted that the latter are higher, given that they essentially detect the near-wall peak along the wall. The highest values are found in the duct corners, as shown by the peaks along the diagonal in Figures 11A,D, and the line parallel to the near-wall region in Figures 11C,F. The void fraction is well-reproduced by the model for both experiments considered in Figure 11, particularly along the diagonal and the line through the duct center. Some underestimation is found on the line in the near-wall region, although the peak in the duct corner remains well-predicted.


[image: Figure 11]
FIGURE 11. Profiles of the void fraction on the diagonal, (A,D), and a line parallel to the wall passing through the duct center, (B,E), and close to the wall, (C,F), predicted by the EB-RSM compared against Sun et al. (2014) experiments in a square duct: (A–C) SN1; (D–F) SN2.



[image: Figure 12]
FIGURE 12. Profiles of the mean liquid velocity and turbulence kinetic energy on the diagonal, (A,D), and a line parallel to the wall passing through the duct center, (B,E), and close to the wall, (C,F), predicted by the EB-RSM compared against Sun et al. (2014) experiments in a square duct: (A–C) SN1; (D–F) SN2.


Lastly, Figure 12 shows mean velocity profiles for experiment SN1 and turbulence kinetic energy, normalized with the square of the mean velocity, for experiment SN2. The qualitative behavior of the velocity, peaking at the walls and corners and slightly decreasing toward the duct center, are well-captured, although the wall-peak is underpredicted. Turbulence levels, in line with previous results, are underestimated in the center of the duct, again confirming remaining challenges in obtaining accurate predictions. In this case, the cross-sectional area is large and the void fraction relatively high, and additional effects promoted by the interaction between bubbles may add to the contribution from their wakes, explaining the underestimation. Peaks in the turbulence kinetic energy are visible at the walls, although the absence of measurements taken in the very near-wall region prevents any comprehensive assessment. Overall, additional model improvements are necessary, but the model performance remains robust even in the square duct geometry.




CONCLUSIONS

The performance of an Eulerian-Eulerian multi-fluid CFD model coupled with the EB-RSM turbulence closure, allowing fine resolution of the near-wall region, has been assessed against a large database of air-water bubbly flows. The overall model has demonstrated robust applicability and encouraging accuracy over a wide range of operating conditions and geometrical parameters, with the experimental database including upward and downward pipe flows, large diameter pipe and square duct flows, some of which have rarely, if ever, been tested against.

Good agreement with data for the void fraction distribution was obtained for all experimental cases, with accurate predictions of the magnitude and positon of the near-wall peak found in most experiments. The model does not account for any wall lubrication force, and all the associated uncertainties in modeling this force, and the wall peak is obtained from the action of the radial pressure gradient induced by the turbulence field and its accurate prediction near the wall. In this regard, these results confirm and support recent findings where wall peaked void fraction distributions were also obtained without any wall lubrication effect, as a consequence of which the theoretical basis of the wall lubrication force was questioned. Further evidence will be required, as well as extension to the modeling to handle laminar conditions where turbulent effects are not present, such as with the addition of the turbulent dispersion regularization model of Lubchenko et al. (2018). Overall, and although the lift force remains dominant, these mentioned additional turbulent effects should be taken into account as accurately as possible in any model that aims to be general applicability. For this reason, the transition to models based on Reynolds stress turbulence model formulations, able to capture the anisotropy of the turbulence field, with near-wall resolution capabilities is to be preferred when possible. Such approaches allow fine resolution of the velocity and turbulence field near the wall, although modifications seem necessary at high void fraction given that the elliptic-blending model is still based on its single-phase counterpart. For this to be achieved, the availability of detailed measurements of the turbulent stresses in the near-wall region for further model validation is desirable.

Overall, multiphase turbulence models and the modeling of bubble-induced turbulence are areas in need of major improvement. Over the wide range of conditions tested, multiple physical processes coexist which all contribute in determining a flows' characteristics, which makes predictions particularly challenging. In the short term, more physically based modeling improvements of the bubble-induced source and the attribution of a larger portion of that source to the streamwise direction are necessary. In this regard, some advances have started to appear in the very recent literature (du Cluzeau et al., 2019; Liao et al., 2019).

Finally, it is worth stressing the role of assessments of the kind described for the future development of computational models of bubbly flows. When focusing on only a few experiments for model validation purposes, these can show trends not observable in other cases (see, for example, the differences between Figures 7C, 10B for the air velocity, and Figures 2C, 3D for the turbulence field), and results and modeling improvements should be accepted only when consistent over multiple datasets.
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Laser Doppler anemometry (LDA) measurement of axial flow velocity and pressure drop measurement has been carried out in a 5 × 5 rod bundle installed with two split-mixing-vane grids. The measured results are utilized to validate the CFD simulation. The realizable and non-linear k-ε turbulence model is utilized in the CFD computation, while the two-layer wall treatment is employed with both models. Mesh sensitivity investigation shows that the pressure drop is weakly affected by local mesh refinement in the spacer grid, while its effect on the velocity in the near wake of spacer grid is apparent. The validation shows that prediction on the mean axial velocity is relatively poor in the near wake of the spacer grid where the measured result shows relatively smooth distribution of axial velocity. Refinement of mesh in the spacer grid eliminates some peaks for the non-linear model. Comparing with the effect of mesh refinement, the difference caused by the turbulence models is relatively weak in the near wake region. In the far-wake region it is still difficult to judge which model shows definite superiority to the other. For pressure drop, prediction of non-linear k-ε is closer to the experiment.

Keywords: rod bundle, split-type mixing vane, Laser Doppler anemometer (LDA), CFD validation, two-equation turbulence model


INTRODUCTION

Turbulent flow in the fuel assemblies of nuclear reactors significantly affects heat transfer and pressure drop performances which are the essential factors in the research and design (R&D) of advanced fuel assembly. Computation fluid dynamics (CFD) analysis has been extensively applied in screening and optimizing the design of spacer grid of rod-bundle fuel assembly in pressurized water reactors (PWRs). For example, Ikeda (Ikeda, 2014) utilized CFD analysis in the design of high-efficiency spacer grid to increase the critical heat flux (CHF) performance. It has also been well-recognized that the best practices should be complied with in the CFD analysis to obtain the high-fidelity results (Mahaffy et al., 2014).

In order to understand the flow structure in rod-bundle geometry and to obtain CFD-grade data to validate CFD methodology, numerous experiments on flow measurement in rod bundles have been carried out. Krauss et al. investigated large-scale quasi-periodic fluctuations in the enlarged tight-lattice bundles based on the three dimensional (3D) flow measurement utilizing the hot-wire probe with x-wire (Krauss and Meyer, 1998; McClusky, 2004) employed the particle image velocimetry (PIV) to measure the cross flow induced by split mixing vane in one of the subchannels in the 5 × 5 rod bundle. With their experimental data, Smith III et al. validated their CFD methodology (Smith et al., 2002). Dominguez-Ontiveros et al. (2012) utilized the two-dimensional time-resolved PIV (2D TR-PIV) to measure the flow field in a 5 × 5 rod bundle with spacer grid. With the laser Doppler anemometry (LDA) Conner et al. (2013a) obtained the cross flow in rod bundle with the same configuration as Dominguez-Ontiveros et al.'s. Dominguez-Ontiveros et al.'s and Conner et al.'s experimental data has been included in the CFD benchmark database (Conner et al., 2013b). With the aid of telecentric optic Xiong et al. (2018a) measured the 2D cross flow in a 5 × 5 rod bundle with 2D PIV. More recently, Qu et al. (2019a,b,c) carried out the high-fidelity PIV measurement in rod bundle with split mixing vanes.

For the sake of establishing the best practices for CFD analysis on flow in rod-bundle fuel assembly, two international collaborative CFD benchmark activities, i.e., OECD/NEA KAERI MATiS-H benchmark (Lee et al., 2012), EPRI-NESTOR benchmark (Wells et al., 2015) and IAEA benchmark (Xiong et al., 2018b), have been carried out. Step-by-step experimental activities are on-going in Shanghai Jiao Tong University to provide the high-quality CFD validation data. Experimental measurement of turbulent flow in a 3 × 3 rod bundle is first carried out for CFD validation (Xiong et al., 2014a). Following the 3 × 3 rod bundle experiment, the flow field in the 6 × 6 rod bundle installed with simple ring-type grids is measured with the LDA and utilized for CFD validation (Xiong et al., 2014b). In this paper, the turbulent flow in the 5 × 5 rod bundle is measured in the downstream of spacer grid with split-type mixing vanes using the LDA. The CFD methodology is validated based on the experiment result.



EXPERIMENT


Hydraulic Facility and Test Section

The flow measurement experiments have been carried out on the MEdium-Scale Hydraulic (MESH) facility in Shanghai Jiao Tong University which is shown in Figure 1. In the test facility two parallel pumps supply the water flow rate as high as 225 m3/h. The bypass line is utilized to adjust the flow rate through the test section line. The flow meter with measurement error <1% is installed on the test section line to measure the flow rate. A heat exchanger is installed to remove the pump heat from the main loop.


[image: Figure 1]
FIGURE 1. Schematic of test facility utilized in the experiment (Xiong et al., 2014b).


Figure 2 shows the vertical cross-sectional and three-dimensional (3D) view of 5 × 5 rod bundle test section in which the 9.5 mm-in-diameter rods are squarely arrayed with the pitch of 12.6 mm. The rod bundle, 1,156 mm in length, is vertically installed in the housing channel which has the inner dimension of 65 × 65 mm. A honeycomb flow straightener, 50 mm in height, is installed upstream of the rod bundle, in order to remove the upstream effect of elbow and adapter and to achieve relatively uniform flow distribution in the cross section. On the bottom support plat of rod bundle the circular and oval holes are drilled to distribute the flow more uniformly across the rod bundle. The cone-shaped bottom end is manufactured on each rod to facilitate assembling. In the rod bundle two spacer grids with split mixing vanes, 33 mm in height, are installed. Z = 0 is defined on the top surface of bottom support plate. The first spacer grid locates 410 mm above the bottom support plate, i.e., Z = 410 mm. The distance between the first and second spacer grid is 300 mm. Upstream and downstream of the first spacer grid one measurement window is fabricated, respectively. Both windows are 65 × 120 mm in size. Downstream of the second spacer grid the acrylic channel is utilized. On the top of the test section a water tank is installed where water flows away from the three circumferential outlets.


[image: Figure 2]
FIGURE 2. Geometry of the rod-bundle test section. (A) Vertical cross-sectional view. (B) 3D view of rod bundle section.




Velocity and Pressure Measurement

The pressure drop over the span of the first spacer grid is measured between Z = 344 and 677mm with the differential pressure transducer YOKOKAWA EJA110A. The five-beam Dantec FiberFlow Laser Doppler Anemometry (LDA) is employed for flow measurement. However, due to the blockage of rods, only the axial velocity component is measured with the green laser (λ = 514.5 nm). The 5 μm Dantec polyamide particle, 1.03 g/cm3 in density, is utilized as the seeding particle. At each sample point the measurement is stopped when either of the two conditions is satisfied, i.e., the maximum number of samples reaches 5,000 or the sampling time is 60 s. Axial velocity is measured over two cross sections upstream of the first spacer grid, i.e., Z = 165 and 205 mm and over three cross sections downstream of the first spacer grid, i.e., Z = 460, 490, and 520 mm. The downstream cross sections are, respectively 2.54Dh, 5.08Dh, and 7.62Dh downstream of the spacer grid. The measured points on each cross section are shown as black dots in Figure 3. There are nine measuring lines and 45 measuring points on each line.


[image: Figure 3]
FIGURE 3. Measuring position in the cross section downstream of the first spacer grid.


Figure 4 presents an example of measured instantaneous velocity samples at one of the measuring positions. Based on the instantaneous velocity, the mean velocity is derived via

[image: image]

where the transit time weighting is utilized. N is the number of valid samples; wi is the ith instantaneous axial velocity; Δti is the transit time through the measurement volume of the ith sampled particle. The transit time weighting is also used while deriving the root mean square of fluctuating velocity, i.e.,

[image: image]

where [image: image].


[image: Figure 4]
FIGURE 4. Example of sampled velocity distribution.




Error Estimation

Several sources of error have been recognized in LDA measurement.

Type 1: Velocity bias, i.e., more high velocity particles are sampled than the low velocity ones. This type of error is minimized by introducing transit time weighting method, which has been introduced above.

Type 2: Misalignment of the laser beams can lead to non-uniform spacing of fringe model. This error is mitigated by alignment with a pin-hole which is 50 μm in diameter.

Type 3: Velocity gradient bias resulted from velocity gradient in the measurement volume. While using the lens with focal length of 310 mm, the measurement volume of LDA is an ellipsoid whose axis lengths are 50, 800, and 50 μm, respectively. For two-dimensional flows the error of mean velocity caused by velocity gradient bias can then be quantified as follows

[image: image]

Type 4: Uncertainty due to limited sampling number. The 95% confidence bound of mean velocity can be estimated with

[image: image]

while the 95% confidence bound of RMS velocity can be calculated with

[image: image]

The velocity gradient bias is proportional to the measurement volume size and the second derivatives of velocity. However, quantification of the bias is difficult since lack of data on the second derivatives. Here, we take the 95%-confidence-bound uncertainty as the error bound.



Experiment Results

The experiment is carried out at the bulk velocity of 3 m/s. The temperature in the test section is 21°C. The Reynolds number is 3.6 × 104. The axial velocity is measured from both windows. Figure 5 compares the measured axial velocity at two cross sections upstream of the first spacer grid, i.e., Z = 165 mm (14 Dh) and 205 mm (17.4 Dh), with the data obtain by Chang et al. (2012) who measured the flow in the cross section 90 Dh downstream of the spacer where the flow can be regarded as fully developed. The comparison shows that our measured data on the plane Z = 205 mm matches with Chang et al.'s fully developed data. In the fully developed condition the velocity distribution become even more non-uniform. There is an apparent peak of axial velocity in the center of wall subchannel when the flow is fully developed. Due to the higher velocity, the turbulence intensity in the wall subchannel becomes stronger due to turbulence production in the vicinity of wall. In the contrast the turbulence intensity in the inner subchannel is weaker in the full developed condition. The estimated error is also shown in Figure 5. We can see that the mean velocity has been well-measured while the uncertainty of the RMS velocity is relatively large.


[image: Figure 5]
FIGURE 5. Comparing the present result with Chang et al.'s data (Chang et al., 2012).


Through the upper window which is downstream of the first spacer grid axial velocity is measured on the three horizontal planes. The measured mean and RMS velocity are shown in Figures 6, 7. Apparent similarity has been observed between the first and third measured zones and between the second and fourth measured zones. The disturbance by the spacer grids decays in the plane further from the spacer grid. However, its effect is still remarkable on the plane Z = 515 mm. The uncertainty of mean velocity is large at the positions where y is large. It is resulted from the low sampling data rate when the measured position is far away from the visualization window. However, the largest relative error is estimated to be within 2%.


[image: Figure 6]
FIGURE 6. Evolution of axial mean velocity distribution downstream of the mixing-vane spacer grid (Re = 3.6 × 104). (A) Z = 460 mm. (B) Z = 490 mm. (C) Z = 515 mm.



[image: Figure 7]
FIGURE 7. Evolution of axial root mean square velocity distribution downstream of the mixing-vane spacer grid (Re = 3.6 × 104). (A) Z = 460 mm. (B) Z = 490 mm. (C) Z = 520 mm.





CFD VALIDATION

Based on the continuous validation efforts, Westinghouse and AREVA developed their best practice guidelines (BPGs) for CFD simulation of flow in rod-bundle fuel assembly. Conner et al. summarized the Westinghouse best practices in reference (Conner et al., 2015), including the recommendation for mesh size and model selection. Martin et al. (2015) presented AREVA's best practices in the EPRI-NESTOR benchmark, which includes utilization of a modified quadratic k-ε model, trimmed mesh with the base size of 0.3 mm and two prism layers which guarantee the y+ is around 65 in the majority of the domain. CD-adapco validated their best practices for rod-bundle flow simulation in the EPRI-NESTOR benchmark in which Brewster et al. (2015) used a hex-dominated trimmed cell mesh with the base size of 0.3 mm and the constraints of 0.075 mm minimum mesh dimension. Brewster et al. (2015) selected a high y+ implementation of non-linear quadratic k-ε turbulence model with standard wall function.

In this study the CFD computation is carried out with STAR CCM+. As shown in Figure 8A, the computation domain is 996 mm in height and includes two spans of spacer grid. The inlet boundary of domain locates 315 mm upstream of the first spacer grid, while the outlet boundary is 315 mm downstream of the second spacer grid. The realizable k-ε model and the non-linear (quadratic) k-ε model are validated. At the inlet boundary the uniform velocity distribution is assumed, while the outlet boundary is pressure-outlet type. On the wall boundary the two-layer wall treatment is utilized which blends a one-equation model with the two-equation k-ε model. The one-equation model is activated in the vicinity of the wall and solves for k, while ε is algebraically calculated according to the distance from the wall. The second-order upwind scheme is utilized for the convection term of all the equations.


[image: Figure 8]
FIGURE 8. The computation domain and the cross section of mesh. (A) Computation domain. (B) Mesh in the spacer. (C) Mesh in the rod part.



Mesh Sensitivity

The meshing strategy of trimmed mesh with prism layer is employed for the region of spacer grid, while the extruder is utilized to generated the mesh in the bare rod parts. In order to improve mesh quality, the dimples and springs on the spacer grid have been extruded out to avoid the unacceptable narrow gaps where the spacer grid contacts the rods. Exactly the same meshing parameters have been configured for the two spacer grids. In order to generate conformal mesh at the interface while extruding the mesh, the periodic interface is utilized for the mesh solver. The cross-sectional view of mesh in the spacer grid and rod bundle section are shown in Figures 8B,C. Two meshes are utilized to show the mesh sensitivity. The major difference between the two meshes in the spacer grid part.

The overall configuration of two meshes are collectively given in Table 1. According to the recommendation by AREVA and CD-adapco, the base size which controls the bulk flow mesh size is set as 0.3 mm. The prism layer on the wall surface affects y+ value which can affect the applicability of wall treatment or function. Since the two-layer wall treatment is utilized in the computation, the value of y+ at first wall cell should avoid the transition of the two layer (y+ ≈ 11.3) because the accuracy of two-layer model is relatively poor there. Here one prism layer is utilized. The thickness of prism layer is 0.045 and 0.075 mm, respectively for two meshes. Comparing with the mesh #2, the mesh #1 also significantly refined the surface mesh size on the spacer grid which will leads to much finer mesh near the spacer grid surface. The cell number in mesh #1 is 96 million, and 36 million in mesh #2.


Table 1. Configuration of mesh for sensitivity analysis.

[image: Table 1]

Figure 9 presents the sensitivity of pressure drop on mesh refinement in the section of spacer grid. We can see that the influence of mesh refinement on the pressure drop is generally negligible and mainly observed in the bare rod part near the inlet. The effect of mesh refinement on the velocity is much more pronounced, as shown in Figure 10. However, such effect decays in the far downstream. It is also observed that the non-linear k-ε model shows stronger sensitivity on mesh refinement than the realizable k-ε model.


[image: Figure 9]
FIGURE 9. Mesh sensitivity on pressure drop along the line (X, Y) = (0,0).



[image: Figure 10]
FIGURE 10. Validation of the computed axial velocity. (A) X = 13.6 mm, Z = 460 mm. (B) X = 38.3 mm, Z = 460 mm. (C) X = 13.6 mm, Z = 515 mm. (D) X = 38.8 mm, Z = 515 mm.




Velocity

Since only the axial flow velocity component is measured, direct comparison on the turbulence intensity is not possible here. Hence, the measured axial velocity is compared in Figure 10. The comparison is carried out along the line x = 13.6 and 38.3 mm on the two measuring planes, i.e., Z = 460 and 515 mm. From Figure 10, we can see that the prediction on the mean axial velocity is relatively poor in the cross section closer to the spacer grid, i.e., Z = 460 mm. In Figure 10B the computations show more small-scale flow structures while the measured result shows relatively smooth distribution of axial velocity. It should be noted that the refinement of mesh in the spacer grid eliminates some peaks for the non-linear model, which emphasize the importance of mesh quality in the complex geometry. Fortunately, such effect only signifies in the near wake of spacer grid. It should also be noted that the measurement volume of LDA is an ellipsoid in which the long axis is about 1 mm and the short axis is about 0.05 mm. Hence, the obtained velocity is average value in the measurement volume. Hence, the local variation can be smeared in the LDA measurement. Comparing with the effect of mesh refinement, the difference caused by the turbulence models is relatively weak in the near wake region. In the far-wake region it is still difficult to judge which model shows definite superiority to the other.

The cross flow is of great interest for inter-subchannel mixing analysis. The predicted cross flow downstream of the two spacer grids is shown in Figure 11. We can see that the vortices can be predicted with the non-linear k-ε model. A pair of small vortices appear in the diagonal of the subchannel which merges into a big one in the downstream. And the intensity of cross flow decays from 5Dh to 25Dh downstream of a spacer grid. Comparing the cross flow downstream of 1st and 2nd spacer grids, we can observe negligible difference, which implies little effect of upstream flow condition on the flow downstream of spacer grid.


[image: Figure 11]
FIGURE 11. Predicted cross flow with non-linear k-ε model at 5Dh, 10Dh, 15Dh, 20Dh, 25Dh downstream of spacer grid.




Pressure Drop

Pressure drop is an important factor to consider when evaluating design of spacer grid, and hence an important parameter to predict with the CFD simulation. The calculated pressure drop with different models and different meshes are compared with the experiment measurement in Figure 12. The mesh refinement in the spacer grid region shows weak effect on pressure drop (2% to 4%). However, refinement of mesh reduces the pressure drop for both models. We can see that the non-linear k-ε predicts the pressure drop close to the experiment, when the mesh is refined.


[image: Figure 12]
FIGURE 12. Comparison on pressure drop prediction.





CONCLUSION

The flow field is measured in a 5 × 5 rod bundle installed with split-type mixing vane grids with laser Doppler anemometry (LDA) downstream of the spacer grid. The measured results are utilized to validate the CFD simulation based on the commercial CFD code, Star-CCM+. The realizable and non-linear k-ε turbulence model is utilized in the CFD computation, while the two-layer wall treatment is employed with both models. The mesh sensitivity investigation shows that the pressure drop is weakly affected by the mesh refinement, while its effect on the velocity is apparent. The validation shows that prediction on the mean axial velocity is relatively poor in the near wake of the spacer grid where the measured result shows relatively smooth distribution of axial velocity. Refinement of mesh in the spacer grid eliminates some peaks for the non-linear model. Comparing with the effect of mesh refinement, the difference caused by the turbulence models is relatively weak in the near wake region. In the far-wake region it is still difficult to judge which model shows definite superiority to the other. For pressure drop, prediction of non-linear k-ε is closer to the experiment.
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The behavior of two-phase flow and corresponding flow regimes in helical tubes significantly differ when compared to two-phase flows in straight tubes due to centrifugal and torsion effects. In order to gain physical insight and gather data for validating computational models, a large number of experiments were performed on a helical coil experimental setup operated with a mixture of water and air. The experimental data were used to assess the predictive capabilities of current two-phase Computational Fluid Dynamics (CFD) models based on the Volume of Fluid (VOF) approach. In the present paper, a comparison of the CFD simulation results with the high-resolution experimental data is discussed, with special emphasis on two-phase pressure drops and void fraction distributions. It is shown that the CFD VOF model is able to correctly capture the occurrence of five flow regimes observed in the experiments, namely bubbly flow, plug flow, slug flow, slug-annular flow, and annular flow. However, a good quantitative agreement for pressure drops and void fraction distributions is found in slug flow and slug-annular flow regimes only. The good agreement found only in a limited range of flow regimes demonstrates that there is not a single set of best-practice guidelines for CFD VOF models that can be applied across a wide range of two-phase flow regimes. Also, there is not a single mesh that can be used to simulate all of the flow regimes and a case-specific mesh and time-step convergence study is needed for each individual flow regime. In the current study, optimal mesh size and time step were obtained for a slug flow test case. Hence, good agreement was obtained only for similar flow regimes, leading to significant disagreement with experimental data for test cases with substantially different flow patterns.

Keywords: CFD, VOF, helical coil, void fraction, two-phase pressure drop


INTRODUCTION

Because of their superior heat transfer performance when compared to straight pipes and the compactness of the cylindrical geometry, helical coils are widely used in the food industry, steam generators, chemical processing, and medical equipment (Fsadni et al., 2016). In the field of nuclear engineering, helical coil designs have also been widely used for steam generators in several types of nuclear power plants such as the Otto Hahn nuclear ship reactor, the Thorium High Temperature Reactor (THTR-300), the Super Phoenix fast reactor, the Advanced Gas-cooled Reactor (AGR), the Fort St. Vrain High Temperature Gas Reactor (HTGR) and the Monju reactor (Matsuura et al., 2007; Santini et al., 2008). In addition, helical coil steam generators are considered for future reactor designs such as International Reactor Innovative and Secure (IRIS), BREST-OD-300, System-integrated Modular Advanced ReacTor (SMART), CAREM-25 and NuScale (Carelli et al., 2004; Dragunov et al., 2012; Kim et al., 2013; Marcel et al., 2013; Ingersoll et al., 2014).

El-Genk and Schriener (2017) published a literature review on convection heat transfer and pressure losses for single-phase flows in toroidal and helically coiled tubes. They collected 2,410 pressure losses data and 193 Nusselt number data and summarized the effect of the dimensions, geometric parameters, flowrates, and the fluids' properties on the critical Reynolds number, friction factor, and Nusselt number. However, in many helical coil steam generator designs, the two-phase flow appears within the coils instead of the shell side. Therefore, detailed information on pressure drops, void fraction distributions and flow regime in helical coil geometries are relevant as well. Experiments on two-phase flow in vertical helical coils have been performed in the past (Kasturi and Stepanek, 1972; Xin et al., 1996; Mandal and Das, 2003; Zhu et al., 2017) to investigate pressure losses, void fraction and flow regimes and corresponding empirical correlations have been proposed.

In the past decades, more advanced measurement techniques have been introduced that are able to provide higher resolution experimental data on void fraction distributions (Rahman et al., 2009). Experimental data from high-speed cameras, high-speed X-ray radiography, and wire-mesh sensor can provide the additional resolution for a more extensive validation of CFD models. Because of the wide range of void fraction, an interface-capturing method is the most suitable for the corresponding CFD simulations. Hirt and Nichols (1981) proposed the Volume of Fluid (VOF) approach to track and locate the free surface of immiscible phases. Previous studies have shown that this model has the capability to correctly capture void fraction distributions (Hernandez Perez, 2008; Fernandes et al., 2009; Abdulkadir, 2011; Akhlaghi et al., 2019; Kiran et al., 2020). All of them performed mesh independence studies based on a reference case, but not all showed a good agreement with the experimental data in terms of the two-phase pressure drops when the optimal mesh was extrapolated to other cases. Alizadehdakhel et al. (2009) showed that their mesh is suitable for several flow regimes with the relative error below 10 percent when compared with experimental data. In two other studies instead a large discrepancy was found when simulating flow regimes different from the reference case used to perform the mesh convergence study (Akhlaghi et al., 2019; Kiran et al., 2020). Therefore, a point of interest for the current paper is to investigate how far the extrapolation can be applied when simulating two phase flows in helical coils.

However, most of the past studies mentioned above focused on straight pipes or curved pipes and very few studies were dedicated to the simulation of two-phase flow in helical coils using VOF. In the present study, CFD simulations have been carried out using the commercial code STAR-CCM+ v13.06 and 14.04 to model air-water flows in the helical coil geometry. The simulation results are compared with the experimental data obtained by Breitenmoser et al. (2019).



EXPERIMENTAL SETUP

The scheme of the Michigan Adiabatic Helical Coil (MAHICan) facility is reported in Figure 1. The geometrical details of the test section are summarized in Table 1. Two pressure drop transducers are used to measure the pressure drop across the entire coil and across the last half turn of the coil, upstream of the test section outlet (indicated as DP1 and DP2 in Figure 1, respectively). In addition, a high-speed X-ray radiography system was used to measure the void fraction. The X-ray measurements were performed 4.86 m, i.e., 1.5 turns downstream of the helical coil pipe entrance to avoid entrance effects. In total 136 measurements were performed for an adiabatic air-water two-phase flow in the MAHICan facility. The superficial air and water velocities for the data points range from 0.18 to 35.32 m/s and from 0.05 to 1.83 m/s, respectively. The experimental flow regime identification was based solely on the X-ray radiography measurements and the resulting postprocessed quantitative void fraction data. According to the methodology introduced by Zhu et al. (2017), the 136 measurements were classified into six different flow regimes, namely bubbly, plug, slug, wavy, slug-annular, and annular flow. More detailed information of the facility and experimental procedures are reported by Zhuang et al. (2018) and Breitenmoser et al. (2019). In the present study, 12 experimental measurements were selected as references for the CFD simulations.


[image: Figure 1]
FIGURE 1. Scheme of the experimental facility.



Table 1. Geometric parameters of the helical coil.

[image: Table 1]



CFD MODELING

This section introduces all of the physical models used in the simulations presented below, including the multiphase flow model, multiphase interaction model, turbulence model, and transient model. Moreover, boundary and initial conditions are discussed as well.


Multiphase Flow Model

Based on the Eulerian framework, the VOF methodology was developed as an interface capturing model to predict the distribution and the movement of the interface of immiscible phases. The volume fraction of each phase in the computation domain is used to describe the distribution of phases and the position of the interface. The volume fraction of phase q is defined as:

[image: image]

where Vq is the volume of phase q in the cell and V is the volume of the cell.

The VOF model uses a single set of equations to model the multiphase flow and treats the immiscible phases as a mixture. Accordingly, the density and dynamic viscosity of the mixture are defined as the sum of volume fraction weighted properties of each phase:

[image: image]
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The volume fraction transport equation is used to resolve the movement of the interface:

[image: image]

where Cα is a sharpening factor and u is the mixture velocity vector. The uj and xj denote, respectively, the mixture velocity component and the coordinate in the j direction, and t represents the time. The first and second term on the left hand side denote the change rate of volume fractions and convective term respectively. The third term on the left hand side is caused by the non-zero sharpening factor. The sharpening factor is used to reduce numerical diffusion in the simulation. In the present study, the sharpening factor was assigned as 1 to avoid smearing of the interface due to numerical diffusion.

The conservation equations of mixture mass and momentum are defined as follow:

[image: image]
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where p and g are the mixture pressure and the gravitational acceleration respectively. The energy equation is omitted in the simulations since the experiments were carried out in adiabatic conditions.

The accuracy of the VOF model depends on the mesh grid or cell size. At least three cells across each bubble are required to fully capture the interface between two phases (Siemens, 2018). As a result, this model is computationally suitable for simulating flows in which large two-phase structures are present.

Moreover, the multiphase interaction model is crucial for the interface reconstruction that directly determines the accuracy of the void fraction distribution. Taha and Cui (2006) performed numerical simulations to study the motion of single Taylor bubbles in vertical tubes. They concluded that the terminal rising velocity and shape of slug in air-water flows are significantly affected by surface tension and buoyancy force. Surface tension is particularly important for multiphase flows in the presence of strongly curved surfaces. In the VOF model, the surface tension is introduced as a body force by adding a momentum term to the momentum equation. In STAR CCM+, the interfacial surface force is modeled as a volumetric force using the Continuum Surface Force (CSF) approach proposed by Brackbill et al. (1992). Therefore, this model was selected and a constant surface tension of 0.072 N/m was specified in the present study, corresponding to the surface tension of water-air at the operating temperature of 20°C. In addition, for the VOF-VOF phase interaction model, the water was selected as the primary phase.



Turbulence Model

To model the turbulence in multiphase flows, the k-ϵ model is recommended for internal flows and the k-ω model for external flows (Siemens, 2018). The standard k-ϵ model requires the solution of two transport equations for the turbulence kinetic energy (k) and the turbulence dissipation rate (ϵ) respectively:
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where the τRij is the Reynolds stress tensor, ν is the kinematic viscosity, νt is the turbulence eddy viscosity, and Cϵ1, Cϵ2, σϵ, σk are model coefficients. This model is based on the eddy viscosity approximation to relate the Reynolds stress tensor to the local mean flow strain rate tensor [image: image]:
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where [image: image] and [image: image] is the velocity fluctuation component in i and j direction, δij is the delta function, and Cμ is a model coefficient.

For the realizable k-ϵ model, the equation for the turbulent dissipation rate is modified, and the model coefficient Cμ is expressed as a function of mean flow and turbulence properties instead of a constant. These two modifications to the formulation of the standard k-ϵ model guarantees that mathematical requirements (positive normal Reynold stresses and Schwartz inequality) based on the physics of turbulence are always satisfied. Hence, the realizable k-ϵ model was selected for the simulation of internal flows in the helical coil.

Owing to the unsteady nature of the two-phase flow, the simulations were performed in transient mode and the implicit unsteady numerical scheme was selected. The integration time-step convergence study is discussed in section mesh generation and convergence study. All simulations were run for 4 s of transient time.



Boundary and Initial Conditions

In the present study, only the coil test section shown in Figure 1 was simulated. The dimensions of the helical coil are reported in Table 1. A mixer installed upstream of the test section inlet provides a uniform two-phase mixture at the inlet of the test section. Detailed information on the mixer geometry was reported by Zhuang et al. (2018). A pressure transducer was installed to measure the mixture pressure, together with two pressure drop sensors, as discussed in section experimental setup. The properties of air and water were specified based on the measured mixture pressure and temperature. The results of the simulations in the present study show that the air density, as well as the water density, plays a minor role, therefore, the constant density model was applied for both air and water in the finalized CFD simulations.

The inlet and outlet boundaries of the helical coil were defined as a “velocity inlet” and “outlet” boundary conditions respectively. The mixture velocity and void fraction were specified at the inlet, based on the measured experimental data. For the coil pipe walls, a no-slip wall condition was imposed. Due to the large range of wall y+ value induced by different properties of air and water, the two-layer all y+ wall treatment was used. The surface average wall y+ values obtained in the simulations range from 23.6 to 106.2, indicating that the mesh wall discretization is appropriate for the turbulence model. For the simulations initial condition, the computational domain was specified as stagnant water to ease the convergence process.




MESH GENERATION AND CONVERGENCE STUDY

Before performing the CFD simulations, a convergence study was carried out to guarantee the computational solution is not affected by the selected mesh size and integration time step. The reference case selected for the convergence study corresponds to inlet gas and liquid superficial velocities of 2.85 and 1.5 m/s respectively (cf. Table 2), i.e., the test No. 7.


Table 2. Comparison between experimental and CFD-predicted pressure drops.

[image: Table 2]


Mesh Convergence Study

The most suitable mesh type for two-phase flows in the pipe geometry is given by the O-grid mesh (Hernandez-Perez et al., 2011), so this type of mesh was selected for the present study. Firstly a surface O-grid mesh is generated on the inlet surface and then it is extruded equally along the axis of the helical coil as shown in Figure 2.


[image: Figure 2]
FIGURE 2. O-grid mesh (A) on the initial cross section and (B) in axial direction.


The prism layer is uniformly generated from the wall, and defined by 10 equal spacing nodes. The growth factor of the prism layer is 1 and the thickness of each cell is around 0.35 mm. In the center of the cross section, the side length of one square shape cell is about 0.5 mm, which is small enough to capture the large structure of free surface like Taylor bubbles in the helical coil when compared with the diameter of the coil, 12.57 mm. Therefore, seven simulations were performed to investigate the effect of the number of axial layers. The nodalization along the axis of the helical coil was changed from 1.62 mm (corresponding to 4,000 axial layers) to 6.48 mm (corresponding to 1,000 axial layers).

The results of the two-phase pressure drop for the last half turn upstream of the helical coil outlet and the void fraction at 1.5 turns downstream of the coil inlet are shown in Figure 3. The two-phase pressure drop is averaged from the time that the first bubble goes through the outlet to the end of simulation, and the time-averaged void fraction is evaluated from 2 to 4 s. The dashed lines in Figure 3 represent the experimental data. It is clear that increasing the number of axial layer makes the results close to the experimental data. A large variation occurs refining the mesh from 1,000 to 2,000 axial layers. The relative differences between the intermediate mesh (3,000 layers) and the finest mesh (4,000 layers) are <3 and 0.7% for pressure drop and void fraction, respectively. Therefore, an axial mesh consisting of 3,000 axial layers was selected for the simulations reported in section results and discussion.


[image: Figure 3]
FIGURE 3. Results of the mesh convergence study. (A) Two-phase pressure drop. (B) Void fraction.




Time Step Convergence Study

Four simulations were performed using different integration time steps ranging from 0.05 ms up to 0.5 ms, and the results of the time dependent void fraction averaged over a selected volume of the helical coil are shown in Figure 5. The dimensions and location of the volume on which the void fraction has been averaged is the same used by Breitenmoser et al. (2019) to postprocess the experimental data.

In the test No. 7, the slug flow regime occurs as indicated by the experimental data. The time step convergence study shows that if the integration time step is larger than 0.1 ms, the simulation is not able to capture the characteristic of slug flow, as demonstrated in Figures 4A,B. In contrast, simulations with a smaller time step show a good agreement with the experimental data as indicated in Figure 9A. In Figures 4C,D, the repeating high peaks represent the large slug bubbles passing through the volume selected for the void fraction spatial averaging, and the fluctuations after the peaks correspond to the wake behind a large slug bubble.


[image: Figure 4]
FIGURE 4. Simulation data of void fraction for different integration time steps. (A) Time-step = 0.5 ms. (B) Time-step = 0.2 ms. (C) Time-step = 0.1 ms. (D) Time-step = 0.05 ms.


In addition, the time-averaged data was also investigated as shown in Figure 5, and the same time-averaged range as mentioned in previous subsection was used. There is a clear convergence trend from 0.5 to 0.1 ms and the experimental data is indicated by the dashed lines. The relative differences between the smallest time step (0.05 ms) and the intermediate time step (0.1 ms) are <1.5% for both parameters. To reduce the computational time associated to the simulations, a time step of 0.1 ms was selected for the results discussed in section results and discussion.


[image: Figure 5]
FIGURE 5. Results of the time step convergence study. (A) Two-phase pressure drop. (B) Void fraction.





RESULTS AND DISCUSSION

In this section, the simulation results for two-phase pressure drops and time-dependent volume averaged void fractions are presented and compared with the experimental data. All of the following figures are obtained using Origin Pro 2019.


Two-Phase Pressure Drop

As mentioned earlier, the two-phase pressure drop is an important parameter for designing a new helical coil heat exchanger. In the experiments, the two-phase pressure drops for the last half turn upstream of the helical coil outlet were measured, so in the simulations, the pressure drop across the same section was monitored for comparison with the experimental data. The comparison obtained for the time-averaged pressure drop is reported in Table 2.

The results show that for the slug and slug-annular flow regimes (tests No. 5 to No. 9), the two-phase pressure drops can be predicted reasonably well with relative errors ranging from <3% to up to about 30%. This also supports the conclusion that the VOF model is suitable for modeling immiscible two-phase flows in which large structures are present. However, for all other flow regimes, the two-phase pressures drops are all significantly overestimated with relative errors up to more than 300%.

The possible reason for the poor agreement between the simulation and experiment could be explained by the fact that the superficial velocities and flow patterns of the other cases are far from the reference case No. 7 for which the mesh and time-step convergence study were performed. There are few other cases (test No. 5, No. 6, No. 8, and No. 9) which shows reasonable agreement with experimental data and also has reasonably similar close superficial velocities and belongs to the same flow regime. However, the large discrepancy in results between simulations and experimental data suggests that mesh and time-step should be verified on a case-specific basis and cannot be extrapolated too far from the reference case. With this, we can conclude that universal mesh and time-step for this modeling approach does not exist due to significant variation in boundary conditions imposed for different cases. The possible reasons for the poor agreement for each flow regime are presented in the next subsection with the analysis of the void fraction distribution.



Void Fraction

In this subsection, the results of the void fraction are compared between the experimental and CFD-predicted data. All of 12 tests are separated into five different flow regimes, and six representative results for the different identified flow regimes are presented and discussed.


Bubbly Flow

The test No. 1 and No. 2 correspond to the bubbly flow regime. The time evolution of the void fraction and the corresponding void fraction histogram of test No. 2 for both experimental and simulation data are shown in Figure 6. The void fraction time evolution in Figure 6A shows small oscillations around 0.02 and the maximum void fraction is <0.1. However, the simulation results in Figure 6B show much larger peaks and more frequent oscillations, which means that the simulation produces larger bubbles which move faster than in the experiment. Figures 6E,F confirm that the computational model results in larger bubbles than what found in the experiments. This might be due to the mesh not being fine enough to capture the small bubbles, which leads to small bubbles merged into a large bubble. As mentioned above, in subsection multiphase flow model, at least three cells across a small bubble are required to capture the interface between two immiscible phases fully. It is evident that the finer mesh helps simulate smaller bubbles better, but the simulations will become too expensive to afford. Nevertheless, both the two histograms reported in Figures 6C,D demonstrate a unimodal void fraction distribution peaked at low void fraction values, caused by the dominant continuous liquid phase present in bubbly flow. Due to the low void fraction, i.e., high X-ray attenuation, the noise level in the experimental data is relatively high compared to other flow regimes. This noise causes some values of the measured void fraction to be <0, as demonstrated in Figure 6A.


[image: Figure 6]
FIGURE 6. Results of test No. 2. (A) Experimental void fraction time evolution. (B) Simulation void fraction time evolution. (C) Experimental void fraction histogram. (D) Simulation void fraction histogram. (E) X-ray void fraction contrast image. (F) Void fraction isosurface image.




Plug Flow

By increasing the air flow rate, the small bubbles tend to agglomerate together and the bubble clusters develop into elongated Taylor bubbles or plugs. According to the definition of Zhu et al. (2017), tests No. 3 and No. 4 are identified as plug flow regime. As shown in Figures 7A,B, the peaks values are similar for the simulation and experiments, but still the simulation shows the occurrence of peaks at higher frequency than the experimental data. In terms of the histograms, the void fraction histogram presents a bimodal distribution with the appearance of a second peak in the high void fraction range, around 0.5 (cf. Figures 7C,D). Since the plug flow is characterized by large structures, the simulation is able to correctly capture the phenomenology observed in the experiments (cf. Figures 7E,F). In addition, the staircase shaped tail of a plug proposed by Conte et al. (2017) can be seen both in Figures 7E,F. However, the mesh used in these two simulations is still not fine enough to track the interfaces of small bubbles, which might lead to the large discrepancy for the two-phase pressure drop.


[image: Figure 7]
FIGURE 7. Results of test No. 3. (A) Experimental void fraction time evolution. (B) Simulation void fraction time evolution. (C) Experimental void fraction histogram. (D) Simulation void fraction histogram. (E) X-ray void fraction contrast image. (F) Void fraction isosurface image.




Slug Flow

With higher air superficial velocity, the flow regime transits from plug to slug flow. This flow regime is characterized by higher and wider void fraction peaks, as illustrated in Figures 8, 9. However, in the simulation, the Taylor bubbles are longer than in experiments and have lower peak values of void fraction compared with the experimental data (cf. Figures 8A,B, 9A,B). The slug flow regime is identified for tests No. 5 to No. 8 (cf. Table 2). In addition, the second void fraction peak in the histogram becomes higher than the first peak as shown in Figures 8C,D, 9C,D. Besides, as shown in Figures 9E,F, a slug tail similar to what observed in the experiments is predicted in the simulation.


[image: Figure 8]
FIGURE 8. Results of test No. 6. (A) Experimental void fraction time evolution. (B) Simulation void fraction time evolution. (C) Experimental void fraction histogram. (D) Simulation void fraction histogram. (E) X-ray void fraction contrast image. (F) Void fraction isosurface image.



[image: Figure 9]
FIGURE 9. Results of test No. 7. (A) Experimental void fraction time evolution. (B) Simulation void fraction time evolution. (C) Experimental void fraction histogram. (D) Simulation void fraction histogram. (E) X-ray void fraction contrast image. (F) Void fraction isosurface image.




Slug-Annular Flow

Based on the definition proposed by Zhu et al. (2017), tests No. 9 and No. 10 are identified as slug-annular flow regime. Due to the higher air superficial velocity, some of the long Taylor bubbles coalesce together, showing typical features of annular flow. In Figure 10F, cavities on the slug bubble surface induced by the high air superficial velocity are clearly visible, while they are hard to notice from a 2d projection in Figure 10E. As a result, the number of large oscillations decreases and the void fraction fluctuates around 0.8 (cf. Figures 10A,B). The void fraction histogram return to a unimodal distribution, but with the peak located at higher void fraction values (cf. Figures 10C,D). As shown in Table 2, the air superficial velocity of test No. 10 is five-time larger than the reference case (test No. 7), so the large discrepancy between experiments and simulations is probably due to a not sufficiently small integration time step.


[image: Figure 10]
FIGURE 10. Results of test No. 9. (A) Experimental void fraction time evolution. (B) Simulation void fraction time evolution. (C) Experimental void fraction histogram. (D) Simulation void fraction histogram. (E) X-ray void fraction contrast image. (F) Void fraction isosurface image.




Annular Flow

Tests No. 11 and No. 12 correspond to the annular flow regime. The main characteristic of the transition from slug-annular flow to annular flow is the disappearance of the slugs. The smooth annular region appears both in the experiment and simulation (cf. Figures 11E,F). Therefore, there is a unimodal void fraction distribution present in the histogram with a single peak in the high void fraction regime (cf. Figures 11C,D). Comparing with the experimental data, the simulation results still show some slugs, not found in the experimental data (cf. Figures 11A,B). This might explain why the computed two-phase pressure drops are much larger than the experimental data (cf. Table 2). Another possible reason of the large difference is that the annular flow simulation requires smaller time step owing to the highest air superficial velocity. The time step convergence used test No. 7 as a reference and it was extrapolated into other 11 simulations, so the time step may not be accurate enough. The smaller time step might give better results, but it absolutely makes the computation much more expensive.


[image: Figure 11]
FIGURE 11. Results of test No. 11. (A) Experimental void fraction time evolution. (B) Simulation void fraction time evolution. (C) Experimental void fraction histogram. (D) Simulation void fraction histogram. (E) X-ray void fraction contrast image. (F) Void fraction isosurface image.






CONCLUSION

The behavior of air-water two-phase adiabatic flows in helical coils was investigated using CFD simulations. The VOF model was applied to track and locate the free surface of two immiscible phases, namely water and air. The realizable k-ϵ model was employed to simulate the turbulence of the two-phase flow. Following a convergence study, the optimal parameters for mesh generation and integration time steps were determined based on the reference case, test No. 7. The simulation results show that by employing proper boundary conditions, initial conditions, mesh and time step, the air-water flow regime as well as the pressure drop can be predicted by CFD models reasonably well. The bubbly, plug, slug, slug-annular and annular flow regimes were observed in the simulations, but a good quantitative agreement with the experimental data for two-phase pressure drops and void fractions was found only for slug and slug-annular flow regimes. This good quantitative agreement proves that the VOF model can predict and capture the two-phase flow very well with the case-specific mesh and time-step convergence study. However, for other cases, the two-phase pressure drops were considerably overestimated in the simulations, and phenomenological differences for the void fraction time evolutions were also observed. The large discrepancy of pressure drops and time-dependent void fraction shown in these cases confirms that the optimal mesh and time-step obtained for the reference case cannot be used for different flow regimes cases, especially for those whose superficial velocities differ a lot from the reference case. Also, there is not a single mesh that can be used to simulate all the flow regimes due to the significant flow topology variation. Hence, a case-specific mesh and time-step convergency are indispensable for each flow regime.
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Compared with the periodic unsteady flow induced by single-stage centrifugal pump, the internal flow state of multistage centrifugal pump is more complicated and the flow is more disordered. In this paper, the start-up process is divided into two stages: the closed-valve transition and the open-valve transition. The transient operation process is simulated numerically, and the pump characteristics and the evolution characteristics of the internal flow field are analyzed. It is found that multistage centrifugal pump start-up process of the closed-valve transition, when the impeller does the same work, compared with the steady state at the same speed, the mechanical energy in the internal flow field is converted into more kinetic energy and less pressure. Compared with the steady state at the same flow rate, in the initial stage of the open-valve start-up process, the stall group in the impeller flow channel is larger and the number of stall groups is more during the transient process, which exacerbates the rotational stall of the internal flow of the impeller, and the flow is more disordered. As a result, the amplitude of the hump fluctuation is greater than that under the same flow steady state. The research on the transient characteristics of the low specific speed multi-stage centrifugal pump during startup conditions is of great significance to the safety and reliability of nuclear power equipment and systems.

Keywords: multistage centrifugal pump, start-up process, numerical simulation, internal flow, transient characteristics


INTRODUCTION

Multi-stage centrifugal pumps need to be started frequently due to changes in operating conditions. During start-up, the speed of the pump increases rapidly from zero to thousands. The internal flow state of the pump changes from laminar to strong turbulent, and it also includes periodic unsteady flow induced by the dynamic and static interference of the impeller and the pressure water chamber. The internal flow of the pump exhibits unconventional transient characteristics. This article takes the CAP1400 Capacitive Water Pump (CVS) as the research object. The pump is a 13-stage low specific speed centrifugal pump. Capacitive make-up water pump is an extremely important class D pump in nuclear power plants, and it is a key device to ensure the safe and reliable operation of nuclear power plants.

In the running process of the multistage centrifugal pump, due to the change of operating conditions, it is necessary to start frequently, and the rapid increase of speed and flow during the start-up process will cause the pressure, velocity, radial force, and other parameters of the flow field to change strongly in a short time. At present, the research on the start-up process of the centrifugal pump generally uses the quasi-steady-state hypothesis method instead of the start-up transient process (Wu et al., 2009). However, due to the obvious transient effects of the start-up process, the numerical simulation is inaccurate. With the expansion of the centrifugal pump start-up process in various application fields and the increase of system complexity, it has been paid more and more attention by scholars in recent years.

Tsukamoto and Ohashi (1982) and Tsukamoto et al. (1995) considered that the pulse pressure and the hysteresis of the flow around the blade during the start-up process of the small low specific speed centrifugal pump were the main reasons for the dimensionless head curve to be lower than the quasi-steady head curve. And the fluctuation frequency of impeller speed was directly related to the transient effect of the head curve. Thanapandi and Prasad (1995) established a numerical model for a screw pump with different opening degrees by using the future analysis method. The transient dynamic characteristics of the pump were analyzed and verified by experiments. It was found that the dynamic characteristics of the pump deviated greatly from its steady-state characteristics. Xu et al. (2010), Li et al. (2010), and Li (2009) created a complete system model including circulating pipes and pumps. In the numerical simulation of rapid start-up process of centrifugal pumps, the sliding grid method was used to analyze the evolution process of unsteady flow in centrifugal pumps under transient conditions. Ping et al. (2007) established the basic equation describing the rapid start-up of centrifugal pumps. Taking a fast-start mixed-flow pump as an example, the transient effect of the flow field under the transient operation of fast start-up was theoretically analyzed and numerically calculated. It was found that the pump characteristics in the initial start-up stage were obviously different from those of the quasi-steady-state process. Wang et al. (2017) studied the transient characteristics of an ultra-low specific speed centrifugal pump under the start-up process of the closed-valve condition by compared the quasi-steady-state process. It was found that the magnitude of the start-up acceleration has an important influence on the transient impact head at the end of the closed-valve process. At the beginning of the start-up process, the static pressure distribution of them has the largest difference. With the rotational speed increases, the difference between them decreases gradually.

Up to now, scholars at home and abroad have a deep understanding of the transient characteristics of centrifugal pumps in the start-up process, but most of the research objects of the transient characteristics of the start-up process are limited to single-stage centrifugal pumps. Compared with single-stage centrifugal pump, the complex series structure of multistage centrifugal pump makes its internal flow more complex (Zhang et al., 2012; Liu et al., 2014; Wang et al., 2017), and because of the transfer of the flow states between stages, the transient internal flow characteristics will be more disordered during the start-up process.

CAP1400 is this new type of third-generation reactor. The performance of many equipment needs to be studied, especially the pumps that are very important to safety. The research focus and innovation of this paper is to reveal the transient characteristics of a new type of nuclear power pump through existing methods, together to provide a reference for the safety design of nuclear power plants. Therefore, based on the predecessors, this paper further studies the transient state of multistage centrifugal pumps by numerical simulation. Carrying out the research on the transient characteristics of the low specific speed multi-stage centrifugal pump during startup conditions is of great significance to the safety and reliability of nuclear power equipment and systems.



THEORETICAL ANALYSIS OF START-UP TRANSIENT PROCESS OF CENTRIFUGAL PUMP

Zhang (2013) according to the momentum moment theorem and the energy conservation principle, deduced the generalized Euler equation suitable for the start-up transient process of the centrifugal pumps, which is shown in Equation (1).

[image: image]

In Equation, Vu1 and Vu2 are the circumferential component of the absolute velocity of the liquid particle in the impeller at leading edge and trailing edge, u1 and u2 are the circumferential velocity of the liquid particle in the impeller at leading edge and trailing edge, ω is the instantaneous rotational angular velocity of the impeller, Q is the instantaneous volume flow, D is the nominal diameter of the impeller. For radial centrifugal impellers, D = D2. ΩJ and ΩM are two different blade influence coefficients, and the size is related to the impeller geometry parameters such as blade shape and blade thickness,

[image: image]

Where, [image: image].

According to Equation, the head of the centrifugal pump during the start-up transient process is mainly composed of two parts. One is the steady head of the centrifugal pump at the corresponding speed during the start-up process, as shown in the first item on the right side of the equation. Another is rotational acceleration and additional head of flow inertia during the start-up process, as shown in the second and third terms on the right side of the equation. The latter is the main reason for the transient effect in the start-up process of centrifugal pump.



SUMMARY OF START-UP PROCESS OF MULTISTAGE CENTRIFUGAL PUMP

The start-up process of centrifugal pump is a necessary process for the normal operation of pump system. This process usually refers to the stage in which the flow rate increases gradually from zero to the rated flow rate (Li, 2012). In order to prevent start-up power overload of multistage centrifugal pump, the start-up process usually includes two processes: closed-valve start and open-valve control. This paper uses full pressure start and the motor speed changes linearly. As shown in Figure 1, the closed-valve transition stages are divided into two sections, the first stage is impeller acceleration stage, the second stage is shut-off point operation stage. Under the condition of closing dead-point flow rate, the impeller speed increases rapidly from zero to rated speed, and then the multistage centrifugal pump operates at the critical dead-point condition of stable speed. When the start-up process of the closed-valve, full pressure start-up is preferred when the minimum torque and maximum flow rate are satisfied. The third and fourth stages are the open-valve transition stage. In the third stage, after the impeller reaches the rated speed, the valve is opened according to the predetermined law, and the flow rate gradually increases from zero to the rated flow rate. The fourth stage indicates stable operation stage. In the open-valve transition stage, because the boundary conditions change with time during the start-up process is not clear, this paper will use Flowmaster software and CFX software to simulate. Firstly, Flowmaster software is used to build the operation model of multistage centrifugal pump to obtain the parameters of the relevant boundary conditions, and then the boundary conditions are input into CFX. The transient numerical simulation of the start-up stage of the open-valve is carried out in the software.


[image: Figure 1]
FIGURE 1. Different stages of the start-up process.




COMPUTING MODEL AND MESH GENERATION

The main design parameters of the multistage centrifugal pump selected in this paper are as follows: flow rate Qd = 34.1 m3/h, head H = 1,800 m, speed n = 2,985 r/min, ns = 26.3. The main geometric parameters of the flow passage parts of the model pump are shown in Table 1.


Table 1. Dimensional parameters of impeller and radial guide vane.

[image: Table 1]

Commercial software Cero is used to build the three-dimensional model of the flow passage area of the multistage centrifugal pump, including the suction chamber, impellers at all levels, radial guide vanes, and pump casing. Compared with the other guide vanes at all levels, there is no anti-guide vane in the final guide vanes and the outlet of the last guide vanes directly contacts with the fluid field of the pump casing. The fluid field model of the multistage centrifugal pump is shown in Figure 2. Considering that the internal fluid flow state varies greatly during the start-up process, the impeller is divided into structured hexahedron mesh, which is shown in Figure 3.


[image: Figure 2]
FIGURE 2. Fluid domain of multistage centrifugal pump. (A) Suction chamber, (B) pump casing, (C) final guide vane, (D) impeller, (F) radial guide vane, and (G) multistage centrifugal pump integral flow domain.



[image: Figure 3]
FIGURE 3. Meshing. (A) Grid independence verification and (B) structured grid of impeller.


Radial guide vane, suction chamber and pump casing adopt unstructured tetrahedral mesh with strong self-adaptability to realize complex structure mesh generation, which guarantees mesh quality above 3.0. At the beginning of the study, we conducted a grid-independent verification of a single-stage pump, as shown in Figure 3A. When the total number of grid cells is 1584810, the head change is <0.5%. Finally, the mesh number of suction chamber, pump casing, and impeller are 570325, 107906, and 326751, respectively. The number of radial guide vanes at the last stage is 144854, and the total number of grids is 13763729.



TURBULENCE MODEL AND BOUNDARY CONDITION SETTING

This paper based on ANSYS CFX 18.1 to complete the start-up transient simulation numerical calculation. The Shear Stress Transport (SST) model is used in the turbulence model. The results of steady flow field with zero rotational speed and flow rate are taken as initial documents. The interface between impeller and radial guide vane is set to Frozen rotor mode with fixed rotor, the wall roughness is set to 0.125 mm, and the wall boundary condition is set to non-slip wall. The import boundary condition is set to the full pressure inlet, and the reference pressure is set to 1 atm. The outlet boundary condition is set to the mass flow outlet. The turbulence intensity is moderate [Medium (Intensity = 5%)]. When the closed-valve starts at the closing dead-point, the flow rate can be regarded as 0. But in fact, the internal flow of multistage centrifugal pump is still circulating under small flow rate, and the flow rate can be regarded as a constant value during the whole shut-off start-up process (Shao, 2016). The flow rate is about 1 5% of the design flow rate of the pump, and the mass flow rate is 0.01 kg/s in this chapter. When it is in the open-valve transition stage, the boundary condition of flow is the change value of flow parameters obtained by Flowmaster simulation.

In this paper, the total calculation time of closed-valve transition stage is set to 2.5 s, and the total time of open-valve transition stage is 3.8 s, and the time step is 0.002 s. In order to ensure absolute convergence within each time step, the maximum number of iterations within a time step is set to 50, and the residual value of convergence is set to 0.0001.

The rated speed is 2,985 r/min, the total calculating time is 2.5 s. Within 0 ≤ t ≤ 2.1 s, the rotational speed is uniformly accelerated to the rated speed of 2,985 r/min, and within 2.1 s ≤ t ≤ 2.5 s, the rotational speed is stable at 2,985 r/min.

The equation for calculating speed in expression function of closed-valve transition stage is shown in Equation (3).

[image: image]

The rotational speed nt remains constant during the open-valve transition stag, i.e., nt = −2,985 [revmin−1].

In Equation (3), Ttol = 2.1 [s], which means the start-up time is 2.1 s, among them function step () is the function of CFX itself, and its expression value is shown in Equation (4).

[image: image]

In Equation (4), x is dimensionless.

The equation for calculating head H in expression function is shown in Equation (5).

[image: image]
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The equation for calculating power P written in the expression function is shown in Equation

[image: image]

Where:

torqu represents the all impellers torque consumed.

The calculation equation written in the expression function of efficiency η is as shown in Equation (9).

[image: image]



ANALYSIS OF CALCULATION RESULTS OF THE START-UP PROCESS OF THE CLOSED-VALVE TRANSITION


Contrastive Analysis of Pump Characteristics of the Start-Up Process of the Closed-Valve Transition

During the start-up process of the closed-valve transient, the speed increases linearly with the start-up time. In order to explore the relationship between the pump characteristics and the change of the speed during the start-up process of the multistage centrifugal pump. In this paper, the rotation period f of the custom function rotor is used to describe the variation law of the pump characteristics during the start-up process of the closed-valve transition. The rotor rotation period f represents the time taken for each revolution of the impeller. The calculation equation is shown in Equation (10).

[image: image]

Figure 4 shows the variation of characteristics of multistage centrifugal pump with start-up time in the process of the closed-valve transition. In order to make the change law of f function clear, the interval of ordinate values in the t-f function in Figure 4 is interpolated by natural logarithm.


[image: Figure 4]
FIGURE 4. Pump characteristic change during the start-up process of the closed-valve transitional.


As can be seen from Figure 4, when the initial stage of the I-stage closed-valve is 0 ≤ t ≤ 0.25 s, the rotor rotation period is rapidly reduced from 25.2 to 0.169 s, and the head and power are almost unchanged. In this time range, the multistage centrifugal pump has just started, and the fluid is in a static state before starting. Although the impeller starts to rotate to work on the flow, the fluid still maintains its original state characteristics under the action of fluid inertia force. In the II-stage, when the start-up process develops to 0.25 ≤ t ≤ 2.1 s at the end of start-up, the rotor rotation cycle decreases slowly until it tends to decrease linearly, while the head and power increase slowly at the beginning of the closed-valve. With the increase of start-up time, the rotor rotation cycle increases gradually until it tends to increase linearly (Zhang et al., 2019a). Obviously, the change of head and power is closely related to the change of rotor rotation period. Within this time range, with the development of the start-up process of the closed-valve transition, the rotating speed increases, the working force of the fluid increases, the rotating centrifugal force of the fluid increases, the ability to overcome the inertia force of the fluid increases, and the head and power begin to increase linearly. At the 2.1 ≤ t ≤ 2.5 s end of the start-up process of the closed-valve transition, the rotating period of the rotor remains unchanged at 0.0201 s. At the end of the start-up process, the fluid still maintains the state of rotational acceleration, and the head and power will continue to increase in a short time. With the increase of time, the head and power gradually show periodic fluctuations. During the whole start-up process of the closed-valve transition, the fluid has obvious transient flow characteristics.

In order to explore the transient effect of multistage centrifugal pump in the start-up process of the closed-valve transition, the flow field under the steady state of the same speed at the corresponding time is simulated and calculated, and compared with the transient calculation results of the start-up process of the closed-valve transition. Five rotational speeds, 600, 1,200, 1,800, 2,400, and 2,985 r/min are taken here. The corresponding start-up process of the closed-valve transition is 0.42, 0.84, 1.27, 1.69, and 2.1 s, respectively. Figure 5 is a comparison diagram of the pump characteristics between the start-up process of the closed-valve transition and the steady state of the same speed.


[image: Figure 5]
FIGURE 5. Comparison of the pump characteristics between the start-up process of the closed-valve transition and the steady state of the same speed. Subscript S indicates steady state and subscript T represents transient state.


Figure 5 shows that the head and power curves of steady state at the same speed basically coincide with the change trend of head and power curves of the start-up process of the closed-valve transition. It can be shows that the numerical simulation results of the start-up process of the closed-valve transition in this chapter are correct. Within the starting transition time of 0 ≤ t ≤ 2.1 s, the corresponding values of power and head in steady state are higher than those in transient state. At the end of the start-up process, the power and head states are basically the same, indicating that the fluid state during the closed-valve process has a certain hysteresis compared to the fluid state at the steady speed. In the start-up process of the closed-valve transition, on the one hand, the acceleration of liquid rotation and water flow leads to the instability of flow state. On the other hand, the flow field is extremely uneven due to the inertia of liquid flow in the start-up process of the closed-valve transition, which all aggravates the hydraulic loss in the passage. As a result, the head and power in the start-up process of the closed-valve transient state are lower than in the steady-state steady state.



Contrastive Analysis of Internal Flow Field During the Start-Up Process of the Closed-Valve Transition

This section compares and analyzes the differences in the distribution of the velocity field and pressure field during the closed-valve transitional start-up process by combining the flow at the same speed and steady state at the corresponding moment. The effects of transient effects on internal flow distribution are analyzed. It is used to explore the influence of transient effect on internal flow distribution during the start-up process of the closed-valve transition (Zhang et al., 2019b). Among them, Figures 6–8 are the velocity distribution diagrams of the first stage impeller during the start-up process of the closed-valve transition and the constant speed steady state of n = 600, 1,800, and 2,985 r/min. Figures 9–11 are the static pressure distribution diagrams of the first stage impeller during the start-up process of the closed-valve transition and the constant speed steady state of n = 600, 1,800, and 2,985 r/min.


[image: Figure 6]
FIGURE 6. Velocity distribution of the first stage impeller with n = 600 r/min. (A) Start-up transient of closed-valve and (B) steady state at the same speed.



[image: Figure 7]
FIGURE 7. Velocity distribution of the first stage impeller with n = 1,800 r/min. (A) Start-up transient of closed-valve, (B) steady state at the same speed.



[image: Figure 8]
FIGURE 8. Velocity distribution of the first stage impeller with n = 2985 r/min. (A) Start-up transient of closed-valve and (B) steady state at the same speed.



[image: Figure 9]
FIGURE 9. Static pressure distribution of the first stage impeller with n = 600 r/min. (A) Start-up transient of closed-valve and (B) steady state at the same speed.



[image: Figure 10]
FIGURE 10. Static pressure distribution of the first stage impeller with n = 1,800 r/min. (A) Start-up transient of closed-valve and (B) steady state at the same speed.



[image: Figure 11]
FIGURE 11. Static pressure distribution of the first stage impeller with n = 2,985 r/min. (A) Start-up transient of closed-valve and (B) steady state at the same speed.


Comparing the static pressure distribution and speed distribution in the two states, it can be seen that with the increase of the impeller speed, the inlet speed of the first stage impeller gradually increases, and the static pressure in the flow channel also gradually increases. This is because with the increase of time, the speed of the impeller continuously increases, and the functional force for liquids also increases. The total mechanical energy converted into liquid also increases, that is, the dynamic pressure head and the static pressure head are increasing. However, compared with the stable speed starting process at the corresponding moment, the internal speed of the impeller during the transient variable speed starting process is relatively large, and the static pressure of the static pressure in the flow channel is relatively small. This shows that under the condition that the impeller does the same work, the mechanical energy is converted into kinetic energy and the pressure energy is less during the transient variable speed startup process. This is a typical manifestation of transient effects in the transient operation of closed-valve transient starting. This is also consistent with the phenomenon that the transient flow head curve is lower than the flow head curve under the same speed and steady state at the corresponding moment.

During the start-up process of the closed-valve transition, there are a lot of zero velocity regions from the impeller inlet to the middle passage area. The velocity regions with magnitude are mainly accumulated near the back outlet area of the blade, while the distribution at the outlet area of the blade working face is relatively small. The maximum velocity region mainly exists in the middle passage near the impeller outlet. A small amount of liquid is distributed at the outlet of the blade back under the centrifugal force of the impeller. In the start-up process of the closed-valve transition, the zero-speed zone is the dead water zone, which means that there is no flow through the region. If a long time to maintain this state, it will consume a large number of impeller work energy, and make the pump body and fluid in the process of starting heat (Li et al., 2019). Compared with the transient variable speed start-up process of the closed-valve transition, the velocity gradient in the impeller passage during the steady speed start-up process at the corresponding moment is more uniform. And there is no zero velocity zone at the impeller outlet, while there is a scattered zero velocity zone at the impeller outlet during the transient variable speed start-up process. In the static pressure cloud diagram of the start-up process of the closed-valve transition, the static pressure distribution at different moments is similar. And the four main low-pressure vortex zones are at the impeller exit and exhibit a central symmetric distribution. Compared with the stable speed start-up process at corresponding time, the area of low-pressure vortices is larger, the central pressure is lower, the pressure gradient is larger and the number is larger. It shows that the internal flow condition of the start-up process of the closed-valve transient is more turbulent and more complicated than the steady-state steady state at the corresponding moment.




CALCULATION SETTING AND RESULT ANALYSIS OF THE START-UP PROCESS OF THE OPEN-VALVE TRANSITION


Setting Up of Simulating and Calculating Settings for the Start-Up Process of the Open-Valve Transition

The start-up process of the open-valve transition studied is the next stage of the start-up process of the closed-valve transition. During the start-up process of the open-valve transition, the flow rate increases rapidly from zero to the rated flow rate while the impeller maintains the rated speed. Because it is difficult to simulate the transient process of multistage centrifugal pump of the start-up process of the open-valve transition in the laboratory, and the boundary conditions of numerical simulation calculation of the start-up process of the open-valve transition cannot be obtained, Flowmaster and CFX software will be used to simulate the start-up process of the open-valve transitions of multistage centrifugal pump. Firstly, Flowmaster software is used to build the operation model of multistage centrifugal pump, and the outlet flow rate and inlet pressure can be obtained. Secondly, the boundary condition is input through the UDF function in CFX, which can simulate the internal flow condition of multistage centrifugal pump during the open-valve transition. The simulation process steps are: (1) collecting and sorting out component parameters; (2) importing parameters and testing the operation status of components; (3) using Flowmaster for modeling and simulation; (4) importing the boundary condition parameters into CFD simulation software for numerical calculation.

In this paper, Flowmaster software is used to build centrifugal pump operation model. The operation model of centrifugal pump is shown in Figure 12. The operation model is mainly composed of circulating pipeline, elbow, centrifugal pump, torque controller, ball valve and water tank. In order to make the simulation process close to the actual situation, the setting parameters of the centrifugal pump come from the actual test measurement of the centrifugal pump. According to the start-up test report of the multistage centrifugal pump, this chapter determines that the time required for the flow rate to change from zero to rated flow rate in the start-up stage of the valve is 3 s, and the total calculation time for the numerical simulation of the whole start-up process of the open-valve transition is 3.8 s.


[image: Figure 12]
FIGURE 12. Operation model of multistage centrifugal pump. 8: water tank; 10: centrifugal pump; 11: ball valve; 15, 17, 9, 14, 18: pipeline; 12, 13, 16: elbow; 19: torque controller; others: monitoring nodes.




Contrastive Analysis of Pump Characteristics of the Start-Up Process of the Open-Valve Transition

The flow rate of multistage centrifugal pump varies with the start-up time during the start-up process of the open-valve transition. The change trend of pump characteristics with time under the transient start-up state is shown in Figures 13. Figure 14 shows the head changes of different series in the transient state of the start-up process of the open-valve transition. The single-stage head is obtained by calculating the pressure difference corresponding to the inlet of the impeller and the outlet of the guide vane. Due to the excessive number of stages, only the typical levels 1, 2, 3, 7, 8, and 13 are selected for analysis.


[image: Figure 13]
FIGURE 13. Pump characteristic change of start-up transient state in open-valve stage.



[image: Figure 14]
FIGURE 14. Head change of different stages in transient start-up state during open-valve stage.


As can be seen from Figure 13, in the start-up process of the open-valve transition, the flow rate and efficiency changes with the start-up time is similar. In the initial stage of start-up, 0 ≤ t ≤ 0.25 s and the final stage of start-up 2.75 s ≤ t ≤ 3.04 s, the flow rate and efficiency increase smoothly. While in the start-up stage, the flow rate and efficiency increase linearly, and at the beginning of the start-up, the head decreases with the start-up time. When t = 1.01 s, the head begins to rise. At t = 1.22 s, the first local maximum value appears, and then the head decreases again. At t = 1.61 s, the local minimum value appears, and then the head starts to rise again. Near t = 1.89 s, the second local maximum value appears, and the two maximum values are almost equal. Then, as the start-up time increases, the head continues to drop.

As can be seen from Figure 14, the difference between the first stage and the other stage is larger than that of other stages. Especially in the two periods of t ≤ 1 s and 1.75 s ≤ t ≤ 2.66 s, the fluctuation is intense, and there are fluctuations in different degrees at the beginning of the start-up of other stages. The boundary condition at the inlet is total pressure in the transient numerical simulation of the start-up process of the open-valve transition. This is not fully in line with the actual situation of the start-up process of the open-valve transition, which leads to drastic changes in the static pressure of the inlet, and the difference between the first head and other stages is significant. Except for the first stage, the change trend of the other single-stage head is the same as that of the total head, and there are different degrees of double humps. The time of the first hump appearing in the flow head curve at all levels is about t = 1.21 s, but the time of the second hump appearing is different. The second hump time at the 8th level head curve is the latest, and the 8th level single stage head is also the highest.

In order to further analyze the influence of the transient effect on the pump characteristics of the open-state transient state, especially the effect on flow head hump. The pump characteristics under steady state and transient start-up state under the same flow rate are compared. The flow rate here is 6.84, 8.10, 9.75, 11.39, 14.44, 17.48, 18.91, 20.33, 27.20, and 34.20 m3/h, the corresponding start-up transition time is 0.93, 1.01, 1.11, 1.22, 1.41, 1.61, 1.71, 1.89, 2.35, and 3.10 s. Figure 15 is a comparison of the pump characteristics of the start-up process of the open-valve transition and the steady state of the same flow rate. In the graph, subscript S denotes steady state, subscript T denotes transient state.


[image: Figure 15]
FIGURE 15. Comparison of outer characteristics of start-up transient state and steady state of equal flow rate in open-valve stage.


As can be seen from Figure 15 that in the steady state of the same flow rate and the start-up process of the open-valve transition, when the open-valve transition starts in the middle and late development period 27.20 m3/h ≤ Q ≤ 34.20 m3/h, the flow efficiency curve and the flow head curve are basically the same. When Q ≤ 20.33 m3/h, there are three hump peaks in the flow head curve under the same flow steady state, and the hump fluctuation amplitude is smaller than the hump fluctuation amplitude of the flow head curve under the start-up process of the open-valve transition.



Comparative Analysis of Streamlines Between Blades

In order to explore the influence of transient effect of the start-up process of the open-valve transition on hump, this paper chooses four flow points: maximum and minimum position of hump Q = 8.10 m3/h, Q = 11.39 m3/h, Q = 17.48 m3/h, Q = 20.33 m3/h. The streamline distribution between the blades of the second stage impeller at different flow points in the same steady flow state and the transient effect of the start-up process of the open-valve transition is compared and analyzed. Figure 15 shows the streamline distribution between blades with different flow rates in the start-up process of the open-valve transition. Figure 16 shows the streamline distribution between blades with different flow rates under the steady state of the same flow rate.


[image: Figure 16]
FIGURE 16. Streamline distribution among blades with different flow rates in the start-up process of the open-valve transient. (A) Q = 8.01 m3/h, (B) Q = 11.39 m3/h, (C) Q = 17.48 m3/h, and (D) Q = 20.33 m3/h.


Compared with Figures 16, 17, the flow disorder in the impeller passage and stall groups of varying degrees are the main reasons for the hump of the flow head curve, whether in the start-up process of the open-valve transition or in the steady state of the same flow condition. However, the range of stall groups is larger and the number of stall groups is larger in the start-up process of the open-valve transition. For example, stall groups exists not only at the inlet and outlet of impeller, but also in the middle passage at the flow rate of Q = 17.48 m3/h and Q = 20.33 m3/h. In the start-up process of the open-valve transition, the flow inertia of liquid will make the flow rate change out of step with the head change. And the increase of flow velocity will aggravate the rotational stall of impeller internal flow. Therefore, the hump fluctuation amplitude in the start-up process of the open-valve transition is higher than that in the steady state of the same flow rate.


[image: Figure 17]
FIGURE 17. Streamline distribution among blades with different flow rates under steady state of equal flow rate. (A) Q = 8.01 m3/h, (B) Q = 11.39 m3/h, (C) Q = 17.48 m3/h, and (D) Q = 20.33 m3/h.




Analysis of Internal Flow Field in the Start-Up Process of the Open-Valve Transition

In this paper, the secondary (stage 2) impeller is used to analyze the internal flow field changes during the start-up process of the open-valve transition. The static pressure distribution of the impeller of stage 2 under the start-up process of the open-valve transition is shown in Figure 18.


[image: Figure 18]
FIGURE 18. Static state distribution of the second stage impeller in the start-up process of the open-valve transition. (A) t = 0.93 s, (B) t = 1.36 s, (C) t = 1.83 s, (D) t = 2.35 s, and (F) t = 3.10 s.


As can be seen from Figure 18, under the start-up process of the open-valve transition, the average static pressure in the secondary impeller decreases with the increase of start-up time, increasing gradually along the radial direction from the impeller inlet, and the gradient of change becomes more uniform. This is because the impeller does have a certain functional force when the rotational speed is kept constant. With the increase of flow rate, the flow velocity in the impeller passage will also increase. According to the Bernoulli energy conservation equation, the dynamic pressure increases and the static pressure gradually decreases. However, with the liquid flows in the radial direction, the cross-section area of the channel increases gradually, and the static pressure value increases gradually. In the initial stage of the start-up process of the open-valve transition, there are many high-pressure vortices on the back of secondary impeller blade outlet. With the increase of start-up time, the number and scope of high-pressure vortices are gradually decreasing, which indicates that the internal flow tends to be stable with the development of start-up process. This is more evident from the turbulent kinetic energy distribution in the secondary impeller.

Turbulence kinetic energy is a measure of turbulence intensity. Its size and spatial distribution can reflect the scope and magnitude of fluctuating diffusion and viscous dissipation loss in the channel to a certain extent. And it is also an intuitive expression of the stability of internal flow. In this paper, the turbulent kinetic energy during the start-up process of the open-valve transition is analyzed, and the influence of transient flow rate on the stability of the internal flow field is studied. Figure 19 shows the turbulent kinetic energy distribution of the secondary impeller during the start-up process of the open-valve transition.


[image: Figure 19]
FIGURE 19. Turbulent energy distribution of the second stage impeller in the start-up process of the open-valve transition. (A) t = 0.93 s, (B) t = 1.36 s, (C) t = 1.83 s, (D) t = 2.35 s, and (E) t = 3.10 s.


It can be seen from Figure 19 that there is a certain similarity between the magnitude and distribution of the turbulent kinetic energy of the secondary impeller in the start-up process of the open-valve transition. The turbulent energy is the largest at the exit of each flow channel near the impeller, and there is a large pulsation diffusion and viscous dissipation loss, which is symmetrically distributed in the center. As shown in (a), the turbulent energy distribution is shown in the red circle, and a similar turbulent energy distribution appears again after three flow paths. The number of the impeller blades is 6, and the number of radial vane blades is 8, which are not mutually prime. The radial vanes and impellers have periodic dynamic and static interference. The internal flow field at each outlet of the impeller changes drastically, so the turbulent energy is the largest, and the distribution presents a central symmetric distribution. In the early start 0 ≤ t ≤ 1.83 s turbulent kinetic energy distribution is small change. In the middle and late stages of start-up 1.83 s ≤ t ≤ 3.1 s, the distribution range of turbulent kinetic energy gradually decreases with the development of the start-up process of the open-valve transition. The kinetic energy value is also gradually decreasing, indicating that its internal flow gradually begins to stabilize.




DISCUSSIONS

The two transient processes of the closed-valve transition and the open-valve transition are numerically simulated, and the pump characteristics and the evolution characteristics of the internal flow field are analyzed. During the start-up process of the closed-valve transition, the head, and power curves of the same steady-state are slightly higher than the head and power curves of the start-up process of the closed-valve transition, but the trends in the two states are basically consistent. At the end of the start-up process of the closed-valve transition, the power and head are basically the same in both states, but the transient head will still increase in a short time under the influence of fluid inertia. When the impeller does the same work energy, compared with the steady state of the same speed, in the transient internal flow field of the closed-valve transient start process, the mechanical energy is converted into kinetic energy and the pressure energy is less. The mechanical energy in the internal flow field is converted into more kinetic energy and less pressure energy. This is a typical manifestation of transient effects during the closed-valve transitional start-up process.

Compared with the steady flow state of the same flow rate, in the initial stage of the open-valve transition process, the range of stall groups in the impeller flow channel is larger during the transient process, the number of stall groups is more, During the start-up process of the open-valve transient, there is a certain similarity between the size and distribution of turbulent energy in the flow field inside the impeller. With the development of the open-valve process, the flow rate gradually increases, internal flows have gradually stabilized.



CONCLUSIONS

In this paper, the start-up process of low specific speed multistage centrifugal pump is divided into two stages: variable speed closed-valve transition and variable flow open-valve transition. The difference of flow characteristics between the variable speed closed-valve transient start-up processes and the steady state of the same speed at the corresponding moment, and difference of flow characteristics between variable flow open-valve transient start-up processes and the steady state of the same flow rate at the corresponding moment are analyzed. The main conclusions are as follows.

1. According to the theoretical analysis, the centrifugal pump impeller has transient effects caused by two kinds of additional heads, a rotational acceleration head and a flow inertia head during the pump-start transient operation.

2. During the start-up process of the closed-valve transition, the variation trend of the pump characteristic with time is highly correlated with the variation trend of the rotor rotation period f with time. During the development period of the start-up process of the closed-valve transition, the head and power curves of the same steady state are slightly higher than the head and power curves of the start-up process of the closed-valve transition. But the variation trend in the two states are basically consistent, and the start-up process of the closed-valve transition is instantaneous. And the state of fluid flow during the start-up process has a certain hysteresis. At the end of the start-up process of the closed-valve transition, the power and head are basically the same in both states, but the transient head will still increase in a short time under the influence of flow inertia, and there is an impact head.

3. It is found that when the impeller does the same work, compared with the steady state at the same speed, the mechanical energy in the internal flow field is converted into more kinetic energy and less pressure, which is a typical performance of the transient effect during the start-up process of the closed-valve transition.

4. Compared with the steady state of the same flow rate, in the initial stage of the start-up process of the open-valve transition, the range of stall group in the impeller flow channel is larger. During the transient process, the number of stall groups is more, which exacerbates the rotational stall of the internal flow of the impeller and the flow is more disordered. This results in a hump fluctuation amplitude is greater than it in the steady state of the same flow rate. During the middle and later process of the open-valve transition, the changes of the flow efficiency curve and the flow head curve are basically consistent. There is a maximum value of the radial force in the time range of the hump in the initial stage of the start-up stage.

5. During the start-up process of the open-valve transient, there is a certain similarity between the size and distribution of turbulent energy in the flow field inside the impeller. The turbulent energy has a central symmetric distribution in each flow channel, and the turbulent energy is the largest near the impeller exit, and there is a large pulsation diffusion and viscous dissipation loss. With the development of the open-valve process, the flow rate gradually increases, the distribution range of turbulent energy is gradually reduced and the internal flow tends to become stable.
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In order to ensure the successful implementation of in-vessel retention strategy to terminate molten corium pool evolution, it is necessary to evaluate the heat flux distribution on the lower head wall of reactor pressure vessel. In the present study, the models of internal heating and natural convention buoyancy, as well as the models of WMLES turbulence and phase changing, were applied in the open source CFD software OpenFOAM to perform numerical simulations for the COPRA single-layer molten pool experiment. The distributions of temperature, heat flux, and crust thickness were obtained. The simulation results were in good comparison with COPRA experimental data, proving the validity of the developed model for corium pool heat transfer characteristics. The simulation method and results could be applied to further in-depth study of thermal behavior in the corium pool.

Keywords: in-vessel retention, heat transfer, large-eddy simulation, solidification, OpenFOAM


INTRODUCTION

The nuclear reactor core may melt into high-temperature corium and then relocate into the reactor pressure vessel's lower plenum, where the molten material may form a corium pool after a severe reactor accident occurred. In-Vessel Retention (IVR) has been proposed to prevent the deterioration of the severe nuclear accident. The decay heat generated in the corium pool in the lower plenum can be removed by cooling water outside the reactor vessel. The thermal load distributions along the lower head wall were determined by the natural convection heat transfer characteristics inside the corium melt pool, which imposed great significance for ensuring the successful implementation of IVR strategy (Heofanous et al., 1996).

The main components of the relocated corium were non-eutectic mixtures in compositions of metal and metal oxides from fuel rods and brackets. In the early stages of corium pool formation, the lower oxidation fraction may lead to the stratification of melt layers. However, in the late stages, with increasing dissolved oxygen in the corium, the melt pool was in a homogeneous configuration of ceramic mixture according to the Zr-U phase diagram (Asmolov et al., 2004). Therefore, the simulation of homogenous pool remained an important issue with the solidification character of non-eutectic melt (Gaus-Liu and Miassoedov, 2014).

Heat transfer characteristics of melt in the reactor's lower head were studied experimentally and numerically in past years. The main purpose of these studies was to understand the fundamental behavior of the melt pool inside the reactor vessel (Zhang Y. et al., 2015). These experiments have been simplified due to the complexity of the actual molten pool and the experimental cost. The facilities can be divided into three categories based on the geometry: quarter-circular slice, semi-circular slice, and hemispherical pool (Zhang L. et al., 2015). Famous experiments such as BALI (Bonnet and Seiler, 1999), COPO (Kymäläinen et al., 1992), SIMECO (Sehgal et al., 1999), and COPRA (Zhang Y. et al., 2016) have provided important data of heat transfer characteristics based on different boundary conditions.

The key points of experiment simulation were the modeling of appropriate turbulence models and solidification models. Horvat and Mavko (2004) performed the simulation of UCLA's experiment (Asfia and Dhir, 1996) using the SST turbulence model and good comparisons were obtained. Dinh and Nourgaliev (1997) pointed out that the k-ε turbulence model could not represent the thermal distributions accurately in the cases with high Rayleigh number turbulence. Fukasawa et al. (2008) compared the turbulence models of the k-ε and large eddy simulation based on the BALI experiment (Bonnet and Seiler, 1999). The results showed that the LES method was capable of describing flow physics and heat transfer characteristics. Tran et al. (Tran et al., 2010) indicated that the implicit LES worked quite well in predicting natural convection heat transfer for strong turbulent pools. Tran and Dinh (2009) developed a phase-change effective convection model (PECM) to simulate the heat transfer characteristics inside molten pool. However, this method failed to analyze the inner temperature and flow field. Zhang et al. (2014) developed the 2D numerical model based on the SIMPLE algorithm and modified k-ε model for the simulation of the partial solidification process with diffusive convection.

In this paper, the simulation work based on LES turbulence model and solidification model was performed for the COPRA experiments in the platform of OpenFOAM. The distributions of thermal parameters were obtained and compared to validate the simulation model.



SOLIDIFICATION MODEL

There were two numerical methods for dealing with phase-change problems. The dynamic mesh technique was able to track the evolution of interfaces but was also computation consuming. Therefore, a traditional grid technology was chosen with theoretical and empirical formula to analyze the process of phase changing. For the melt pool with natural convection and solidification, the governing equations can be established based on the assumption of incompressible fluid.

Mass equation:

[image: image]

Momentum equation:

[image: image]
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where μeff is the effective dynamic viscosity; Sb is the buoyancy force related to density ρ; β is the thermal expansion coefficient; Ts is the solidus temperature; Sm is the Darcy source term in the mushy region with similar flow resistance of porous medium.

Enthalpy energy equation:

[image: image]

where λeff is the effective thermal conductivity and Q is the inner heating density.

The solidification will occur if the temperature is lower than the solidus temperature. The enthalpy-porosity model proposed by Voller and Prakash (1987) was used to describe the solidification process inside the molten pool. The Darcy term of the momentum equation was derived from Darcy's law (Darcy, 1856) in equation as follows:

[image: image]

where K is the permeability and μ is the fluid viscosity.

Due to the non-eutectic characteristics for corium simulant, there existed a mushy zone in front of the curst interface with both solid and liquid phases. It was assumed that the mushy zone was generally characterized with dendrites, which can be treated as porous medium (Flemings, 1974). Then the Darcy equation was obtained as:

[image: image]
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The Darcy source term in momentum equation was formulated as:

[image: image]

where Φ is the liquid fraction; C is the mushy zone constant depending on the morphology of the porous media and recommended here as 1.6 × 103 kg/(s·m−3) (Voller and Prakash, 1987); ε is a minimum value of 0.001 to prevent the error of division by zero. The porosity in mushy zone was considered as a function of temperature and was expressed in form of error function as (Rösler and Brüggemann, 2011):

[image: image]

where Tl and Tm are the liquidus temperature and average temperature of the mushy zone respectively.

Both sensible heat and latent heat of fusion were included in the enthalpy energy equation:
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where Lh is the latent heat of fusion. Then the enthalpy energy equation was rewritten into:
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Incorporating the models of internal heating and natural convention buoyancy, as well as the models of WMLES turbulence and phase changing into solvers in the open source platform of OpenFOAM, the numerical work was performed for the COPRA single-layer corium pool experiments with strong turbulence.



SIMULATION METHOD

The COPRA single-layer corium pool facility was a two-dimensional 1/4 circular slice vessel to simulate the Chinese advanced PWR reactor lower head at full scale. The inner radius of the vessel was 2.2 m and the height was 1.9 m. The curved vessel (30 mm thickness) was enclosed from outside with the cooling path and the vessel's top surface was adiabatic. The molten salt of NaNO3-KNO3 (in mole fraction) compositions was applied as test material. The selected mixture of 20% to 80% has the maximum temperature difference of 60 K between solidus and liquidus line. Dinh et al. (2000) pointed out that the binary mixture of NaNO3-KNO3 has similar characteristics in phase diagrams compared to the real melt. The internal Rayleigh number could reach up to 1014-1016 in COPRA melt pool (Zhang Y. et al., 2016).

Before performing the numerical simulation, some basic assumptions need to be done. The melt was an incompressible Newtonian fluid and the volumetric heat source in the pool was homogenously distributed. The Boussinesq hypothesis was employed, except for the density in the buoyancy term in momentum equation. Other properties are all treated as constants. The geometry of the mesh was the same as the COPRA melt pool with pool height of 1.9 m. The mesh setup was shown in Figure 1. The grid independence was verified by comparisons with 1.2, 1.35, and 1.4 million mesh. The simulation results from 1.35 million were selected with good enough results considering calculation effectiveness. The mesh encryption was performed in the regions near the inner wall with a minimum of 0.6 mm to better interpret the solidification process.


[image: Figure 1]
FIGURE 1. Mesh setup of the COPRA.


The internal heating density was set to be 10,500 W/m3 estimated from test data. The initial temperature of the molten pool was set as 600 K and the isothermal boundary of 303.15 K was adopted on the outside curved wall surface. The upper surface of the molten pool was set as radiative with emissivity of 0.44. The other vertical boundary conditions were all set as adiabatic. The transient simulation was required for the large eddy simulation method but only steady results were compared with experimental data.

Some physical property parameters for the COPRA salt simulant were listed in Table 1 (Zhang L. T. et al., 2016). It should be noted that the thermal conductivity of the curved wall was modified to consider the additional thermal resistance introduced by the 0.3 mm air gap between the crust and the curved wall.


Table 1. Main properties of COPRA experiment.

[image: Table 1]



RESULTS AND DISCUSSION

The temperatures along pool height in steady state were extracted to compare with experimental data in Figure 2. It can be seen that the temperature increasing rate was relatively rapid within a distance of 200 mm above the pool bottom. The weak turbulence flow and thick crust formation was predicted in the bottom region, leading to larger temperature gradient. With pool height increasing, the rate of temperature increase slowed down and temperature distribution tended to be flat. Overall, the trend of temperature distribution agreed well with the experimental results in the full height regions.


[image: Figure 2]
FIGURE 2. Comparison of experimental and simulated temperature distribution.


The temperature and velocity distribution in the corium pool from the simulation were presented in Figures 3, 4 respectively. The results clearly illustrated the temperature stratification across the pool region with increasing temperature in the top region. The lower temperatures at the bottom represented the solidified crust along the curved wall. Similarly, the velocity reflecting the turbulence intensity was also higher near the top and side boundaries due to radiation loss and direct cooling. The natural convection inside the corium pool driven by the internal heating gradually transferred heat and energy toward the top region and cooling boundary to achieve its final thermal balance.


[image: Figure 3]
FIGURE 3. Temperature distribution in the corium pool.



[image: Figure 4]
FIGURE 4. Velocity distribution in the corium pool.


The heat flux distribution of the curved wall with the polar angle was compared in Figure 5. The results showed that the heat fluxes from the simulation and experiments were in good comparison at all regions except for the top part. The heat flux decreased near the top surface from experiment because of obvious thermal loss. The calculated heat flux didn't represent this thermal reduction.


[image: Figure 5]
FIGURE 5. Comparison of experimental and simulated heat flux distribution.


When the molten pool solidifies, the crust was formed on the inner wall surface to effectively reduce the heat flux, which was beneficial to the realization of IVR. The calculated crust thickness and experimental data were compared in Figure 6 below 60°. It was shown that the crust thickness was decreasing with increasing angle, which was in opposite trend of heat flux. It indicated that the simulated crust thickness was obviously lower than the experimental results at polar angles greater than 40°. In addition, the crust thickness from simulation nearly disappeared over 60°, resulting in the heat flux continuously increasing. This phenomenon may result from the arrangement of bottom heating rods without enough heating generated near the curved wall in COPRA experiment. The completely homogenous heating from the simulation resulted in little existing crust in the upper region with strong turbulence and higher heat fluxes.


[image: Figure 6]
FIGURE 6. Comparison of experimental and simulated thickness.




CONCLUSIONS

In order to understand the natural convection heat transfer characteristics of the molten pool under the high Rayleigh number, the models of internal heating and natural convention buoyancy, as well as the models of WMLES turbulence and solidification, were applied in the open source CFD software OpenFOAM to perform numerical simulations for the COPRA single-layer molten pool experiment.

The temperature distributions along pool height and the heat flux distributions along curved wall were all in good comparisons with experimental results. The temperature and velocity distributions across the pool region were obtained to clearly demonstrate the thermal stratification due to natural convection. The calculated thickness distribution of the crust differs over polar angle of 60° because the internal heating in experiment was not homogenous near wall. Different from the previous simple model of solidification, the present solidification model is specially treated with Darcy source term in this paper. The overall simulation results reasonably reflected the heat transfer characteristics of the molten pool, proving the validity of the developed model for corium pool thermal behavior. The simulation method and results could be applied to further in-depth study of thermal behavior in the corium pool.
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In the decommissioning of damaged Fukushima Daiichi reactors, the melted and re-solidified fuel debris in the bottom of the reactor pressure vessel and primary containment vessel need to be cut into small pieces before removing them from reactor buildings. During the cutting operations, submicron radioactive aerosol particles are expected to be generated and dispersed into the atmosphere of the primary containment vessel. Those suspended particles must be removed from the air atmosphere inside the containment before escaping to the environment. The water spray system in the upper part of the primary containment vessel is an effective and applicable method to remove airborne radioactive aerosol particles. Computational Fluid Dynamics simulation of aerosol scavenging by spray droplets is complicated but necessary to investigate the aerosol removal process inside the vessel. In this paper, a numerical model was developed and implemented into an open-source computational fluid dynamic code OpenFOAM to simulate the aerosol removal by water spray droplets with considering the collection mechanisms of inertial impaction, interception, and Brownian diffusion. In this model, the dispersed spray droplets were described using the Lagrangian particle tracking method, the continuous particle-laden gas was described using the Eulerian method, and a two-way interaction between dispersed and continuous phases was considered. The polydisperse aerosol particles at different diameters from 0.2 to 1 μm were treated as different gas species of the continuous phase. Continuity equations of each gas specie were solved using a passive scalar transport equation. The numerical model was validated by comparing the simulation results with the experimental data obtained from UTARTS facility. Simulation results agreed well with the experimental results. The simulation results provided more insights to better understand the aerosol removal process, including the time evolution of aerosol mass fraction and flow field of the gas phase.

Keywords: CFD, aerosol removal, spray droplets, Euler-Lagrange approach, OpenFOAM, UTARTS


INTRODUCTION

In the decommissioning of Fukushima Daiichi reactors, the re-solidified fuel debris in the bottom of the reactor pressure vessel (RPV) and primary containment vessel (PCV) need to be cut into small pieces before removing them from reactor buildings (Porcheron et al., 2018). The aerosol clouds will be generated in the cutting process and the small particles attached on the surface of internal structures may also resuspend. These aerosol particles will disperse in the air atmosphere of PCV and must be suppressed inside the reactor buildings. Otherwise, they may escape to the outside environment and impose unpredictable health effects on the decommissioning workers and also on the public with intensified inhaled radiation doses.

The water spray system in the upper part of PCV is originally designed to depressurize the containment vessel and mix the stratified atmosphere during a hypothetical severe accident. However, it is also an effective and applicable mitigation method to remove the suspended aerosol particles in the PCV atmosphere. The aerosol particles can be removed by water spray droplets under different collection mechanisms, including mechanical effects (inertial impaction, interception, and Brownian diffusion) and phoretic effects (diffusiophoresis and thermophoresis) (Williams et al., 1997). Though these mechanisms work simultaneously, different mechanism dominates in different size range: Brownian diffusion predominates for the scavenging of particles with diameter dP < 0.1 μm; while inertial impaction and interception are predominant for particles with dP > 1 μm; the phoretic effects are negligible when the temperature difference between droplets and particle-laden gas is small (Ardon-Dryer et al., 2015). Within the size range of 0.1–1 μm (also called Greenfield gap), neither mechanism works efficiently, and the total collection efficiency is much lower than that of other size ranges (Greenfield, 1957).

It is important to clarify the size distribution of generated aerosol particles for the Fukushima case since aerosol particles with different diameters will be removed by spray droplets under different mechanisms. The laser cutting experiments were conducted on in- and ex-vessel fuel debris simulants in IRSN, France (Journeau et al., 2017; Porcheron et al., 2018). The experiments yielded aerosol particles with the diameter sizes of 0.01–10 μm, and its mass mean diameter D50 was 0.16 μm for the ex-vessel cutting and 0.27 μm for the in-vessel cutting, which indicated that a large proportion of generated aerosol particles had sizes within the Greenfield gap. So, the collection mechanisms of inertial impaction, interception, and Brownian diffusion will work simultaneously but not that efficiently when these aerosol particles are removed by spray droplets.

Previous researchers had conducted aerosol removal experiments by water sprays. The French research institute IRSN performed aerosol removal tests in the TOSQAN facility, which was initially pressurized with steam to simulate the primary circuit breach and seeded with silicon carbide (SiC) particles with arithmetic mean diameter D10= 1.11 μm to simulate the released fission products (Porcheron et al., 2010). Their results showed that water spray can significantly remove aerosol particles under the mechanical effects and also diffusiophoresis caused by the steam concentration gradient around spray droplets. Based on the aerosol removal experiments in the TOSQAN facility, an aerosol removal model with considering mechanical and phoretic collection mechanisms was developed and implemented in the Lumped-parameter Accident Source Term Evaluation Code (ASTEC; Marchand et al., 2006). The aerosol washout experiments were also conducted in the THAI experimental facility, in which the soluble Cesium Iodine (CsI) particles with a mean diameter of 1.76 and 1.19 μm were used as fission product simulants and the containment was pressurized up to 1.5 bar (Kaltenbach and Laurien, 2018). The corresponding numerical simulation was conducted in commercial CFD software ANSYS CFX with employing Euler-Euler two-fluid and Euler-Euler three-fluid approaches. In their numerical model, the water spray droplets were treated as a component in the continuous phase and conservation equations were solved by using the Eulerian method. Different mechanisms including settling, inertial impaction, interception, and Brownian diffusion were implemented to ANSYS CFX via user-defined functions. However, the priority of the Lagrangian method over the Eulerian method in modeling the dispersed spray droplets was proved by previous research (Ding et al., 2017). Goniva et al. (2009) simulated the capturing of dust particles by droplets in a Venturi scrubber using a Euler–Lagrange approach with CFD code OpenFOAM (Open-source Field Operation And Manipulation). The droplets were modeled in a Lagrangian frame of reference and the gas phase was solved using the Eulerian approach, while the fine dust particles were treated as additional passive Eulerian phases. The dust particles were represented by 6 diameter fractions ranging from 0.1 to 1 μm and the collection mechanisms of inertial impaction, interception and Brownian diffusion were considered. The advantage of the Lagrangian method in modeling dispersed droplets was taken in their simulation. Nevertheless, the simulated capturing efficiency did not agree well with experimental data for smaller particles with diameter dP < 0.4 μm in low gas velocity case. What's worse, in high gas velocity case the accuracy of the capturing prediction for all diameters within 0.1–1 μm was not yet satisfying. This might be caused by an unsuitable choice of empirical correlations in defining the collection efficiency of different mechanisms, especially Brownian diffusion which works more effectively for removing smaller particles in a moderate or low inertia dominated flow fields. Moreover, the flow physics in a Venturi scrubber were different from that in the spray systems. In a Venturi scrubber, droplets were formed by atomization of the liquid when high-velocity gas flowed through and came into contact with the liquid at the Venturi throat. For spray systems, high-velocity spray droplets were injected into gas phase using spray nozzles and large velocity gradients existed between the areas with and without spray droplets.

Fukushima problem exclusively differs from the aforementioned studies, particularly, in terms of the thermal-hydraulic conditions, such as pressure and temperature, and spatial dimensions i.e., a large enclosure with coexisting multi variable flow fields. In addition, many empirical correlations in literature are available for describing the collection efficiency of different mechanisms. Proper correlations should be selected to predict the capture of particles accurately, especially for smaller particles with dP < 0.4 μm. Considering these factors, a new numerical model of aerosol scavenging by water spray droplets for Fukushima case is needed. The aim of this paper is to develop the aerosol removal model which can predict the capturing of smaller particles more accurately comparing with previous researches. Still, the Lagrangian particle tracking method was used to model dispersed spray droplets and the collection mechanisms of inertial impaction, interception, and Brownian diffusion were considered to remove aerosol particles as Goniva et al. (2009) did. However, more case-specific empirical correlations, especially the collection efficiency of inertial impaction for particles with smaller Stokes number and the collection efficiency of Brownian diffusion which predominates for the scavenging of smaller particles in a moderate or low inertia dominated flow fields, were chosen and implemented into OpenFOAM source code. The numerical model was validated by comparing the simulated time evolution of total aerosol mass and the aerosol mass at different diameters ranging from 0.2 to 1 μm with experimental data. The simulation results were expected to provide more detailed information for a better understanding of the aerosol scavenging process.



NUMERICAL SIMULATION MODEL IN OPENFOAM


Euler-Lagrange Approach

In this study, numerical simulations of aerosol removal by water spray droplets were carried out using the Euler-Lagrange approach. The Euler method was used to describe the continuous phase (particle-laden gas) and the Lagrange method was used to describe the dispersed phase (spray droplets). The continuous phase was consistent with air and small Zirconium dioxide (ZrO2) particles. The ZrO2 particles at different diameters were viewed as different gas species in the continuous phase and were transported by diffusion and convection. The particles were small enough (0.2–1 μm in the current study) to ensure the Stokes number St was below 1. Thus, the suspended particles can follow the flow of the gas phase very well and had the same velocity as the gas phase. Continuous phase and dispersed droplet phase influenced each other by means of drag force. Aerosol removal was considered as source and sink terms in mass equations. Such kind of simulations can be realized using the sprayFoam solver in OpenFOAM together with our developed aerosol removal model.

Originally, the sprayFoam solver inside OpenFOAM was used to simulate high-pressure diesel injection in the form of droplet parcels using the Lagrangian particle tracking method. In this study, the sprayFoam solver was used to simulate the dispersed spray droplets. Also, the existed phase change model in OpenFOAM was used to simulate the steam condensation on cold water spray droplets (Erkan and Okamoto, 2015). Similar to the process of steam condensation on the spray droplet surface, the aerosol particles were also captured on the droplet surface due to different collection mechanisms. In this study, an aerosol removal model considering the mechanical collection mechanisms was developed based on the steam condensation model and was implemented into the OpenFOAM source code to simulate the aerosol scavenging by water spray droplets.



Governing Equations

The control equations for different phases and the empirical formula for calculating the collection efficiency of different collection mechanisms are presented below. The energy conservation equation is not considered because the temperatures of spray droplets and particle-laden gas are both at room temperature.


Particle-Laden Gas Using Eulerian Method

The total mass transfer equation for the particle-laden gas phase can be written as:

[image: image]

where, ρ is gas density, t is time, UG is gas velocity, [image: image] is the sink term to model aerosol removal by spray droplets.

All species in the gas phase are solved by the passive scalar transport equation and only aerosol particles are consumed due to the capturing by spray droplets. The mass equation for individual specie in the gas phase can be described as:

[image: image]
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where, Yi is the mass fraction of aerosol with a diameter of dP,i for ith gas specie (i = 1, 2, 3, ⋯ ). μeff is the total viscosity and is defined as the sum of laminar and turbulent viscosities, i.e., μeff = μL + μT. The source term [image: image] is non-zero only for aerosol particle species.

The momentum transport equation is:

[image: image]

where, p is the pressure, g is the gravitational acceleration, FS is the momentum source term induced by the spray droplets. dev returns the deviatoric part of a symmetric tensor defined as [image: image].



Spray Droplets Using Lagrangian Method

The dispersed spray droplets are described using the Lagrangian particle tracking method. The method assumes that spray injection consists of different droplet parcels and each parcel consists of many spray droplets sharing the same location, diameter, velocity, and temperature. In current simulations, droplets are assumed to be spherical and droplet fragmentation and coalescence are neglected because of their limited effect on aerosol removal. The motions of droplets are affected by the drag force FD from continuous phase and gravity force GD. And the motion equation for one droplet can be described as:

[image: image]

where, mD is droplet mass and UD is droplet velocity. The drag force FD and gravity force GD are written as:

[image: image]

[image: image]

where, dD is droplet diameter, CD is the drag coefficient, and ρD is droplet density.



Modeling of Aerosol Removal by Water Spray Droplets

Among all the aerosol collection mechanisms, the inertial impaction, interception, and Brownian diffusion play more important roles for removing aerosol particles than diffusiophoresis and thermophoresis (Hähner et al., 1994; Williams et al., 1997). So only the first three mechanisms are considered in our aerosol removal model as depicted in Figure 1.


[image: Figure 1]
FIGURE 1. Aerosol collection mechanisms of (A) inertial impaction; (B) interception; and (C) Brownian diffusion (Hähner et al., 1994, with permission from the copyright holder John Wiley and Sons).


To model the inertial impaction accurately, the single droplet collection efficiency of inertial impaction ηimp is defined according to different Stokes number St ranges (Powers and Burson, 1993):

[image: image]

The modified Stokes number St is used for characterizing inertial collection (Goniva et al., 2009):

[image: image]

where, ρP is particle density, μG is the dynamic viscosity of air.

The single droplet collection efficiency for interception ηint is given by Park et al. (2005):

[image: image]
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where, αL is the volume fraction of liquid phase, J and K are empirical factors, σ is the ratio of dynamic viscosities between droplets and gas phase [image: image], R is a ratio of diameters between aerosol particle and spray droplet [image: image].

The single droplet collection efficiency for Brownian diffusion ηdiff is given by Powers and Burson (1993):

[image: image]

with [image: image], [image: image]

where, Pe is the Peclet number, Ddiff is the diffusion coefficient, kB is Boltzmann constant, vG is the kinematic viscosity of air, C is the Cunningham correction factor and is defined as:

[image: image]

here, l is mean free path length of air.

The total collection efficiency for a single droplet ηtotal can then be calculated as:

[image: image]

To calculate the removed aerosol mass dmD,i by a single droplet during time dt, the volume V that one droplet passes through during time dt and the aerosol molar concentration CAPs,i need to be considered. And they have the following relationship:

[image: image]
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where, mD,i is the droplet mass increase due to capturing of ith gas specie, CAPs,i is the molar concentration of ith gas specie around the droplet, and MAPs,i is the molecular weight of ith gas specie.

Thus, the mass variation rate of a single droplet caused by capturing ith gas specie is calculated as:

[image: image]

And the total mass variation rate of a single droplet is:

[image: image]





VALIDATION EXPERIMENT


Experiment Setup

Figure 2 depicts the schematic layout of the vessel and instrumentation, as well as other equipment in our experimental setup of UTARTS facility (Aerosol Removal Tests using Water Spray in the University of Tokyo). Aerosol scavenging experiments were conducted inside a cylindrical vessel with two hemispherical heads made of stainless steel (with a height of 2.5 m, internal diameter of 1.5 m, and total volume of 3.92 m3). Thirteen optical windows were designed on the lateral side of the vessel for observing the experimental phenomena and measuring the spray droplet size and velocity. Several small holes were designed in the walls of the vessel for the insertion of instrumentation. The ZrO2 particles with mass mean diameter D50 of 0.15 μm was put inside the aerosol generator and then dispersed inside the vessel. The ZrO2 particles were chosen as aerosol particle simulants because there was a large proportion of ZrO2 according to chemical compositions of in-vessel fuel debris simulants (Journeau et al., 2017). The full-cone spray nozzle was used to inject spray droplets at 300 mm below the top of the vessel. Water for the spray was pumped from a water tank at the flow rate of 2 L/min. During the experiment, the sampling gas flow was pulled from the measurement point on the half radius of the vessel and 1,400 mm below the nozzle outlet and then transferred to the aerosol analyzer Welas2000 to measure the aerosol number concentration. The Welas2000 is a light-scattering spectrometer system which determines particle concentration in the range from <1 particle/cm3 up to 106 particles/cm3 and size between 0.2 and 10 μm. An aerosol particle outlet pipe with a High-efficiency Particulate Air (HEPA) filter near the spray nozzle entrance flange was used to exhaust the aerosol-containing gas to the outside. The water accumulated at the lower plenum of the vessel was discharged outside with a water drain pipe at the bottom of the vessel.


[image: Figure 2]
FIGURE 2. UTARTS facility (Aerosol Removal Tests using Water Spray in the University of Tokyo).




Experiment Procedure

The experiment procedure is as below. The experiment began with the injection of aerosol particles. After the aerosol concentration reached the targeted value, the aerosol injection was stopped. Then we waited for 10 min so that large particles can deposit and other aerosol particles can disperse inside the vessel uniformly. Then the spray injection was activated and spray droplets were continuously injected inside the vessel to remove the aerosol particles. Each experiment case was repeated for three times to check the experiment repeatability.



Validation Experiment Cases

Two experiment cases using two different full-cone spray nozzles were used to validate our numerical simulation model. The two spray nozzles are spray nozzle 1 (model: 1/8GG-SS3004, from the Spraying System Company) and spray nozzle 2 (model: TG2, also from the Spraying System Company), respectively. The spray injection flow rate in both cases was kept at 2 L/min during the experiments. The spray droplet size distribution of two nozzles was measured using a non-intrusive technique of Interferometric Laser Imaging for Droplet Sizing method (Lemaitre et al., 2006) and results are shown in Figures 3A,B, respectively. For spray nozzle 1, most droplets have a size between 121 and 340 μm, with a peak around 195 μm. While for spray nozzle 2, there exist two size groups of droplets, the smaller ones have a peak of around 103 μm, and the larger ones have a peak of around 308 μm. Also, the velocity fields of spray droplets were measured using a non-intrusive technique of Particle Image Velocimetry (Raffel et al., 2018) as shown in Figures 3C–F. For nozzle 1, the measurement area was 207.5 mm below the spray nozzle exit. Based on the PIV measurement results, the spray nozzle 1 has a narrow spray angle of 27° and its maximum droplet velocity magnitude was 22.22 m/s. For nozzle 2, its measurement area was 250 mm below the nozzle outlet. The corresponding spray angle was 66° and the maximum droplet velocity magnitude was 15.05 m/s.


[image: Figure 3]
FIGURE 3. Spray characterization: (A) spray droplet size distribution of nozzle 1; (B) spray droplet size distribution of nozzle 2; (C) spray droplet streamlines of nozzle 1; (D) spray droplet streamlines of nozzle 2; (E) droplet velocity magnitude at 250 mm below the outlet of nozzle 1; and (F) droplet velocity magnitude at 250 mm below the outlet of nozzle 2.





SIMULATION OF AEROSOL SCAVENGING BY SPRAY DROPLETS


Boundary Conditions

The numerical simulation was conducted using the three-dimensional geometry of the vessel (2.5 m height, 1.5 m diameter, and 3.92 m3 volume) as shown in Figure 4A. The spray nozzle was installed 300 mm below the top of the vessel. Three different mesh schemes were used in the simulation to conduct the mesh independence check and the mesh details were listed in Table 1. The total number of cells for coarse, medium and fine mesh was 141335, 268252, and 555653, respectively. The mesh details on a vertical slice of medium mesh are shown in Figure 4B. Since the interaction between aerosol particles and spray droplets were focused while the flow in the wall-adjacent area was not that important for the interaction, only two layers were added in the boundary layer near the vessel's internal wall. The maximum skewness for all three meshes was smaller than 0.54. The simulated physical time for both cases was the first 1,200 s from the spray activation.


[image: Figure 4]
FIGURE 4. (A) Geometry of the vessel and (B) mesh details on a vertical slice.



Table 1. Mesh schemes for the mesh independence check.

[image: Table 1]

Two numerical simulation cases were conducted corresponding to the two validation experiment cases as shown in Table 2. The simulation case 1 was conducted at 291 K and atmospheric pressure, while case 2 was conducted at 288 K and atmospheric pressure. The orifice diameter for both nozzles was 1.2 mm. The spray injection flow rate was set as 2 L/min for both simulation cases. The measured droplet size and spray angle of nozzle 1 and nozzle 2 were used in simulation case 1 and case 2, respectively. The accumulation of spray water at the bottom of the vessel was neglected by setting those spray droplets would disappear once they hit the internal wall of the vessel. The adjustable time step was chosen for all simulation cases under the condition that Courant number Co < 1. The convergence criteria were set as 10−6 for all transient terms.


Table 2. Boundary conditions.

[image: Table 2]

Nine size groups of aerosol particles with diameters from 0.2 to 1 μm were treated as nine gas species named from AP2 to AP10, as shown in Table 3. And the initial aerosol mass at different diameters for simulation was obtained from the measured experimental data. It was assumed that aerosol particles were uniformly dispersed inside the vessel at the beginning of two simulation cases.


Table 3. Size class of polydisperse aerosol particles.

[image: Table 3]



Simulation Results


Mesh Independence Check

Mesh independence check was conducted by comparing the simulated time evolution of total aerosol mass using three mesh schemes. Take simulation case 1 as an example, the comparison of simulation results using three meshes is shown in Figure 5. According to Figure 5A, the simulation result using coarse mesh was smaller than the results using the other two meshes. If we focus on the details between the spraying time of 1,100–1,200 s as shown Figure 5B, it was found that the maximum difference ratio of simulation results between coarse and medium meshes was 3.82%, while it was only 0.54% between medium and fine meshes. So, the medium mesh was chosen for the following simulation.


[image: Figure 5]
FIGURE 5. Mesh independence check based on simulation case 1: (A) comparison of total aerosol mass during 0–1,200 s and (B) comparison of total aerosol mass during 1,100–1,200 s.




Validation of Aerosol Removal Model

Comparison of the time evolution of aerosol mass at different diameters between experimental and simulation results was used to validate our numerical model. Take case 1 as an example as depicted in Figures 6A,B, the simulation results were in good agreement with experimental data at particle diameters ranging from 0.2 to 1 μm. Therefore, the aerosol removal model can predict the time evolution of aerosol mass at different diameters very well, even for small aerosol particles of dP < 0.4 μm. For aerosol particles with a diameter of 1 μm, the measured aerosol mass was a little smaller than that of the simulation results. This was likely to be caused by the deposition of large particles. Moreover, the comparison of the time evolution of total aerosol mass between experiment and simulation results was also used to validate our numerical model. Figure 6C is for case 1 and Figure 6D is for case 2. For both cases, a good agreement can be found between the simulation results and experimental data.


[image: Figure 6]
FIGURE 6. Validation of aerosol removal model: (A) comparison of the time evolution of aerosol mass at dP of 0.2–0.5 μm based on case 1; (B) comparison of the time evolution of aerosol mass at dP of 0.6–1 μm based on case 1; (C) comparison of the time evolution of total aerosol mass based on case 1; and (D) comparison of the time evolution of total aerosol mass based on case 2.


Based on the above comparisons, our aerosol removal model with considering collection mechanisms of inertial impaction, interception, and Brownian diffusion was capable of simulating aerosol removal by water spray droplets for particles with diameters from 0.2 to 1 μm.



Spray Droplets

Figure 7 shows the simulated spray droplets and velocity magnitude of gas-phase for two simulation cases. The spheres stand for spray droplets and the spheres' color refers to the spray droplet diameters as shown in the color bar. The spray droplets would disappear once they hit the vessel's internal wall. The background of the slice refers to the velocity magnitude of the gas-phase. Since two-way coupling was considered in our simulation, the velocity magnitude of the gas-phase was higher inside the spray region than that in other areas, which was caused by the drag between the continuous phase and dispersed phase.


[image: Figure 7]
FIGURE 7. Spray droplets modeling using the Lagrangian particle tracking method: (A) nozzle 1 with a narrow spray angle of 27° and (B) nozzle 2 with a wide spray angle of 66°.




Time Evolution of Aerosol Mass Fraction During Spraying

Figure 8 shows the time evolution of aerosol mass fraction for aerosol particles having a diameter of 0.6 μm (AP6) in case 1. At the beginning t = 0 s as shown in Figure 8A, the aerosol particles were uniformly dispersed inside the vessel. Once the spray injection was activated, the aerosol particles near spray droplets were removed firstly as shown in Figure 8B. From Figures 8B–E, the aerosol particles near the bottom left and right sides started to be removed and the regions expanded along with the spraying time. In Figure 8E at the spraying time of t = 10 s, the washout region in two bottom sides did not expand any more, while the aerosol particles in the upper space of the vessel started to be removed. From t = 10 s, there existed clear boundaries among different regions as shown in Figures 8E–H, which can be explained with the velocity vectors of gas-phase as shown in Figure 9.


[image: Figure 8]
FIGURE 8. Time evolution of AP6 mass fraction during spraying of simulation case 1: (A) t = 0 s; (B) t = 1 s; (C) t = 3 s; (D) t = 5 s; (E) t = 10 s; (F) t = 15 s; (G) t = 20 s; and (H) t = 30 s.



[image: Figure 9]
FIGURE 9. Gas velocity vectors together with AP6 mass fraction of simulation case 1: (A) t = 1 s; (B) t = 5 s; (C) t = 10 s; and (D) t = 20 s.


Figure 9 shows both velocity vectors of gas-phase and AP6 mass fraction for case 1 during the spraying time of the first 20 s. The vectors refer to velocity vectors of the gas-phase and the background of slice refers to AP6 mass fraction. In Figure 9A at t = 1 s, two vortex structures started to form at two lateral sides near the bottom of the vessel. Then the vortex structures developed and shifted upwards until they became dynamically stable at t = 10 s as depicted in Figure 9C. The aerosol particles circulated along with the vortex structures in the lower space of the vessel then were entrained inside the spray region, and finally were removed by spray droplets. From Figures 9C,D, the aerosol particles in the upper part of the vessel were also entrained inside the spray region.

Figure 10 shows the time evolution of AP6 mass fraction for case 2 and Figure 11 shows the velocity vectors of gas-phase and AP6 mass fraction for case 2. The results also exhibited vortex structures and clear boundaries among different flow regions as that in case 1. However, spray nozzle 2 can cover a wider area due to its wider spray angle. And the vortex structures were larger in case 2 than that in case 1.


[image: Figure 10]
FIGURE 10. Time evolution of AP6 mass fraction during spraying of simulation case 2: (A) t = 0 s; (B) t = 1 s; (C) t = 3 s; (D) t = 5 s; (E) t = 10 s; (F) t = 15 s; (G) t = 20 s; and (H) t = 30 s.



[image: Figure 11]
FIGURE 11. Gas velocity vectors together with AP6 mass fraction of simulation case 2: (A) t = 1 s; (B) t = 5 s; (C) t = 10 s; and (D) t = 20 s.


According to the time evolution of aerosol mass fraction and velocity fields of the gas-phase in two simulation cases, the flow area inside the vessel can be divided into three regions after it became dynamically stable as shown in Figure 12. Region 1 is the spray region (or aerosol washout region), the aerosol particles are mainly removed in this region by interacting with spray droplets directly. Region 2 is the circulation region, aerosol particles in this region circulate along with the vortex structures first, then are entrained inside the spray region, and finally are removed by spray droplets. Region 3 is the entrainment region, the aerosol particles in this region are also entrained inside the spray region first and then removed by spray droplets. Meanwhile, the differences between the two cases are also obvious. The region 1 and region 2 of case 2 are larger than that of case 1 due to different spray angles.


[image: Figure 12]
FIGURE 12. Flow regions inside the vessel during spraying: (A) case 1 with a narrow spray angle and (B) case 2 with a wide spray angle.






CONCLUSIONS

In this paper, a numerical model of aerosol scavenging by water spray droplets with considering collection mechanisms of inertial impaction, interception, and Brownian diffusion was developed and implemented into OpenFOAM. Empirical formula from published papers was selected to calculate the collection efficiency of these three aerosol collection mechanisms. The dispersed spray droplets were solved using the Lagrangian particle tracking method and the continuous phase of particle-laden gas was described using the Eulerian method. Nine size groups of aerosol particles with diameters varying from 0.2 to 1 μm were treated as nine gas species in the continuous phase and their movements were solved using passive scalar transport equations. The aerosol removal model was validated by comparing the simulation results about the time evolution of aerosol mass with experimental data and it was proven that the numerical model can predict the removal of aerosol particles accurately, even for smaller particles with dP < 0.4 μm.

The details of the aerosol removal process, including the time evolution of aerosol mass fraction and flow field of gas-phase, were provided by numerical simulation. According to the simulation results, the flow field inside the vessel can be divided into three regions, they are spray region (or aerosol washout region), circulation region and entrainment region. The aerosol particles were mainly removed in the spray region by interacting with spray droplets directly, while the aerosol particles in the circulation region and entrainment region were entrained inside the spray region first and then removed by spray droplets.

When the nozzle 1 with a narrow spray angle was used, the maximum droplet velocity was larger, causing a larger relative velocity between droplets and particle-laden gas and also stronger mixing and turbulence inside the vessel, which was further aiding in removing aerosol particles. When the nozzle 2 with a wide spray angle was used, the spray can cover a wider area, causing a larger spray region and circulation region, which can also increase the interaction between spray droplets and aerosol particles. In the real utilization of the spray system in Fukushima decommissioning, multiple spray nozzles can be used simultaneously. With understanding the aerosol removal process by different spray nozzles, the combination of different spray nozzles can be used to improve the aerosol spray scavenging efficiency. The related experiments and simulations using multiple spray nozzles will be conducted in the future.

Still, there are some improvements can be done about the numerical simulation model for future study. The collection mechanism of thermophoresis was not considered in our aerosol removal model because the temperature difference between spray droplets and particle-laden gas was negligible. However, the humidity inside the vessel may increase after spray activation, thus the diffusiophoresis would start to perform and should be considered in the aerosol removal model.
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Advanced modeling and analysis are always essential for the development of safe and reliable nuclear systems. Traditionally, the numerical analysis codes used for nuclear thermal hydraulics and safety are mostly based on mesh-based (or grid-based) methods, which are very mature for well-defined and fixed domains, both mathematically and numerically. In support of their robustness and efficiency, they have been well-fit into many nuclear applications for the last several decades. However, the recent nuclear safety issues encountered in natural disasters and severe accidents are associated with much more complex physical/chemical phenomena, and they are frequently accompanied by highly non-linear deformations. Sometimes, this means that the conventional methods encounter many difficult technical challenges. In this sense, the recent advancement in the Lagrangian-based CFD method shows great potential as a good alternative. This paper summarizes recent activities in the development of the SOPHIA code using Smoothed Particle Hydrodynamics (SPH), a well-known Lagrangian numerical method. This code incorporates the basic conservation equations (mass, momentum, and energy) and various physical models, including heat transfer, turbulence, multi-phase flow, surface tension, diffusion, etc. Additionally, the code newly formulates density and continuity equations in terms of a normalized density in order to handle multi-phase, multi-component, and multi-resolution problems. The code is parallelized using multiple graphical process units (GPUs) through multi-threading and multi-streaming in order to reduce the high computational cost. In the course of the optimization of the algorithm, the computational performance is improved drastically, allowing large-scale simulations. For demonstration of its applicability, this study performs three benchmark simulations related to nuclear safety: (1) water jet breakup of FCI, (2) LMR core melt sloshing, and (3) bubble lift force. The simulation results are compared with the experimental data, both qualitatively and quantitatively, and they show good agreement. Besides its potential, some technical challenges of the method are also summarized for further improvement.

Keywords: Lagrangian CFD, Smoothed Particle Hydrodynamics, multi-GPU parallelization, severe accident, Fuel Coolant Interaction, LMR core sloshing


INTRODUCTION

Since the Fukushima accident, nuclear safety issues related to severe accidents [i.e., Fuel–Coolant Interaction (FCI), In-Vessel Melt Retention (IVMR), and Molten Corium Concrete Interaction (MCCI)] (Bauer et al., 1990; Sehgal et al., 1999; Ma et al., 2016; Bonnet et al., 2017) and natural disasters (i.e., tsunami, earthquake, etc.; Zhao et al., 1996; Barto, 2014) are gaining more attention than ever. These issues generally involve various physically/chemically complicated phenomena such as fluid dynamics, heat transfer, multiple phases, multiple components, diffusion, fluid–solid interaction, chemical reaction, phase change, etc., successively interacting each other. For example, when the molten core relocates to the lower head of the vessel, the hot fuel melt contacts with water coolant followed by FCI. This phenomenon includes hydraulic fragmentation, heat transfer, phase change, multi-phase flow, etc., which have the potential to trigger a steam explosion or porous debris bed formation (Allelein et al., 1999; Sehgal et al., 1999). This accident progression adds complexities to the phenomenon, such as solidification and vapor bubble dynamics. In the IVMR situation, a huge corium pool is formed at the lower head of the vessel, and it is continuously cooled by external vessel coolant. In this case, the corium pool experiences numerous observed phenomena, such as natural convection with strong turbulence, crust formation, stratification, ablation, and eutectic and focusing effects (Ma et al., 2016). In the MCCI, more complicated phenomena occur through intricate interactions between the molten fuel, concrete, and water (Bonnet et al., 2017). In such scenarios, the reactor vessel and/or containment integrity is threatened in various ways, such as by steam explosion, thermal/chemical ablation, direct impinging, and so on. In addition to the above examples, the large complexity of the physics/chemistry involved in these phenomena still leaves us with significant uncertainty in understanding and predicting reactor safety.

In recent years, advances in Computational Fluid Dynamics (CFD) have provided an opportunity to explore the nuclear thermal hydraulics and safety in more a realistic and mechanistic manner. The mesh-based numerical methods [i.e., Finite Difference Method (FDM), Finite Element Method (FEM), and Finite Volume Method (FVM)] have a long development history in many engineering fields, including nuclear engineering, and they are highly matured both mathematically and numerically. Based on their robustness and efficiency, they have dominated the CFD field for decades, and they are successfully applied in various applications. Generally, the mesh-based methods are known to be suitable for handling a pre-defined computational domain where the boundaries and interfaces are not moving. However, they suffer from difficulties in handling complex phenomena accompanied by highly non-linear deformations, which are frequently encountered in recent nuclear safety-related problems such as multi-phase flow, a free surface, and large deformation.

In order to address and handle the weaknesses of the mesh-based methods, several new methods have been proposed and developed based on a Lagrangian meshless framework (Liu and Liu, 2003; i.e., SPH, MPS, MPM, DEM, etc.). Those methods are advantageous in handling free surface flow, interfacial flow, and large deformation because the mesh or mass points are carried with the flow, possessing the properties of the material. Additionally, the interfaces or boundaries are traced naturally in the process of simulation. In this study, Smoothed Particle Hydrodynamics (SPH), which is the most widely used meshless CFD method, has been selected and used for various applications (Wang et al., 2016). The SPH method discretizes the fluid system into a set of particles (or parcels) that contain the material properties, and these particles move according to the governing equations. The most widely used SPH method is the Weakly Compressible SPH (WCSPH) method, which allows slight compressibility, even for liquid fluids, using an equation of state (EOS). In this method, the basic conservation equations such as for mass, momentum, and energy conservation are solved with various physical models of heat transfer, turbulence, multi-phase flow, phase change, diffusion, etc. (Jo et al., 2019). Many recent studies showed that the SPH methodology has very good potential for handling complicated phenomena in nuclear engineering and other engineering fields (Wang et al., 2016; Park et al., 2018; Jo et al., 2019).

Although many successful studies on the SPH have been reported, the SPH methodology has high computational cost, like other particle-based methods, for many reasons. In this regard, the SPH method suffers from the limitation of the simulation time and size (Valdez-Balderas et al., 2013; Nishiura et al., 2015; Guo et al., 2018). Therefore, enhancing its computational performance efficiently and effectively is essential to make this method more practical and useful. Recently, massive parallel-computer-system-based techniques have been actively employed to address this issue, such as the multi-core Central Processing Unit (CPU), Graphics Processing Unit (GPU), and Many Integrated Core (MIC) processor (Nishiura et al., 2015). Such techniques demonstrate high computational performance by executing computations in parallel. In particular, the GPU, which was originally designed for graphical data processing, is increasingly being used in parallel computing in general engineering and science because of the efficiency arising by having thousands of computing cores. These general-purpose GPUs (GPGPU) are generally suitable for high-throughput computations featuring data-parallelism. Therefore, GPU-based parallelization is strongly advocated for and preferred in the SPH method, which consists of highly linear numerical expressions that can be computed independently one by one (Valdez-Balderas et al., 2013).

The SOPHIA code is an SPH-based numerical code developed by Seoul National University (SNU) for conducting simulations of nuclear thermal hydraulics and safety (Jo et al., 2019). The original SOPHIA code was written in C++ and parallelized using a single GPU. The main physics behind this code includes (1) liquid flow, (2) heat transfer, (3) melting/solidification, (4) natural convection, (5) multi-phase flow, etc. In this study, the physical models and numerical methods of the SOPHIA code have been highly improved in order to simulate the phenomena accurately. Moreover, the code has been parallelized using multiple GPUs to obtain high-resolution and large-scale simulations for more practical applications. This parallelization has been implemented through multi-threading and multi-streaming. The multi-threading technique divides the computational domain into GPUs and then executes the GPUs concurrently. The multi-streaming technique effectively schedules computing tasks within each GPU. Based on these techniques, the SOPHIA code has achieved a drastic improvement in computational performance. To demonstrate its capability and applicability, this study performs simulations on three different benchmark experiments related to nuclear safety: (1) water jet breakup of FCI, (2) Liquid Metal Reactor (LMR) core sloshing, and (3) bubble lift force. The simulation results are then compared with experimental data, both qualitatively and quantitatively.

This paper summarizes the overall features of the newly developed SOPHIA code, including its governing equations, algorithms, and parallelization methods, along with benchmark simulations. Section Smoothed Particle Hydrodynamics (SPH) describes the basic SPH concepts and the physical models implemented in the code. Section Code Implementation explains the parallelization techniques used for multiple GPU computation. Section Benchmark Analysis presents three benchmark simulations with some validations. Section Summary and Conclusion summarizes and concludes this study.



SMOOTHED PARTICLE HYDRODYNAMICS (SPH)

Smoothed Particle Hydrodynamics (SPH) is a computational method used for simulating the mechanics of continuum media based on a Lagrangian meshless framework. It was first developed by Gingold and Monaghan (1977) and Lucy (1977) for astrophysics. In recent years, it has been extended to many other research fields such as mechanical engineering, ocean engineering, chemical engineering, and nuclear engineering. Since SPH is a mesh-free method, it is ideal for simulating phenomena dominated by complicated boundary dynamics like free surface flows or with large boundary deformations. In addition, this method simplifies the model implementation and parallelization. This section briefly summarizes the basic concepts of SPH and how the basic conservation laws and physical models are constructed for nuclear thermal-hydraulics and safety applications.


Fundamentals of SPH

Mathematically, SPH approximation is based on the theory of integral interpolants using a delta function.
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where the variable r denotes the point vector in infinite volume domain Ω, and δ denotes the Dirac delta function, which has a value of zero everywhere except for at a certain point, and whose integral over the entire region is equal to one. Although Equation (1) is mathematically valid, it is numerically difficult to handle due to the discontinuity of the delta function. Therefore, the basic idea of SPH is to approximate the Dirac delta function using a continuous kernel function and discretize the integral by summation (Monaghan, 1992).
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where m and ρ denote the particle mass and particle density. The subscripts i and j denote center particle and neighboring particle, respectively. W(ri − rj, h) stands for the kernel function, where h denotes the influencing area of the kernel weighting function. The kernel function is a symmetric weighting function of particle distance that should be normalized over its support domain. The particle system and conditions for kernel function are described in Figure 1. This kernel determines the weight of a certain particle at rj with regard to the distance from the center (ri) (Liu and Liu, 2003). Table 1 summarizes the kernel functions that are commonly used. This study applied the Wendland C2 kernel (Dehnen and Aly, 2012), which helps to maintain low numerical instability.


[image: Figure 1]
FIGURE 1. Schematic diagram of SPH kernel approximation.



Table 1. Commonly used SPH kernel functions [image: image].
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Spatial derivatives of a function can also be simply approximated in a similar way by taking derivatives of a kernel function as follows (Monaghan, 1992).

[image: image]

[image: image]

[image: image]

where [image: image] denotes the particle volume. When the particles are distributed uniformly in space, the SPH approximations of scalar function and its derivatives ensure the second-order accuracy (Liu and Liu, 2003). However, an irregular particle distribution or truncation near the free surface causes numerical errors (Belytschko et al., 1996). Such particle-domain-induced problems, referred to as particle inconsistency, influence the accuracy of the simulation profoundly. In order to restore the particle inconsistency and improve the accuracy, various methods have been proposed. For the scalar approximation, applying a Shepard filter is the most well-known method to restore the particle inconsistency (Randles and Libersky, 1996).
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This Shepard filter normalizes the kernel to correct the under-estimated contributions of particle deficiency. For the derivative approximation, the following Kernel Gradient Correction (KGC) is commonly applied (Bonet and Lok, 1999).
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where [Wx, Wy, Wz] = ∇W. This KGC filter is incorporated into the original kernel derivative to re-evaluate the contributions of irregularly distributed particles. Other than the above correction methods, more sophisticated kernel approximation schemes for SPH have been proposed by several researchers. They include the Corrective Smoothed Particle Method (CSPM), Finite Particle Method (FPM), and Kernel Gradient Free (KGF). They all aim to resolve the particle inconsistency caused by particle truncation at the boundaries as well as irregular particle distribution. The details can be found in the Bonet and Lok (1999), Chen and Beraun (2000), Liu and Liu (2006), and Huang et al. (2016).



Governing Equations of the SOPHIA Code

The SOPHIA code consists of three basic conservation laws (mass, momentum, and energy conservations), which are expressed as follows in a Lagrangian manner.
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where u, p, ν, g, fext, h, λ, T, and [image: image] denote the velocity vector, pressure, kinematic viscosity, gravitational acceleration, external body force, specific enthalpy, thermal conductivity, temperature, and heat generation rate, respectively. In the SOPHIA code, these equations are formulated in SPH as described in section Fundamentals of SPH.


Continuity Equation (Mass Conservation)

The SOPHIA code is based on the conventional weakly compressible SPH (WCSPH) (Gingold and Monaghan, 1977; Lucy, 1977; Monaghan, 1992), which allows slight compressibility for liquid according to the given equation of state (EOS). Therefore, the density estimation is very important for predicting pressure in the fluid flow. The SOPHIA code estimates the density by either direct mass summation or a continuity equation (Monaghan, 1992). In the direct mass summation, the density is estimated by the following SPH kernel approximation.
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Although Equation (12) is the most commonly used formulation in the WCSPH, it frequently suffers from an over-smoothing problem for the density near an interface or a large-density-gradient field, which is easily encountered in multi-component/multi-fluid/multi-phase flows. In this case, the over-smoothed density becomes the main source of numerical error/instability by generating unphysical pressure force near the interface (Hu and Adams, 2006). To avoid this issue, the SOPHIA code adapts the newly proposed formulation, which is derived based on the normalized density as follows (Park et al., 2019).
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where ρref denotes the reference density of the particle and Wij = W(ri − rj, h). Numerically, this new equation can eliminate the density smoothing problem without any numerical treatments or additional issues. As mentioned above, the density of the fluid can also be evaluated by solving a continuity equation. The continuity equation in the SOPHIA code is expressed as follows.
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where ξ, c0 denote the diffusion intensity coefficient, speed of sound and [image: image]. In this formulation, an artificial density diffusion term (the last term on the RHS), which is called δ-SPH, is added to remove high-frequency numerical pressure noise (Molteni and Colagrossi, 2009). The diffusion coefficient in Equation (14) is recommended to be set as (0 < ξ ≤ 0.2). Determination of the variable ψij is proposed by several studies. In the SOPHIA code, the method proposed by Antuono et al. (2010) is used, as follows.
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where L denotes KGC kernel correction as mentioned in section Fundamentals of SPH. The subscripts j and k denote the neighboring particle of particle i (main particle) and the neighboring particle of particle j (neighbor of the main particle), respectively. The continuity equation can also be re-formulated in terms of the normalized density as in the direct mass summation (Park et al., 2019).
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where uij = ui − uj and the variable ψnd,ij denotes a normalized-density formulated diffusion term. Equation (16) consists of a mass transport term, a reference density time derivative term (derived only from mass variation), and a density diffusive term. The mass transport term is equivalent to the original continuity equation. The time derivative term can be explicitly calculated by the chain rule. The normalized δ-SPH term diffuses out the numerical noise of the normalized density [image: image], while the original model diffuses out the density itself. This normalized continuity equation can achieve the same improvement as the new mass summation (Equation 13). These newly devised equations (Equations 13, 16) estimate the density ratio that would be applied in EOS, thus addressing the density-smoothing problem. In the case of a uniform density field, these formulations exactly converge to the conventional SPH density equations.



Navier-Stokes Equation (Momentum Conservation)

The momentum conservation (Equation 10) can be decomposed into several individual terms: pressure force, viscous force, gravitational force, and external force. The following is the basic SPH form of the momentum equation used in the SOPHIA code.
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where μ denotes the viscosity involving laminar and turbulence effects, and uij = ui − uj. As mentioned in many SPH studies (Monaghan, 1992, 1994; Liu and Liu, 2003; Wang et al., 2016), there are various different ways to convert mathematical equations into SPH formulations.

Table 2 summarizes the SPH-formulated models for pressure force and laminar viscous force. The pressure force model (Equation 20), first proposed by Monaghan (1992), was derived from the Euler-Lagrangian equations. This pairwise symmetric model ensures the linear momentum conservation inherently, but it calculates an unphysical pressure gradient at the interfaces of different fluids (density) like multi-phase flow. To handle the discontinuity of multi-phase flow, a new pressure force model (Equation 21) was suggested by Liu and Liu (2003). This equation not only satisfies pairwise symmetricity but also estimates the pressure gradient based on the particle volume so that physically valid pressure forces are obtained for the discontinuous density field. However, near the free surface, where the particle pressure generally oscillates around zero, the negative pressure causes this model to calculate an unphysical repulsive force, which leads to numerical instability. To address this issue, the minus-signed model (Equation 22) was proposed by Sun et al. (2017). This pressure force model eliminates the unphysical force near the free surface, but it should only be applied to the particles close to the free surface. Laminar viscous force models have also been developed in a similar manner to pressure force models. Particularly, the viscous force models vary in their way of treating viscosity. At the interfaces where the particle viscosities are different such as in multi-phase or multi-fluids, both Equations (23) and (25) employ a harmonic mean, while Equation (24) employs an arithmetic mean value. On the other hand, all the viscous models are valid for a discontinuous density field, because they calculate the force based on the particle volume. Finally, Equation (19) is selected to be well-suited for multi-phase/multi-fluid flow simulations.


Table 2. Pressure and viscous force models.
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1st Law of Thermodynamics (Energy Conservation)

For non-radiative, homogeneous, and isotropic energy conservation, heat transfer is mainly subject to conduction and convection. In a Lagrangian framework, the convective heat transfer can be resolved inherently, and therefore energy conservation is simply expressed by the following (Monaghan, 2005).

[image: image]

where h, λ, T, and [image: image] denote the specific enthalpy, thermal conductivity, temperature, and heat source, respectively. The heat source or heat flux of boundary conditions is represented as the source term of energy conservation. In the SPH method, these source terms are modeled as a specific heat rate, and they are exerted on the particles that are involved.



Equation of State

In the WCSPH, the pressure of the fluid is evaluated by an equation of state (EOS). The most commonly used EOS is Tait's equation (Monaghan, 1994). In the SOPHIA code, the modified form is implemented in terms of reference density as follows.
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where c0, ρref, and γ denote the speed of sound, reference density, and EOS stiffness parameter, respectively; γ is recommended to be set as (1 ≤ γ ≤ 7). This equation calculates the pressure based on the density ratio between the particle density and the reference density, which allows a slight volume compression for liquid fluids.



Turbulence

As in the conventional CFD methods, the turbulence models in the SPH are divided into two groups: (1) Reynolds Average Navier-Stokes (RANS)-based models and (2) Large Eddy Simulation (LES)-based models. In the SOPHIA code, both models are implemented. In the case of a RANS-based k-ϵ model (Violeau and Issa, 2007), the viscous force of the fluid flow is calculated by considering both laminar and turbulence viscous effects as follows.
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where μv, μT, Cμ, k, and ϵ denote laminar viscosity (material property), turbulent viscosity, turbulent viscous coefficient, turbulence kinetic energy, and turbulent dissipation rate, respectively. The turbulence kinetic energy and the dissipation rate are estimated by solving transport equations. The transport equation for the turbulence kinetic energy is expressed by
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where kij = ki − kj and σk = 1.0. The RHS of the above equation consists of turbulence production (P), turbulence dissipation (ϵ), and turbulence diffusion terms. The production of turbulence kinetic energy is calculated by the strain tensor of the time-averaged velocity, and the dissipation rate is calculated by solving the transport equation as follows.
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where Cϵ, 1 and Cϵ, 2 denote the constant coefficients and σϵ = 1.3. The Sub-Particle Scale (SPS) turbulence model, based on LES, is commonly employed in the SPH simulations (Rogers and Dalrymple, 2008). The Smagorinsky model, the basis of the SPS model, formulates the eddy viscosity as the product of the characteristic length scale and the strain rate tensor, which is defined by time-averaged velocity. In the SPH formulation, the SPS model is expressed as follows (Rogers and Dalrymple, 2008; Zhang et al., 2017).
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where l and Cs denote the particle spacing and the pre-defined coefficient. Sαβ denotes the strain rate tensor in the Einstein notation (α, β = 1, 2, 3) and [image: image]. In this model, the smallest turbulence scale is modeled as a sub-particle-scale stress tensor that includes the interactions at all scales (resolved scale, unresolved scale, and cross-scale). The turbulence viscous force of the SPS model is added to the momentum equation.
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where ταβ and δαβ denote the sub-particle scale stress tensor and the Kronecker delta in the Einstein notation, respectively (α, β, γ = 1, 2, 3).



Molecular Diffusion

In the SOPHIA code, the molecular diffusion of the chemical components is formulated similarly to the heat transfer model (Monaghan, 2005).
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where D and S denote the molecular diffusivity and molecular concentration, respectively. It is noted that the above equation is based on the molecular concentration, and if the other definition for concentration is used, the diffusivity should be incorporated within it. When binary diffusion (material A and B) is involved, the reference density time derivative term [image: image] in the continuity equation (Equation 16) can be expressed as follows using molar fraction (Park et al., 2019).
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where M and x denote the molar mass and molar fraction. The coefficient χ describes the conversion from a molar fraction (Δx) to a mass fraction.



Buoyancy Force

Buoyancy force is considered in the SOPHIA code in two ways: (1) a Boussinesq model, and (2) a Non-Boussinesq model. The Boussinesq model is the most commonly used in the conventional SPH simulations. It assumes a slight density variation (Δρ[image: image]ρ) of the fluid, which ensures that the density has a negligible effect on the main flow (Boussinesq approximation). Therefore, it is straightforward to apply the model by adding the following buoyancy force term to the momentum equation (Equation 19).

[image: image]

where fb, αT, and T0 denote the buoyancy force, thermal expansion coefficient, and reference temperature, respectively. This Boussinesq model is simple to apply, and the results are relatively good. However, the model reliability is significantly reduced when the density variation is spatially large. For a large density gradient, a non-Boussinesq model, which is applicable for SPH, has been developed and adopted for the SOPHIA code (Park et al., 2019). In this model, the density change is directly estimated by mass and volume changes of particles, which are determined by temperature and concentration as follows.
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where αT, αS, T0, and S0 denote thermal expansion coefficient, saline contraction coefficient, initial temperature, and initial concentration, respectively. m0 and V0 denote the initial particle mass and initial particle volume, respectively. In this model, the mass, volume, and reference density of the particles are updated in every time step. The resultant reference density is used in the pressure calculation of the EOS (Equation 27). This approach not only allows large density-gradient-driven flow beyond the Boussinesq approximation but also represents the real physics more properly.



Surface Tension

In the SOPHIA code, two types of surface tension models are employed: (1) a Continuum Surface Force (CSF) model, and (2) an Intermolecular Potential Force (IPF) model. The CSF model estimates the surface tension force at the macroscopic scale. In this model, the surface tension force is expressed as the product of the surface curvature and the surface normal (Brackbill et al., 1992). According the previous studies (Morris, 2000; Hu and Adams, 2006), there are several ways to determine the curvature and surface normal, and the SOPHIA code adopted the following forms.
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where σ, κ, n, and d denote a surface tension coefficient, the curvature, surface-normal vector, and dimension, respectively (d = 1, 2, 3). [image: image] denotes the unit surface-normal vector. The notation fi = fj means that the phase of the fluid particle “i” is the same as that of particle “j,” and fi ≠ fj means the opposite case.

In the IPF model (Tartakovsky and Meakin, 2005), the interaction between particle i and neighboring j is considered in terms of molecular dynamics, such as repulsive force for short range and attractive force for long range. The combination of these forces naturally determines the interfacial particle distance. Therefore, calculations of curvature and surface normal are not required. In addition, the wettability effect can be estimated straightforwardly. This model is applied to the momentum equation (Equation 19) as an additional particle interaction force.
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where fij denotes inter-particle force between particle i and its neighbor j. Many previous studies have developed various different forms of the inter-particle force. Table 3 summarizes some of them.


Table 3. Inter-particle force terms for the IPF surface tension model.
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Multi-Phase Flow

Multi-phase phenomena are frequently encountered in nuclear thermal-hydraulics and safety issues. Since the SPH method is based on the Lagrangian framework, no surface detection or tracking method is necessary, which is essential for Eulerian-based CFD methods. Therefore, handling multi-phase flow with SPH is relatively simple and easy compared to the conventional Eulerian-based methods. The SOPHIA code has carefully adopted and organized the governing equations based on first principle in order to capture the multi-phase physics. Nevertheless, an additional term is introduced to stabilize the interface between the phases (Grenier et al., 2009). The interface sharpness force used in the SOPHIA code is formulated as follows.
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where ε is a tuning parameter that ranges between 0.01 and 0.1 (Grenier et al., 2009). The notation fi ≠ fj means that the phase of the fluid particle “i” is dissimilar to that of particle “j.” The kernel summation of the RHS only includes a neighboring particle ‘j’ that belongs to a different phase to particle “i.” This force should be large enough to stabilize the interface between the phases, but it should be small enough not to cause any unphysical effects.



Particle Shifting

As mentioned in section Fundamentals of SPH, particle deficiency and irregular distribution are the main sources of numerical errors in the SPH interpolations. Particle shifting is one of the methods to address this issue. It adjusts the particle position to enhance the uniformity of the distribution. The SOPHIA code adopted the shifting method proposed by Lind et al. (2012). This adjusts the particle spacing in proportion to the particle number density, which is an indicator of particle uniformity. In this method, the particle adjustment vector (δr) is evaluated by the following equation.
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where R and n denote the constant parameters, set as to be 0.2 and 4, respectively. δr denotes the initial particle spacing. In every time step, the particle positions are updated by adding adjustment vector [image: image]. The particle properties on the new positions can be updated through SPH interpolation depending on the proposed numerical scheme.




Time Integration

In the SOPHIA code, a modified predictor-corrector scheme is applied (Gomez-Gesteira et al., 2012). The predictor-corrector scheme divides the time integration into two steps and determines the physical variables (position, velocity, density, and energy) and their time derivatives in turn. First, the prediction step extrapolates the physical variables as follows.
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where t and Δt denote time and time step, respectively. Superscript p denotes “predictor.” The time derivatives of position, velocity, density, and energy are newly evaluated by solving the discretized SPH governing equations based on the predicted values. After that, the field variables are re-integrated over the full time step using the updated time derivatives in the correction step.
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where the superscript c denotes “corrector.” These corrected values become initial values for the next time step.




CODE IMPLEMENTATION

The SPH generally has very high computational cost compared to conventional CFD methods. To address this issue, massive parallel-computer-system-based techniques have been actively employed in the SPH field, and the general-purpose GPU (GPGPU) is one of the most commonly favored. The GPU was originally developed for effective graphic rendering using thousands of parallel cores, but currently, its usage has been extended widely into general science and engineering applications due to the high-throughput computations and data-parallelism. Since the SPH formulations have no non-linear equations and every particle is calculated independently, the SPH code implementation is suitable for GPU parallelization.

In previous research by Jo et al. (2019), the SOPHIA code was fully parallelized using a single GPU, and it was demonstrated that the computational cost can be significantly reduced by GPU parallelization when compared to serial CPU computing. However, due to the limitation of the internal memory size of a single GPU, the allowable number of particles was highly restricted, being about 15 million particles for the original code. Therefore, it became essential to distribute computational load using multiple GPUs, which is critical for many practical large-scale applications. For this reason, the code has been restructured and fully parallelized using multiple GPUs along with domain decomposition. The technical details are summarized in the following sections.


GPU Implementation
 
Basic Algorithm

Figure 2 shows the basic algorithm of the code. The algorithm consists of several main steps and the sub-steps in the gray box in Figure 2. The gray box indicates that they are parallelized using multiple GPUs. The bold characters (Multi-GPU Allocation, Sub-domain Division, and Inter-GPU Communication) indicates the added steps for domain decomposition and data exchange between GPUs for distributing the computational load to multiple GPUs. The other steps are quite similar to the original SOPHIA code based on a single GPU (Jo et al., 2019). The first step of the code is Initialization. In this step, the input parameters and the initial particle information (position, velocity, temperature, pressure, property, etc.) are read from external input files and stored in the computer memory. This process is conducted by a single host CPU. After this process, the computational domain is divided into multiple sub-domains to distribute computational load and memory, and each GPU is assigned to each sub-domain, respectively. This allows the GPU to solve the governing equations and the physical models for only assigned/allocated sub-domain. Then, the particle data of the CPU host are copied to GPUs to have only their own sub-domains separately (Multi-GPU Allocation). The details are explained in section Multi-GPU Allocation. Once this process is completed, each GPU has the initial particle input data along with additional buffer data of the nearby domain for data exchange. The main loop is started from the Prediction step, which is conducted for predictor-corrector time integration, as explained in section Time Integration. After the Prediction step, the particle positions are updated, and the sub-domain is partitioned into four groups according to Sub-domain Division. This step is applied for optimizing the computational load and data transfer of the GPUs. According to the particle groups, calculation and data transfer are differently scheduled. The details are explained in section Sub-domain Division. Once this step is completed, neighboring particles are searched for every particle (NNPS). NNPS is the key step in the particle simulation since it usually entails the largest computational load. In this code, the uniform grid and sorting-based algorithm are implemented with full GPU adaptation. Once this process is done, each particle has its neighboring particle information, which is necessary for the following particle interaction steps. The NNPS algorithm implemented here is briefly explained in section Concurrent Execution. After the NNPS step, the particle interactions are calculated according to the SPH equations and physical models (density, momentum, energy, etc.) explained in section Smoothed Particle Hydrodynamics (SPH). For the SPH interpolations, massive parallel GPU mapping is applied extensively. The details can be found by reference to Jo et al. (2019). After the particle interactions, the corrector step in the time integration is followed, with major updates. Once all these main calculation steps are completed, it is checked whether the updated particles escape from the original subdomain. If so, their information is transferred to the new subdomain by memory copying to adjacent GPUs (Inter-GPU Communication). After this step is finished, all the GPUs have the newly updated particle data with a fully preserved computational domain. The simulation then proceeds to the next time step in a loop. This multi-GPU parallel algorithm consists of two-level parallelization. At the higher level, multiple GPUs concurrently execute the main loops within the decomposed sub-domains (Multi-GPU Concurrent Execution), and at the lower level, each GPU carries out parallel computation (mapping or sorting) and data transmission for each sub-domain using thousands of computing cores simultaneously.


[image: Figure 2]
FIGURE 2. Algorithm of the SOPHIA code.




Multi-GPU Allocation

The multi-GPU allocation divides a whole computational domain into small sub-domains, as shown in Figure 3. First, as many threads are created as there are GPUs. The generated threads control the GPUs which are assigned the same index number, repectively. Then, the computational domain is divided in a specific direction (x, y, or z) to have a similar number of particles, and then the threads allocate these sub-domains to their own GPUs. Currently, the code allows the domain decomposition in only one direction, because it minimizes the memory usage for data exchange in the inter-GPU communication.


[image: Figure 3]
FIGURE 3. Schematic process of the multi-GPU allocation step.




Sub-domain Division

After the domain is decomposed and each sub-domain data is allocated to each GPU, the sub-domain is partitioned into four small sections for more efficient computation and data exchange. Figure 4 shows the concept of the sub-domain division. R0 is the inner particle region. The particles located in R0 have little chance to escape the sub-domain in a single time step. Therefore, the particle in this region is not involved in the data exchange. R1 is the outer particle region. The particles in R1 have some chance to escape the sub-domain boundary during time integration. Therefore, the particles in this region must be traced to determine whether they still exist in the sub-domain after position update. R2 is the outer buffer region. The particles in R2 are located on the right outside of the sub-domain boundary. Since this region is overlapped with the R1 of adjacent GPUs, the particles in this region are only involved in the calculation of the R1 particles. R3 is the dummy region. The particles in R3 are not involved in any computation and data exchange processes.


[image: Figure 4]
FIGURE 4. Concept of sub-domain division.




Concurrent Execution

After subdomains are partitioned, each GPU individually calculates the particle behaviors. As shown in Figure 2, the Nearest Neighbor Particle Search (NNPS) is proceeded with prior to the SPH interpolation steps. In the SPH, the NNPS step is the most time-consuming part; hence, the performance of the whole algorithm depends heavily on the efficiency of the NNPS. In the SOPHIA code, the NNPS is optimized using an algorithm based on a uniform grid and parallel sorting (Harada and Howes, 2011) that re-arranges the array of particles according to the order of each cell index. Figure 5 shows the concept of the NNPS algorithm with a uniform grid and sorting.

1. The computational domain is divided into the grid cells.

2. The cell index (CI) is calculated and assigned to every particle.

3. The particle array is sorted (PI*) and ordered by cell index (CI*).

4. The starting (Cstr) and ending (Cend) particle index arrays are constructed.


[image: Figure 5]
FIGURE 5. A demonstration of nearest-neighbor particle search by sorting. (A) Make grid, (B) assign number, (C) radix sort, and (D) re-order AOS.


The subsequent processes are performed during the SPH interpolation using these starting particle indices and ending particle indices. In the SPH interpolation, the particles in the adjacent cells are scanned and it is checked whether the distance from the center particle “i” is within the search range.

Once the NNPS step is complete, the density of each particle is calculated by solving either the mass summation or continuity equation. The particle pressure is then calculated according to the EOS. Afterward, all the particle interactions, including momentum conservation, energy conservation, molecular diffusion, etc., are computed with the physical models described in section Smoothed Particle Hydrodynamics (SPH). For all these calculations, parallel mapping is used. This method calls the same number of computing cores as there are particles, and each core computes the equations of each particle in parallel.



Inter-GPU Communication

After time integration and position update are conducted, the particles across the boundaries are checked, and information is exchanged between the adjacent GPUs through peer-to-peer (P2P) memory copy. Figure 6 shows the schematic process of the inter-GPU communication. First, the particles in R1 are labeled as “left” or “right” depending on their position, as shown in Figure 6A. The GPU[idx] sends the “left” particle data to the “idx-1”th GPU and the “right” data to the “idx+1”th GPU. Conversely, the “left” data of GPU[idx+1] and the “right” data of GPU[idx-1] are transferred to GPU[idx] and stored in memory. Among the received data, some particles may cross the boundaries and enter into the “idx”th subdomain. These particles remain as R1, and the rest are re-assigned as R2 to serve as neighbors of R1 particles. The unnecessary data will be dumped as dummy particles (R3) at the Sub-domain Division step of the next loop. This repetitive sub-domain division and inter-GPU communication ensures that each GPU occupies the subdomain that overlaps some buffer regions with the neighbor GPUs.


[image: Figure 6]
FIGURE 6. Schematic process of the inter-GPU communication step: (A) concept of inter-GPU communication and (B) multi-stream scheme with time marching.


In order to increase the efficiency of the inter-GPU communication, multi-streaming is applied in the code. The basic concept is shown in Figure 6B. In this algorithm, the calculations are split into two parallel streams. In one stream, the particle interactions of the physical models are solved. At the same time, Peer-to-Peer (P2P) memory transfer is conducted in the other stream in parallel. A combination of two streams reduces latency time effectively since data copying (referring to P2P copy) and kernel execution (referring to particle calculation) do not share computing resources. In addition, the data transaction is reliably completed during the calculation because the number of inner particles is much larger than that of outer particles.




Evaluation of Multi-GPU Parallel Performance

In the previous research, it was found that a single GPU parallelization reduced the computational cost compared to the serial CPU computation by a factor of 100 for a million particles. The details can be found in Jo et al. (2019). In this section, the performance of the domain decomposition and the multi-GPU parallelization is examined to evaluate its large-scale computing capability. The evaluation is performed by two types of scaling tests: (1) strong scaling and (2) weak scaling. The strong scaling measures the execution time for a fixed-size problem (the number of particles) with an increase in the number of GPUs. In the strong scaling, the speed-up factor is defined as

[image: image]

where T, N, P, and Ss denote an execution time, a problem size, the number of GPUs, and a speed-up factor, respectively. On the other hand, the weak scaling measures the execution time by increasing the problem size (the number of particles) and the number of GPUs simultaneously. In this case, the ratio of the number of particles to the number of GPUs is maintained constant. In the weak scaling, the efficiency is defined as

[image: image]

where N1 and Ew denote the problem size of a single GPU and an efficiency factor, respectively. In this study, a well-known benchmark problem (3-D dam-break) by Arnason et al. (2009) and Cummins et al. (2012) was used.

In the strong scaling test, the total number of particles was fixed to be 16,784,004, which occupies the maximum memory allowable for a single GPU (NVIDIA P100). Accordingly, in the weak scaling test, the total number of particles was increased from 16,784,004 to 101,362,964, in proportion to the number of GPUs. In this case, the model size was substantially increased by maintaining constant memory usage for each GPU. Figure 7 shows the performance evaluation results. This study measures the time taken to calculate the main loop 1,000 times using the clocking method. This process was repeated four times, then averaging these measured times determines the performance time. For a single GPU simulation with 16,784,004 particles, the computation takes about 11 min for 1,000 time steps (Δt = 10−6 s). Figure 7A shows the speed-up factor for the strong scaling test. As shown in this figure, the speed-up factor increases with the number of GPUs, but the efficiency tends to decrease slightly. This is because the number of outer particles within the sub-domain is not sufficiently small to hide the latency of data exchange. Figure 7B shows the parallel efficiency of the weak scaling test. As the number of GPUs increases, the efficiency decreases, and it reaches about 78% for six-GPU parallelization (101 million particles). Although the size of the problem increases by six times, the computation time is only increased by 20% using six GPUs, which allows us to handle large-sized simulations efficiently. Overall, multi-GPU-based parallelized algorithm shows good performance.


[image: Figure 7]
FIGURE 7. Performance scalability test of multi-GPU code. (A) Speedup factor of strong scaling and (B) efficiency of weak scaling.





BENCHMARK ANALYSIS

As described in section Smoothed Particle Hydrodynamics (SPH), SOPHIA consists of various models such as hydrodynamics, heat transfer, turbulence, multi-phase flow, etc. Although all the details are not described in this paper, the code has conducted various basic V&V simulations including hydrostatic pressure, Poiseuille & Couette flow, lid-driven flow, 2D/3D dam break, 3D wave generation, hydrostatic pressure in immiscible fluids, the lock exchange problem, Rayleigh-Tayler instability, multi-dimensional heat conduction, and natural circulation. Some of the results are summarized in Jo et al. (2019) and Park et al. (2019). For the newly implemented physical models such as turbulence, chemical reaction, etc., the verification and validation processes are currently underway. In this section, the simulations are conducted on three benchmark experiments related to nuclear safety. The selected benchmark experiments are (1) water jet breakup of Fuel–Coolant Interaction (FCI), (2) Liquid Metal Reactor (LMR) centralized sloshing, and (3) bubble lift force.


Jet Breakup of Fuel–Coolant Interaction

Fuel–Coolant Interaction (FCI) is one of major phenomena of severe accidents and occurs when molten fuel falls into the coolant or vice versa. The interaction between coolant and the molten fuel involves many complicated physical phenomena, which may lead to a catastrophic event such as a steam explosion. Especially, jet breakup, where the bulk of molten fuel breaks into droplets, is the most important pre-mixing phase for a steam explosion or re-melting of fuel fragments, which threatens the reactor vessel/containment integrity (Allelein et al., 1999; Sehgal et al., 1999). In this study, an isothermal benchmark experiment on jet breakup conducted by Park et al. (2016) is simulated using the SOPHIA code and the results are discussed.

The impinging jet simulation model consists of a jet column and a tank filled with Fluorinert. The tank is a rectangular column of 0.1 m width, 0.02 m depth, and 0.4 m height, and the pool is filled up to a height of 0.2 m. As in the experiment, the rest of the tank is filled with the air in the simulation. The jet diameter is 10 mm. The water jet has a density of 1,000 kg/m3, a viscosity of 1.0 mPa · s, and a surface tension of 0.072 N/m and the Fluorinert pool has a density of 1,880 kg/m3, a viscosity of 4.7 mPa · s, and a surface tension of 0.043 N/m. The inlet jet velocity was set as 3.8 m/s. The total number of particles was 57,430,016. The simulation was conducted using six GPUs.

Figure 8 shows snapshots of the simulation. The jet, injected at a high velocity, penetrates into the pool. This penetration causes a U-shaped air pocket just behind the jet front. The interaction with the pool dissipates the initial momentum of the jet front, suspending further penetration. At the same time, the air pocket collapses due to the compression of the pool. The jet continuously drags the air into the pool and breaks up through the interaction with the pool. Mixing of jet droplets and air bubbles enhances the buoyant effect of the jet. As a result, the jet fails to penetrate below a certain depth, and the jet disperses out radially. According to previous studies (Ikeda et al., 2001; Park et al., 2016), it is noted that this jet breakup and fragmentation can only be modeled physically by three-dimensional two-phase flow simulation. This is because ignoring the air cavity may distort the consequent phenomena. As shown in Figure 8, such jet behavior is well-reproduced through the three-dimensional two-phase flow simulation with high resolution. Especially, in the simulation, the droplets are generated at the pool–jet–air interfaces by velocity differences (referred to as Kelvin-Helmholtz instability) or surface tension effects (referred to as critical Weber number theory).


[image: Figure 8]
FIGURE 8. Snapshots of two-phase simulation of jet breakup: (A) two fluids with rendering (blue for the Fluorinert pool, and black for the water jet), (B) air with rendering, and (C) jet breakup behavior at the x–z plane.


For rigorous analysis, the simulation results are compared with experimental data in two ways: (1) jet penetration depth and (2) overall pool surface shape/level. Figure 9A compares the jet front penetration depth in the simulation with the experimental data. The jet front in the simulation shows very good agreement with the experimental data over time. Figure 9B compares the pool surface shape in the simulation and in the experiment (the red lines represent the surface of the experimental visual images at the same time). As shown in the figure, the simulation agrees very well with the experimental results, not only for the surface level but also in terms of the overall features.


[image: Figure 9]
FIGURE 9. Comparison of the simulation results with the experimental results: (A) comparison of the jet penetration depth and (B) comparison of the pool surface level with the experimental visualization (red lines for experimental results; Park et al., 2016).




Liquid Metal Reactor Centralized Sloshing

In the transient phase of a core-disruptive Liquid Metal Reactor (LMR) accident, a neutronically active multi-phase pool can be formed, which is composed of solid fuel, molten fuel, re-frozen fuel, fission gas, fuel vapor, steel particles, etc. In this configuration, abrupt pressure build-up due to local vapor generation can initiate so-called centralized sloshing motion, which has the potential for energetic fuel re-criticalities (Suzuki et al., 2014). In this study, three-dimensional sloshing simulations are conducted using the SOPHIA code on the benchmark experiment by Maschek et al. (1992a).

The simulation model consists of a water column, a container, and 12 vertical rods. The container is an open cylinder with a 44-cm diameter. The water column, with 11 cm diameter and 20 cm height, is located in the center of the container. Regarding the vertical rods, which all have the same diameter of 2 cm, the three simulation cases were considered.

• Case 1 has no vertical rods but only the water column.

• Case 2 has inner vertical rods that surround the water column in a ring with a diameter of 19.8 cm.

• Case 3 has outer vertical rods that surround the water column in a ring with a diameter of 35.2 cm diameter.

Figure 10 shows the simulation results for Case 1, Case 2, and Case 3, respectively. In Case 1, the water column collapses due to gravity, and it makes a circular wave moving toward the container wall. After collision with the wall, the water converges toward the center area, and it forms a high central water peak. In Case 2 and Case 3, 12 vertical inner/outer rods are placed around the central water column. The simulations reproduce the damping and interference motion of water waves induced by rod disturbances well.


[image: Figure 10]
FIGURE 10. Snapshots of surface motion of the simulation cases with rendering: (A) Case 1 simulation results, (B) Case 2 simulation results, and (C) Case 3 simulation results.


In this study, the maximum sloshing height and arrival time in the simulations are compared with the experimental data, as shown in Table 4. The (1) arrival time, (2) time of maximum height, and (3) maximum height at the outer container wall and the pool center are taken into account. In general, the SOPHIA simulation results show very good agreement with the benchmark experimental data, both qualitatively and quantitatively.


Table 4. Comparison of SOPHIA simulation with experiments (Maschek et al., 1992b; Pigny, 2010).

[image: Table 4]



Bubble Lift Force

Bubbly flow plays an important role not only in Light Water Reactors (LWRs) but also in many industries because it involves large interfacial areas for heat and mass transfer. In recent multi-phase CFD analysis, the lift force is one of the important forces for tracing bubble dynamics because it greatly affects the spatial distribution of bubbles and void fractions. In nuclear safety analysis, the effect of lift force was noticed early on by observing an accumulation of gas near the wall in the pipe flow (Tomiyama et al., 2002; Ziegenhein et al., 2018). In conventional CFD analysis, the lift force is commonly considered by empirical correlations based on experimental data. In this study, the bubble lift force in laminar shear flow is simulated, referring to the benchmark experiment by Tomiyama et al. (2002), and the bubble trajectories are compared with the experimental data.

In the benchmark experiment, a tank was filled with a glycerol-water solution, and a belt was continuously rotated at a constant speed to induce simple shear flow. At the steady state, a single air bubble was released on the linear velocity gradient field through a nozzle tip. For the simulation, a stationary vertical wall is placed in the middle of the tank, and both sidewalls are set to have a constant velocity to generate simple shear flow as in the experiment. The tank is a rectangular cavity with 60-mm width and 0.5-m height, and it is divided into two channels with 30-mm width by the stationary wall. As in the experiment, the tank is filled with a glycerol-water solution, and the fluid flows rotating clockwise. After achieving steady-state shear flow, a single air bubble is injected at the left channel of the model. The glycerol-water solution has a density of 1,154 kg/m3 and a viscosity of 0.091 Pa · s. This study performed two-dimensional simulation with 518,259 particles. Regarding the velocity gradient (ω) and bubble diameter (d), four experimental cases were considered.

• Case 1 has a small velocity gradient (ω = 5.7 s−1) and large bubble diameter (d = 5.54 mm).

• Case 2 has a large velocity gradient (ω = 6.2 s−1) and large bubble diameter (d = 5.54 mm).

• Case 3 has a small velocity gradient (ω = 5.7 s−1) and small bubble diameter (d =3.52 mm).

• Case 4 has a large velocity gradient (ω = 6.2 s−1) and small bubble diameter (d = 3.52 mm).

Figure 11 presents the simulation results of four cases and validations. Figure 11A shows image sequences of the simulations. The left two figures are the results for a large bubble diameter (d = 5.54 mm) and the right two figures for a small bubble diameter (d = 3.52 mm). As shown in the figure, the large bubble drifts toward the left wall as it rises up, while the small bubble drifts toward the right wall. This is because the shear-induced lift force is most dominant for the small bubbles. At the surface of the bubble, a relative velocity gradient is generated by the linear shear flow, and this gradient drags the small bubble so that it rotates toward the large drag force (high velocity). However, for large bubbles, slanted-wake-induced lift force is more dominant than shear-induced lift force. When the large bubble floats through the linear shear flow, asymmetric wakes are formed right behind the bubble, and this wake configuration perturbs the surrounding pressure field. Due to the pressure gradient, the large bubble tends to move toward the lower velocity with deformation. Figure 11B compares the trajectories of the bubbles in the experiment and in the simulation. As shown in the figure, the simulation results are agreed very well with the experimental results within measurement error.


[image: Figure 11]
FIGURE 11. The simulation results for bubble lift force: (A) bubble floating sequence with rendering and (B) comparison of bubble trajectories with the experimental data (Tomiyama et al., 2002).





SUMMARY AND CONCLUSION

This paper summarizes the recent progress and on-going activity in the development of the Lagrangian-based CFD code (SOPHIA), with some demonstrations on nuclear applications. The SOPHIA code is based on the smoothed particle hydrodynamics (SPH), which is the most widely used full-Lagrangian method. Like other conventional CFD methods, the SOPHIA code basically solves mass, momentum, and energy conservation equations. However, unlike conventional SPH, the SOPHIA code formulates the density and the continuity equations in terms of normalized density in order to handle multi-phase, multi-fluid, and multi-component flows in a simple and effective manner. In addition, the SOPHIA code incorporates physical models, including fluid flow, heat transfer, mass transfer, multi-phase, phase change, turbulence, and diffusion, with various numerical correction schemes so that the code can be applied well to many different nuclear safety-related issues.

In spite of its great potential for nuclear thermal hydraulics and safety, the Lagrangian-based CFD still faces some technical challenges that need to be further addressed. One of the critical drawbacks of the SPH method is the high computational cost. In order to address this issue, this study implements the code using multi-GPU parallelization with various parallel computing techniques such as multi-threading, mapping, and sorting. The main algorithm consists of four steps: (1) multi-GPU allocation, (2) sub-domain division, (3) multi-GPU concurrent execution, and (4) inter-GPU communication. Especially, the multi-GPU concurrent execution step parallelizes the computation procedure into two streams to optimize calculation and memory exchange. The computational performance of the multi-GPU parallelized SOPHIA code is evaluated by both strong and weak scaling. The results indicate that SOPHIA code showed remarkable performance from small-scale to large-scale problems with an increase in the number of GPUs, and it reached 78% efficiency with a maximum six GPUs.

To demonstrate its applicability to nuclear thermal hydraulics and safety, three benchmark simulations were conducted: (1) water jet breakup of FCI, (2) LMR centralized core sloshing, and (3) bubble lift force. All of these simulations showed that the SOPHIA code can predict the key phenomena in the experiments, both qualitatively and quantitatively. According to the benchmark results and discussions, SPH methods such as the SOPHIA code seem to be well-suited to safety-related analysis (i.e., for severe accident and natural disaster), numerical experiments, and visualization of phenomena. All of these activities have a large potential to reduce the uncertainties regarding the phenomena related to decision-making.

Although the SOPHIA code has great potential in nuclear thermal hydraulics and safety analysis, technical challenges remain that require further investigations. The following lists some of the items that should be addressed in the future:

• Method for handling multi-scale problems (i.e., boiling, turbulence, etc.)

• Method for reducing large computational cost (i.e., optimization, numerical schemes)

• Method for handling various boundary conditions (i.e., symmetry, open boundary, etc.)

• Method for improving both accuracy and stability (i.e., numerical schemes)

• Method for verification and validation (i.e., benchmark experiment, visualization, etc.)
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One of the key postulated accidents in a high-temperature gas-cooled reactor (HTGR) is the pressurized loss of forced cooling (P-LOFC) of the primary loop, which can be triggered by its primary helium circulator trip or turbine trip. If the reactor shutdown cooling system (SCS) fails during a P-LOFC accident, part of the reactor decay heat is absorbed by the reactor core materials and the rest removed by the reactor cavity cooling system (RCCS). In the extended period of P-LOFC accident, compounded with SCS failure, the core decay heat is supposed to be removed by conduction, natural circulation/convection, and radiation. Three-dimensional computational fluid dynamics (CFD) simulations were performed in this research to study the long-term heat removal mechanisms in the General Atomics' Modular High Temperature Gas-cooled Reactor (MHTGR) design during a P-LOFC accident. The reactor core temperature distribution and flow field were obtained at different decay power levels. The sensitivity of the natural circulation flow to the bypass gap width was investigated. The natural circulation flow intensity is relatively weak but very sensitive to the width of the bypass gaps.

Keywords: HTGRs, CFD, P-LOFC, natural circulation, decay heat removal, MHTGR


INTRODUCTION

The high-temperature gas-cooled reactors (HTGRs) have received great attention due to their potential to provide high-temperature process heat in addition to their high thermal-to-electric power conversion efficiency and inherent safety features (Alonso et al., 2014; Fang et al., 2017; Wang et al., 2019). One of the postulated accidents in HTGRs is the pressurized loss of forced cooling (P-LOFC), which is caused by an abnormal trip of the main helium circulator or turbine in the power conversion system. During a P-LOFC accident, core decay heat will be removed by a combination of heat conduction, natural circulation/convection, and finally thermal radiation to the reactor cavity cooling system (RCCS), so the maximum fuel temperature does not exceed the design limit. To perform reactor safety analysis, validated system-level analysis codes are usually adopted to analyze reactor transients and accidents. For example, steam ingress accidents in HTGRs were investigated using a code named RETRAN-02 (Wang et al., 2014) and air-ingress accidents in Gas Turbine Modular High-temperature Reactor (GT-MHR) were studied using GAMMA (No et al., 2007), and RELAP5 (Jin et al., 2012). The P-LOFC accident in the Pebble-bed Modular High-Temperature Gas-cooled Reactor (HTR-PM) was studied using TINT and SPECTRA (Zheng et al., 2018) and their results showed that the fuel temperature design limit, 1,630°C, was not exceeded during the accident. However, the geometries used in the system-level code analyses are usually simplified, which could lead to misleading results under certain circumstances (Oh et al., 2011a, 2012).

In General Atomics' (GA's) Modular High Temperature Gas-cooled Reactor (MHTGR) design, the reactor relies on its shutdown cooling system (SCS) to cool down after reactor scram (U.S. Department of Energy, 1986). However, if the SCS fails to start, the reactor has to remove the core decay heat via passive means. Under this circumstance the materials in the reactor core, especially the graphite, serve as temporary energy storage before passive heat removal capacity exceeds the core decay power. Limited experimental studies are available for P-LOFC accidents in the literature. A prismatic HTGR P-LOFC accident without reactor scram was performed using the High-Temperature engineering Test Reactor (HTTR) (Takamatsu et al., 2014). In addition, an experimental study was performed using a scaled-down, reduced-pressure, dual coolant channel facility and the experimental results showed that the heat transfer coefficient and Nusselt number increased with increasing helium pressure (Said et al., 2018). While the experiment provided very useful information to better understand the accident, three shortcomings were noted: the natural circulation flow velocity was not measured; the boundary conditions applied to the two channels did not necessarily represent the prototypic conditions; and the dual coolant channel experiment did not provide sufficient information to allow readers to estimate the helium velocity and temperature fields during a P-LOFC accident. On the modeling and simulation side, Tung and Johnson (2011) using computational fluid dynamics (CFD), simulated the natural circulation flow pattern in a 1/12 section of a fuel column. Nevertheless, the 1/12 fuel column model cannot reflect the scenario in the prototypic accident because the model assumed all vertical boundaries were symmetric. In reality, heat flux can cross these “symmetric” boundaries depending on the locations of the fuel columns in the core.

To obtain more accurate flow and temperature distributions in an HTGR core under a P-LOFC accident, it is desirable to include in the model all the heat transfer paths, including: the fuel columns, graphite reflectors, helium flow, and reactor pressure vessel (RPV) wall. However, a CFD simulation including all these domains with their prototypic structural features will be very computationally expensive. For example, in GA's MHTGR design, there are about 7,000 coolant channels with a diameter of 15.8 mm and a length of 7.93 m in the active core, which can require billions of mesh elements. Therefore, appropriate simplifications will have to be made to avoid generating overly fine meshes for each individual coolant channel. One strategy is to simplify the fuel columns to a homogeneous porous medium. Using this method, an air ingress accident in the GT-MHR, following a double ended guillotine break on the cross duct, was investigated by Oh et al. (2012). A similar strategy was applied to study the steam and air ingress accidents in HTR-PM and the associated graphite reaction (Ferng and Chen, 2011; Ferng and Chi, 2012a,b). In our current study, the porous medium flow model is adopted to study reactor decay heat removal during an extended period of the P-LOFC accident combined with SCS failure in GA's MHTGR.



CFD MODELING METHOD


Geometry and Mesh Generation

GA's MHTGR was chosen as the reference design in this research. The active core of MHTGR consists of 66 fuel columns (U.S. Department of Energy, 1986). These fuel columns form an annular region that is surrounded by replaceable graphite reflectors on the inner, outer, top, and bottom sides. The weight of the active core and the replaceable reflectors is loaded onto the graphite posts in the hot plenum just below the reactor core. Permanent graphite reflectors are installed in the annulus between the outer replaceable reflectors and core barrel. In the free volume between the core barrel and the RPV wall, 12 coolant risers are designed to lead the primary helium flow into the upper plenum during normal reactor operation. The MHTGR design is schematically shown in Figure 1A with a side cut view of the RPV and in Figure 1B with a cross-sectional view of the reactor core. In our current study, a 1/12 sector of the core (the highlighted section in Figure 1B) is simulated to take advantages of the azimuthal symmetry of the core.


[image: Figure 1]
FIGURE 1. MHTGR design: (A) cut away view of the RPV and (B) cross-sectional view of the reactor core (Nuclear Energy Agency, 2018).


Even with the 1/12 reactor core, maintaining all the detailed structures is still very expensive, if not infeasible, given the computational resources available to the group. Therefore, additional simplifications were made to accelerate the computation. First, the fuel columns and bypass flow gaps between graphite reflectors were regarded as homogeneous porous bodies. The porous body simplification will be discussed in section Porous Medium Parameters. During a P-LOFC accident global natural circulation flow through the primary loop is negligible because the primary loop will be shut off by closing the shut-off valve on the helium circulator. In addition, the lower elevation of the steam generator (SG) prevents a global natural circulation flow from forming. Therefore, it was assumed there is no helium exchange between the upper plenum and coolant risers. Accordingly, the zig-zag helium distribution system below the hot plenum was neglected since it is no longer accessible to the helium flow. Finally, one equivalent helium gap was built to replace the 12 individual coolant risers between the core barrel and RPV wall. The two symmetric planes of the simulation domain are depicted in Figure 2A. A cross-sectional view of the active core and the hot plenum is depicted in Figure 2B. There are seven fuel columns labeled as 1–7 as shown in Figure 2B, which will be referred to in the results section.


[image: Figure 2]
FIGURE 2. Structure of the simulated domains: (A) two symmetric planes and (B) cross-sectional views of the active core and hot plenum.


In the simulation domain, there are more than one hundred components. Therefore, the meshes were created separately for different domains using ANSYS Meshing or ICEM to take advantage of their abilities in capturing a specific geometric feature. The meshes were then imported to ANSYS Fluent 19.1 (ANSYS Inc., 2018), and merged using the interface tool. The realizable k-ε turbulence model with scalable wall functions was applied to accommodate different mesh sizes. To satisfy the requirements of the turbulence model, the meshes were refined in the near-wall region. The y+ value range is about 50–150 for most regions but some local points have a y+ value <10. The meshes of the fuel columns, hot plenum, and bypass gaps are depicted in Figure 3A with a detailed view of the mesh interfaces shown in Figure 3B. Before the simulation, a mesh independence study was performed. However, the mesh independence study was not performed on the whole integrated model. Instead, grid independence was verified for each flow region separately. For example, the natural circulation flow between the core barrel and RPV was studied using meshes with different sizes, aspect ratio, and prism layer thickness until mesh-independent results were obtained. Then, the mesh information was recorded and applied to the whole integrated model. A total of about 35.7 million mesh elements were generated with a minimum quality of 0.4. The simulated domains and their respective mesh sizes are summarized in Table 1.


[image: Figure 3]
FIGURE 3. Mesh generation for the: (A) fuel columns, hot plenum, bypass gaps, and (B) mesh interfaces.



Table 1. Mesh sizes for each computation domain.

[image: Table 1]



Governing Equations and Boundary Condition

The steady-state continuity, momentum and energy equations are solved simultaneously in this model. Equations (1) and (2) are the continuity and momentum equations, respectively, and Equations (3)–(5) are the energy equations for the free flow, reactor solid structure, and porous flow, respectively:
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where ρ, [image: image], p, [image: image], [image: image], k, T, and [image: image] are, respectively, the density, velocity, pressure, stress tensor, gravity acceleration, thermal conductivity, temperature, and power density. The subscript f and s indicate fluid and solid, respectively. The porous flow shares the same continuity and momentum equations with the free flow except that the velocity in porous flow is superficial velocity, defined as [image: image], where ε is the porosity. The momentum source [image: image] in porous flow is discussed later. The effective thermal conductivity keff in Equation (5) is defined as keff = εkf+(1−ε)ks.

In this study, the helium gas was treated as a compressible ideal gas when calculating its density. The Nuclear Safety Standards Commission (KTA) correlations were adopted for its other thermophysical properties (Nuclear Safety Standards Commission, 1978):
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It should be noted the units of temperature T and pressure p in Equations (7) and (8) are K and bar, respectively.

The thermal conductivity of un-irradiated graphite IG-110 is about 80–126 W/m-K and its value decreases with increasing temperature (Sumita et al., 2009; Oh et al., 2011b). The irradiated nuclear graphite IG-110 is less sensitive to its temperature, which varies between 30 and 52 W/m-K depending on the irradiation damage level (Sumita et al., 2009). Therefore, in this study, the graphite thermal conductivity was set as 50 W/m-K. The thermal conductivity of core barrel and RPV, in units of W/m/K, was calculated using the correlation for Alloy 800H (T in K):

[image: image]

Since this study focuses on the decay heat removal after a natural circulation flow through the reactor core has been established, the reactor core is cooled down slowly, which could be reasonably regarded as a quasi-steady state condition (Oh et al., 2012). The heat source is the decay heat from the active fuel columns and the final heat sink is the RCCS. The core axial power profile for each fuel ring was divided into three regions with a parabolic curve fit to the results by Strydom and Epiney (2012) to obtain the power profiles. The fitting correlations are expressed by Equations (10)–(12), and a comparison with Strydom and Epiney's values is depicted in Figure 4. It should be noted that the variable z in Equations (10)–(12) is the height measured from the bottom surface of the hot plenum in unit of meters. The correlations were then multiplied by a factor to simulate the reactor decay power. The material thermophysical properties and the power distribution were imported to ANSYS Fluent 19.1 via User Defined Functions (UDF).


[image: Figure 4]
FIGURE 4. Comparison of the reactor power density correlations with original reference values.
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In addition to the helium natural convection flow in the core, thermal radiation between the outer surface of the core barrel and the inner surface of the RPV wall was computed by the surface to surface (S2S) radiation module. The cooling mechanism outside the RPV includes natural convection in the reactor cavity and thermal radiation to the RCCS. The radiation to the RCCS was simulated by assuming an emissivity value of 0.87 for the RPV outer surface with an RCCS temperature of 373 K. The natural convection flow was computed by assigning a heat transfer coefficient with an environment temperature of 423 K. In this work, the heat transfer coefficient was estimated by the following process. First, a steady-state condition is assumed so the energy balance can be written as:

[image: image]

where Q, h, Tw, T∞, [image: image], and σ are the total decay power, heat transfer coefficient, RPV wall temperature, reactor cavity air temperature, RCCS temperature, and Stefan-Boltzmann constant, respectively. However, the RPV surface temperature distribution was unknown. Therefore, we assumed an uniform RPV wall temperature distribution when estimate the heat transfer coefficient. Accordingly, Equation (13) can be simplified to:

[image: image]

The Nusselt number for free natural convection over a vertical surface can be calculated by the Churchill correlation (Churchill and Chu, 1975):

[image: image]

Then, the heat transfer coefficient can be obtained by solving Equations (14) and (15). In the calculation, an arbitrary RPV surface temperature was used as an initial estimate. The Rayleigh number and Prandtl number in Equation (15) are evaluated at a gas film temperature that is the mean value of the RPV wall temperature and environment temperature. Therefore, iteration can be carried out to obtain the value of Tw, and thus the value of h. In this work, the heat transfer coefficient is about 15 W/m2-K. The boundary condition of the RPV wall used in this study is more conservative than studies performed by Zheng et al. (2018).



Porous Medium Parameters

The fuel columns were simplified into homogenous porous bodies to avoid generating tremendous extra fine meshes for each individual coolant channel. The pressure loss in these porous bodies should be maintained the same as the prototypic values given the same mass flow rate and temperature conditions. The porous flow is modeled by a momentum source in ANSYS Fluent 19.1 (ANSYS Inc., 2018). For a homogeneous porous medium equation, the momentum source is given as (ANSYS Inc., 2018):

[image: image]

where μ, α, umag, and C2 are the fluid viscosity, permeability, flow velocity magnitude, and inertial resistance factor, respectively. The subscript i indicates a specified flow direction.

The porosity of the porous fuel column is defined as the ratio of the fluid volume to the total fuel column volume:

[image: image]

where N, D, and L are the number of the coolant channels in one fuel column, the diameter of the coolant channel, and the length of the hexagon short edge, respectively. Assume the flow velocity in a prototypic coolant channel is u1, then the flow velocity in the porous medium can be calculated by:

[image: image]

For the natural circulation in the extended P-LOFC accident the flow in the coolant channels falls into the laminar flow regime. Therefore, the pressure change rate in the circular coolant channel, neglecting the developing flow region, is given as:

[image: image]

Equation (19) should be equal to Equation (16) if the same pressure loss is maintained at the same mass flow rate:

[image: image]

Therefore, the porous flow parameter for the fuel columns can be obtained as: [image: image] m−2 and C2 = 0.

In the prototypic MHTGR design, small bypass gaps with a width of 2~3 mm were left between the graphite reflectors, and between the permanent reflectors and the core barrel, as shown in Figure 1. These gaps are used to accommodate the graphite manufacturing tolerance and thermal expansion during operation. However, the exact dimension of the bypass gaps is unknown because of possible misalignment during installation and graphite densification caused by neutron irradiation. A gap width of 2 mm was therefore adopted as a reference value in this research to study the natural circulation flow pattern for different core decay power levels. Two additional simulations were also carried out with different bypass gap width values, i.e., 3 and 4 mm, to study the sensitivity of the natural circulation flow rate to the bypass gap size. However, the narrow gap leads to difficulties in generating high-quality meshes within an acceptable quantity. In this research, the width of the bypass gaps were enlarged to 40 mm so the length/width ratio can be reduced to avoid high skewness of the mesh elements. To compensate the enlarged cross sectional area of the bypass gaps, a porous flow model was applied. The prototypic gap width is much smaller than the horizontal edge length of the graphite blocks, which can be regarded as infinitely parallel. Using the same method described above, the porous parameters for the bypass gaps are: [image: image] and C2 = 0, where W is the prototypic gap width and [image: image].

To verify the porous body assumption, simulations were performed for the fuel columns and bypass gaps. Comparisons of the two simplifications are shown in Table 2. It can be seen that both simplifications preserve the pressure loss with good accuracy for the same given mass flow rate. However, the maximum temperature of the porous flow simulation is always lower than the theoretical solution due to the thermal equilibrium assumption in the porous heat transfer model. This assumption does not calculate the heat transfer between the solid and fluid domains. Therefore, the temperature gradient near the solid-fluid interface of the prototypic structure cannot be preserved. In general, the porous flow assumption for the fuel columns and bypass gaps is acceptable.


Table 2. Verification of the fuel block and bypass gap simplifications.

[image: Table 2]




RESULTS AND DISCUSSION


Decay Heat Removal at Different Power Levels

The reactor temperature distributions at decay power levels of 1, 0.8, and 0.5% are shown in Figure 5. As can be seen, the maximum temperature of the three simulated cases are 2,212, 1,818, and 1,248 K, respectively. The hot zones appear at the upper half region of the active fuel columns due to the peak power values there, as shown in Figure 4. The homogenized temperature distributions of the seven fuel columns in the simulation domain at the core decay power levels of 1.0, 0.8, and 0.5% of the reactor rated power are depicted in Figure 6. Fuel column 7 has the lowest temperature because its distance to the core barrel is the smallest. In Figure 6, the temperature peaks at a height about 8–9 m measured from the bottom of the hot plenum mainly due to the axial power distribution shape (Strydom and Epiney, 2012). The fuel column temperature starts to decrease after the peaks, which indicates that the natural circulation is not strong enough to bring the maximum fuel temperature to the top of the fuel column. Instead, the horizontal thermal conduction through graphite material plays a more dominant role in decay heat removal.


[image: Figure 5]
FIGURE 5. Reactor temperature distribution at different decay power levels.



[image: Figure 6]
FIGURE 6. Reactor temperature distributions for the decay power at: (A) 1.0%, (B) 0.8%, and (C) 0.5% of the reactor rated thermal power.


The maximum fuel temperature at the 1.0% decay power exceeds the fuel design limit of 1,873 K for the fuel. However, it does not necessarily mean that the reactor core will be overheated because it depends on the duration of the transient. The time required for the reactor shutdown heat generation rate, i.e., essentially the decay power, to drop to 1.0, 0.8, and 0.5% of the reactor rated power is about 3.48, 10.6, and 111.3 h, respectively, if a typical light water reactor decay power curve is assumed for MHTGR (Todres and Kazimi, 2012). If the decay power during the first 3.48 h heats up the reactor core materials to a temperature close to the design limit, then the design limit might be exceeded. The other possibility is that the accumulated decay energy cannot heat the reactor materials up to a value close to 1,873 K. Then under this scenario, the reactor core will slowly cool down from some time after reactor shutdown.

Therefore, a short-term P-LOFC transient simulation is required in the future to confirm whether there is any fuel overheating and whether that would result in significant fuel damage.

One concern regarding the P-LOFC accident is possible thermal jet flow that can result in overheating of or thermal striping to the upper plenum wall. However, as depicted in Figure 7, the maximum velocity of the upward helium flow from the active core to the upper plenum is only about 0.16 m/s. Figure 8 presents the computed distributions of the helium axial flow velocity in the seven fuel columns for the decay power of 1.0% of the reactor rated power. The helium axial flow velocity profile for the other two cases are very similar to Figure 8, therefore they are not presented.


[image: Figure 7]
FIGURE 7. Vertical helium velocity contour at the decay power of 1.0% of the reactor rated power.



[image: Figure 8]
FIGURE 8. Distributions of the helium axial velocity for a decay power of 1.0% of the reactor rated power.


Due to the lower temperatures in fuel columns 6 and 7, the downward flow mainly occurs in those two fuel columns.



Effect of Bypass Gap Width on Decay Heat Removal

It has been assumed in the literature that the bypass gaps play a significant role in the plenum-to-plenum natural circulation during the HTGR pressurized cooling down process because the lower helium temperature there generates the largest downward flow potential. However, the width of the bypass gaps can vary due to graphite block misalignment, neutron irradiation, and thermal expansion. In this study, three width values, namely 2, 3, and 4 mm, were used in simulations at a decay power level of 0.8% of the reactor rated power to examine its effect on decay heat removal. The temperature distributions along the centerline of the seven fuel columns are given in Figures 9–11 for the three gap width value cases. As can be found, the peak fuel column temperature drops by small values if the gap was enlarged from 2 to 3 mm. However, if the bypass gaps were further enlarged to 4 mm, the peak fuel temperatures drop considerably. The temperature drop is caused by stronger natural circulation flow brought on by the wider bypass gap. In addition, another trend observed is that the temperature peaks move to higher positions with increased bypass gap widths, which also results from the stronger natural circulation flow.


[image: Figure 9]
FIGURE 9. Temperature distributions of fuel columns 1 and 2 with different gap widths.



[image: Figure 10]
FIGURE 10. Temperature distributions of fuel columns 3, 4, and 5 with different gap widths.



[image: Figure 11]
FIGURE 11. Temperature distributions of fuel columns 6 and 7 with different gap widths.


Figure 12 shows the helium axial flow velocity contours in the fuel columns using three different bypass gaps widths. As discussed in section Porous Medium Parameters, the flow resistance factor drops by a factor of 8 if the bypass gaps are enlarged from 2 to 4 mm with the same helium mass flow rate. Accordingly, the helium flow rate in the bypass gaps should increase with larger bypass gaps, which is confirmed by the simulation data in Table 3. When the bypass gap width is 2 mm the fraction of the downward helium flow in the bypass gaps is only about 16.8% of the total downward flow, which increases to 78% when the gap width is 4 mm. Depending on the location of the downward flow, the heat transfer rate of the helium natural circulation is different. The closer the downward flow is to the core barrel, the more effectively it can be cooled. This is the main reason for the decreased maximum fuel temperature with increasing bypass gaps, as depicted in Figures 9–11.


[image: Figure 12]
FIGURE 12. Distributions of the helium axial velocity at the top of the active core (z = 10.88 m measured from the bottom surface of the hot plenum) with different bypass gap widths.



Table 3. Helium mass flow rate in the fuel columns and bypass gaps for the 1/12 core sector [ × 10−2 kg/s].

[image: Table 3]




CONCLUSION

Three-dimensional CFD simulations were performed to investigate the development of the plenum-to-plenum natural circulation flow during an extended P-LOFC accident in the MHTGR. Potential heat transfer paths were included in the simulation while the multi-channel reactor core was regarded as a porous medium.

Helium natural circulation flow and temperature distributions in the reactor were obtained at three decay power levels, 1.0, 0.8, and 0.5% of the reactor rated power. The helium flow velocity distributions are similar in the three cases studied. Maximum fuel temperature appears in the upper half of the fuel column region due to the larger heat generation rate there. The helium natural circulation flow does not lead to significant thermal jets into the upper plenum. In general, the heat conduction through the graphite reflectors and RPV vessel to the RCCS in the horizontal direction plays a dominant role in decay heat removal. In addition, the simulation results suggest additional transient studies covering the first several hours after reactor shutdown be conducted for reactor safety analysis in the future.

Helium natural circulation flow is very sensitive to the width of the bypass gaps between graphite blocks, permanent reflectors, and the core barrel. The helium flow in the bypass gaps is only about 16.8% of the total flow when the bypass gap width is 2 mm. However, this increase to 78% in this simulation if the width is enlarged to 4 mm. In conclusion, the enlarged bypass gaps have two effects on the natural circulation pattern. First, the total helium flow rate will be increased and second, more downward flow occurs in the bypass gaps. These effects lead to lower maximum fuel temperature for larger bypass gap widths. In addition, the stronger natural circulation brings the maximum fuel temperature to a higher position. Therefore, the actual width of the bypass gaps is worth of investigation in detail.
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The sodium-cooled fast reactor (SFR), which is one of the most promising candidates for meeting the goal declared by the Generation IV International Forum (GIF), has drawn a lot of attention. Turbulent heat transfer in liquid sodium, which is a low-Prandtl fluid, is an extremely complex phenomenon. The limitations of the commonly used eddy diffusivity approach have become more evident when considering low-Prandtl fluids. The current study focuses on the assessment and optimization of the existing modeling closure for single-phase turbulence in liquid sodium based on reference results provided by the LES method. In this study, a wall-resolved Large-Eddy Simulation was performed to simulate the flow and heat transfer properties in a turbulent channel at low Prandtl number. The simulation results were first compared with the DNS results obtained from the literature. A good agreement demonstrated the capability of the employed numerical approach to predict the turbulent and heat transfer properties in a low-Prandtl number fluid. Consequently, new reference results were obtained for the typical Prandtl number and wall heat flux of an SFR. A time-averaged process was employed to evaluate the temperature profile quantitatively as well as the turbulent heat flux. Their dependency was also evaluated based on a systematic CFD simulation that covers the typical Reynolds numbers of SFRs. Based on the reference results obtained, the coefficients employed in an algebraic turbulent heat flux model (AFM) are calibrated. The optimized coefficients provide more accurate prediction of heat transfer properties for typical flow conditions of an SFR than the existing models found in the literature.

Keywords: CFD, sodium, low Prandtl number, Large-Eddy Simulation, AFM model


INTRODUCTION

The sodium-cooled fast reactor (SFR), which is one of the new generation of nuclear power plant designs, has been considered to be one of the most promising candidates for meeting the goal declared by the Generation IV International Forum (GIF) (Sun, 2012). The pitch between neighboring fuel rods in the design of the fuel assembly is usually very small due to the good thermal conductivity of liquid sodium. A small change of flow area caused by corrosive products may have a significant influence on coolant temperature and threaten the integrity of the fuel assembly. Hence, the thermal hydraulics of liquid sodium have drawn a lot of attention. It is believed that turbulent heat transfer in the liquid sodium, which is a low-Prandtl fluid, is an extremely complex phenomenon. Due to a lack of detailed knowledge about the heat transfer process, turbulent modeling of low-Prandtl number fluid is still quite limited.

In the past few decades, a lot of effort has been devoted to investigating the flow and heat transfer properties of liquid sodium (Schumm et al., 2016; Da Vià and Manservisi, 2019). A lot of work, including both experimental and numerical studies, has been carried out to provide information on heat transfer in liquid sodium. In these studies, the sodium flow inside a 7-pin rod bundle with wire-wrapped spacers was experimentally measured by Lorenz and Ginberg (1977). The temperature distributions obtained can be employed for the validation calculations of numerical configuration. Moreover, Bogoslovskaya et al. (2000) investigated the integral mixing factors between neighboring sub-channels based on the measurement of the velocity distribution surrounding fuel pins in which the electrical conductivity of liquid metal was employed. Because sodium coolant is a potential fire hazard, experimental data of liquid sodium is still quite limited. More recently, experimental study of lead-bismuth eutectic, which is another low Prandtl fluid, has become much more popular (Pacio et al., 2016). However, it is almost infeasible to provide detailed profiles of flow and heat transfer properties inside the rod bundle of an SFR with standard measurement devices. Hence, accurate modeling of turbulent heat transfer in liquid sodium remains a great challenge due to the lack of information about the complex mechanism involved.

With increasing computer power, the employment of the CFD approach has gained considerable attention. If employing the commonly used eddy diffusivity approach, it is necessarily important to clearly clarify the influence from the turbulent Prandtl number. In this classical approach, a turbulent Prandtl number which is equal to unity or close to unity fails to accurately predict the heat transfer, especially for liquid sodium (Cheng and Tak, 2006a; Grotzbach, 2013). Several models that aim at solving this problem have been proposed to estimate the turbulent Prandtl number for low-Prandtl fluids over several decades (Kays, 1994; Churchill, 2002). The turbulent Prandtl number is treated as a function of the Reynolds number or Peclet number. Based on it, a strong circumferential non-uniformity of heat transfer in bare rod bundles can be found in the numerical results of liquid metal. However, it has been found that a uniform profile of the turbulent Prandtl number is not suitable to describe the profile of turbulent heat flux and fails to accurately predict the profile of turbulent heat flux, especially in the near-wall region (Duponcheel et al., 2014). The value of the turbulent Prandtl number in the near-wall region is much larger than that in the channel center. In order to circumvent the drawbacks of the eddy diffusivity approach, the transport equation of the turbulent heat flux is carefully analyzed based on the assumption of fully developed flow and local equilibrium, and the algebraic heat flux model (AFM) is obtained. This model is believed to be suitable for anisotropic and buoyant flows and adapted to liquid metal convection (Grotzbach, 2013). An additional value named temperature variance is introduced in the model, and a large number of closures appear to evaluate several coefficients used in this model (Kenjeres et al., 2005; Shams et al., 2014). These coefficients are usually calibrated based on experimental data or DNS data. As discussed above, statistical analyses of low-Prandtl fluid are not quite sufficient, and hence consideration of the modeling of turbulent heat flux, which is necessary for the analysis of heat transfer properties of liquid sodium, is still limited.

This paper assesses the turbulent heat flux of turbulent convection at extremely low Pr. The object of the current work is to propose a more accurate closure to estimate the coefficient used in an AFM model that is more suitable for low-Prandtl fluids. Constant thermo-physical properties are assumed, and buoyancy is accounted for in the momentum equation using the Boussinesq assumption. Due to a lack of DNS and experimental data for liquid sodium, new reference results were obtained by performing a wall-resolved Large-Eddy Simulation of turbulent channel flows at Pr = 0.005. The Reynolds number was varied over a wide range to consider its influence on the turbulent heat flux. Based on the proposed results of the LES model, the algebraic turbulent heat flux model is first assessed against the LES data for a channel flow. The coefficients employed in this model are then further calibrated to reproduce the turbulent properties of liquid sodium. The optimized coefficients may provide a better prediction accuracy for application to the convection flow regime in fuel assemblies of SFRs.



NUMERICAL MODELS


LES Model

In the current study, an LES model is chosen to predict the turbulence properties of the flow field. The basic equations of the LES model were first formulated by Smagorinsky (1963). With the filtering process, the incompressible Navier-Stokes equations were filtered to separate the small scales from the large scales of motion, as shown below:
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where [image: image] is the filtered velocity field. [image: image] and [image: image] are the filtered pressure and temperature, respectively. F stands for the body force [image: image], in which β is the thermal expansion ratio and Tm = (Th + Tc)/2 is the mean temperature. α stands for the thermal diffusivity. The term τsgs is known as the sub-grid scale stress (SGS), which reflects the effect from the sub-grid part of the velocity field on the resolved field through the sub-grid scale model. The components of sub-grid scale stress are evaluated as follows:

[image: image]

In order to close the modeling, sub-grid scale eddy-viscosity νsgs is required. In the literature, a lot of research has been carried out to propose different models to evaluate its value. The WALE model (Nicoud and Ducros, 1999), which includes the effects from both the strain and the rotation rate of the smallest resolved turbulent fluctuations based on the square of the velocity gradient tensor, is employed in the current study.

The subject of interest is the fully developed turbulent flow of a low-Prandtl number flow through a heated channel with fixed heat flux at the walls. By feeding the outlet flow back to the inlet boundary, a fully developed flow field in a channel with a cyclic boundary condition is employed in the simulation. The modified variable Θ is then introduced to obtain a time-averaged profile of temperature in the simulation domain as:

[image: image]

where the gradient [image: image] stands for the temperature increase in the periodic streamwise direction (x) due to the mean uniform heat flux qw. Its value is calculated as:
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where δ stands for the half-width of the channel, Cp is the heat capacity, and [image: image] is the bulk velocity.

With the introduction of Θ, the energy equation is modified as:

[image: image]

In the current study, all of the governing equations are integrated into the three-dimensional finite-volume CFD platform OpenFOAM, which is constituted by a large base library and offers the core capabilities of dynamic mesh, automatic parallelization, several generally physical models, etc.

A transient solver proposed by OpenFOAM, “buoyantPimpleFOAM,” is employed to predict buoyant, turbulent flow of incompressible fluid for heat transfer. The PISO algorithm is used to solve Navier-Stokes equations. Limited linear differencing schemes are employed for approximating the convective terms to maintain second-order accuracy. Linear, linear corrected, backward and corrected schemes are employed for the gradient term, diffusive term, time derivation, and surface gradient term, respectively. The mean profiles of temperature and velocity were obtained based on the functions provided by OpenFOAM. The arithmetic mean is calculated by:
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The prime-squared mean is calculated by:

[image: image]
 

Algebraic Turbulent Heat Flux Model

Analogous to the analysis of Reynolds stress, if applying the Reynolds decomposition to the energy transport equation, turbulent heat flux [image: image] appears in the time-averaged form of the energy equation. In the past few decades, different models have been proposed to estimate its value based on different assumptions, such as the Simple Gradient Diffusion Hypothesis (SGDH) model and the General Gradient Diffusion Hypothesis (GGDH) model (Xiong and Cheng, 2014). In these two models, turbulent heat flux is proportional to the turbulent viscosity or Reynolds stress without considering the influence of energy equilibrium. These models may not be applicable for flows in which buoyancy has to be considered. Hence, an AFM model is proposed to estimate turbulent heat flux with consideration of buoyancy force. The resulting algebraic expression has the following form (Kenjereš and Hanjalić, 2000):

[image: image]

where aij is estimated based on the Reynolds stress as: [image: image]. The first three terms on the right-hand side of Equation 10 consider the influences of temperature gradient, velocity gradient, and buoyancy, respectively. It should be noted that the AFM model involves the temperature variance, which is unknown. An equation is introduced to solve its value:
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in which [image: image] and [image: image].

In the past few decades, numerous models have been proposed to evaluate the coefficients used in Equation 10. The coefficients proposed by Kenjeres et al. (2005) and Shams et al. (2014) are analyzed in the current study. Their values are summarized in Table 1. The optimized coefficient based on the simulation results obtained in section LES Simulations of Turbulent Channel Flow at Pr = 0.005 is also shown in Table 1. An algebraic turbulent heat flux model has already been implemented in OpenFOAM by the authors and validated in previous numerical studies of supercritical fluid (Xiong and Cheng, 2014). It should be mentioned that a k-ω SST model is employed to predict turbulent viscosity in the current study (Menter et al., 2003).


Table 1. Model coefficients for the algebraic turbulent heat flux model.

[image: Table 1]




VALIDATION FOR PREDICTING TURBULENT CHANNEL FLOW AT Reτ=640


Numerical Configuration

In order to assess the solver and numerical configurations employed in this study, it is essential to appropriately define target parameters to show how good the performance of simulation is. In this study, mean velocity, mean temperature, temperature variance, and turbulent heat flux are chosen to prove the accuracy of predicting turbulent properties. Hence, direct numerical simulation (DNS) results of turbulent channel flow at low-Prandtl number fluid published by Abe et al. (2004) are selected in this study for validation purposes. The data found in the literature will be compared with simulation results, and a good agreement will demonstrate the capability of the employed CFD approach.

The computational domain with a size of Lx × Ly × Lz = 6.4δ × 2δ × 2δ has been discretized into Nx × Ny × Nz = 256 × 256 × 128 grid cells based on sensitivity analysis of the grid resolution and geometry size. A schematic sketch of the simulation domain is shown in Figure 1. The related dimensionless numbers for the validation calculations can be found in Table 2. A no-slip velocity condition is imposed on the walls, and the values of turbulent properties on the walls are set to a constant, small value.


[image: Figure 1]
FIGURE 1. Schematic diagram of the simulation domain.



Table 2. Dimensionless numbers for validating the CFD approach employed.
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Validation Calculation of the CFD Approach Employed With DNS Results

The predicted results of turbulent channel flow at low Prandtl number are compared with the DNS results from Abe et al. (2004), in which the Reynolds number calculated by the friction velocity is equal to 640. The results employed include the velocity distribution in the near-wall region, temperature profile, temperature variance, and turbulent heat flux in the streamwise and transverse directions. In Figure 2, the simulation results of velocity and temperature distributions are plotted against DNS results. It is clearly indicated that the predicted results show a good qualitative and quantitative agreement with DNS results. The predicted velocity also shows a good agreement with the wall function, while the predicted temperature in the laminar sub-layer is consistent with the function Θ+ = y+Pr.


[image: Figure 2]
FIGURE 2. Comparison against the results of Abe et al. (2004). (A) Mean velocity, (B) Mean temperature, and (C) Root mean square of temperature variance.


In order to further validate the simulation results for the prediction of the turbulent heat flux, the predicted temperature variance is plotted against DNS results in Figure 2. It can be observed that a good agreement is also achieved. For the turbulent heat flux, as shown in Figure 3, a good agreement demonstrates the capability of the solver and numerical configurations employed to predict the turbulent and heat transfer properties for low-Prandtl number fluid.


[image: Figure 3]
FIGURE 3. Time-averaged turbulent heat flux compared with the results of Abe et al. (2004). (A) Streamwise direction and (B) Wall-normal direction.


The comparison between the simulation results and the DNS results provided by Abe et al. (2004) demonstrates the capability of the CFD method employed to predict the flow and heat transfer properties in a low-Prandtl fluid. Hence, this numerical configuration will be employed in the following simulation to provide detailed results for turbulent heat flux under a typical flow condition of SFRs.




LES SIMULATIONS OF TURBULENT CHANNEL FLOW AT Pr = 0.005

Based on the previous study, the LES method is employed in this paper to investigate the time-averaged properties of turbulent statistics and heat flux in sodium flow. The numerical configuration is the same as the validation calculations, as described in section Algebraic Turbulent Heat Flux Model. In the design of the fuel assembly of an SFR, cylindrical fuel rods are arranged in a triangular array. The geometry of the sub-channel formed between walls of fuel rods is quite different from the rectangular channel employed in the validation calculations. In order to eliminate the influence from the geometry, a rectangular channel is still considered in the following simulation with the same range of Reynolds numbers for the SFR. Considering the typical flow rate of a China Experimental Fast Reactor (CEFR), the Reynolds numbers evaluated based on the equivalent diameters of central, side, and corner sub-channels are 25,200, 32,500, and 24,300, respectively. Hence, the Reynolds numbers considered in the current study are chosen from 20000 to 35000, which are calculated by the half-width of the channel and the mean velocity as shown in Table 3. Information on the geometrical size and mass flow rate of the fuel assembly can be found in Chai et al. (2020). It was also the best compromise we could provide due to a limitation of computational resources. Its influence on both turbulent statistics and heat flux will be discussed later. The typical Prandtl number of sodium is also considered in the current study.


Table 3. Summary of averaged velocity with the corresponding dimensionless numbers.

[image: Table 3]

In order to consider the influence of grid resolution, three different meshes are evaluated in which the total grid number is varied from 3.5 to 8 million, as listed in Table 4. The computational domain employed in this part of the LES simulations is the same as in the previous validation calculations. The finest mesh was discretized into Nx × Ny × Nz = 256 × 256 × 128 grid cells, which is the same as in the previous validation calculations. The value of y+ is kept around 0.5 for all cases. It can be found that the predicted friction velocity tends to approach a constant value when the mesh number is larger than 6 million. With consideration of accuracy and computation efforts, the last mesh is chosen in the following analysis. The simulations were carried out on a Dell R730 server with the Intel Xeon E5-2697 v4 @ 2.30 GHZ (2 CPUs). Each simulation requires almost 168 h to obtain time-averaged values of turbulent properties if using the finest mesh.


Table 4. Mesh sensitivity analysis.
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The instantaneous results of velocity and temperature are shown in Figure 4, in which the Reynolds number is equal to 35,000. Due to a low Prandtl number, small structures can be found in the velocity field, while large structures are more obvious in the temperature field. It is also confirmed that the grids employed to capture the turbulent motions are also sufficient to predict the temperature distribution. Hence, the approximation that the sub-grid heat flux can be neglected in the simulation is justified, as shown in Equation 7.


[image: Figure 4]
FIGURE 4. Visualization of simulation results for Re = 35000. (A) Instantaneous velocity and (B) Instantaneous temperature.


In Figure 5, the simulation results of the mean velocity profile in the near-wall region are plotted. The wall function, which includes both the laminar sublayer and the logarithmic region, is also plotted in this figure. It is shown that the predicted results show a good quantitative agreement with theoretical results when the Reynolds number varies.


[image: Figure 5]
FIGURE 5. Dependency on Reynolds number. (A) Mean velocity, (B) Mean temperature, (C) Temperature fluctuation, (D) Heat flux decomposition, and (E) Turbulent Prandtl number.


The temperature profiles obtained in the simulation results are shown in Figure 5. It is shown that the linear law, [image: image], is well-obeyed in the near-wall region for all cases until y+ reaches 100. This finding is consistent with the LES results proposed by Duponcheel et al. (2014), in which Prandtl numbers are equal to 0.01. In their results, this dependency tends to vanish when y+ reaches 60, which is much smaller than in the current study. It is confirmed that the molecular heat flux is more dominant as the Prandtl number decreases, especially in the near-wall region. Also, the variance of the Reynolds number has little effect on the temperature profile in the laminar sub-layer.

The profiles of temperature fluctuations are also shown in Figure 5. As the Reynolds number increases, the peak of temperature fluctuation is pushed further away from the wall, and their profiles are much flatter than the velocity fluctuation profiles. As the Reynolds number varies from 20000 to 35000, the location of peaks tends to approach the channel center from y+ ≈ 400 to y+ ≈ 630, which implies an influence of the turbulent motions on the temperature fluctuations. If considering the results of Duponcheel et al. (2014), in which the peaks of temperature fluctuation are at around y+ ≈ 500 for two different Prandtl numbers, dependency of temperature fluctuations on the Reynolds number can be identified based on the current study.

As shown in Figure 5, the molecular heat flux is more dominant than turbulent heat flux. Hence, it is necessary to decompose the total heat flux into molecular heat flux and turbulent heat flux and investigate the ratio of these two components. The molecular heat flux is estimated based on the temperature gradient as [image: image], while the turbulent heat flux is calculated by [image: image]. As shown in Figure 5, the molecular heat flux is more dominant and much larger than the turbulent heat flux. As the Reynolds number increases, the peaks of the turbulent heat flux tend to approach the channel center and their values become larger. Furthermore, the results of Duponcheel et al. (2014) suggested that the turbulent heat flux is of the same order or larger than the molecular heat flux. This discrepancy confirms that, for low-Prandtl fluid like sodium, the contribution from the turbulent flux becomes less important, and more attention should be paid to the modeling of the heat transfer process in sodium.

In RANS simulation, the turbulent Prandtl number is used to estimate the ratio between turbulent viscosity and turbulent diffusivity, and its modeling is important for estimating the turbulent heat transfer process, especially for low-Prandtl fluid. The profiles of the turbulent Prandtl number Reynolds number varies are shown in Figure 5. Its value is calculated by turbulent diffusivity and turbulent viscosity as [image: image]. The turbulent diffusivity and turbulent viscosity are calculated as [image: image] and [image: image], respectively. From the results obtained, it is found that the peaks of the turbulent Prandtl number exist in the near-wall region, followed by a sharp decrease. When approaching the channel center, the turbulent Prandtl number shows a slight decrease. The turbulent Prandtl number profile is consistent with the results of Duponcheel et al. (2014). However, the results obtained in the current study prove that a smaller turbulent Prandtl number can be expected for sodium, the Pr of which is extremely low. Moreover, as the Reynolds number increases, a smaller turbulent Prandtl number can be expected.

Heat transfer performance is usually characterized by the Nusselt number Nu, which is calculated based on the bulk temperature Tb. For liquid metal, several correlations are proposed to estimate the relationship between the Nusselt number and the Peclet number Pe. The Nusselt number obtained from the predicted results was plotted against the Peclet number and compared with the Lubarsky and Kaufman model (Lubarsky and Kaufman, 1955) and the Cheng and Tak model (Cheng and Tak, 2006b), and shown in Figure 6. It can be observed that the latter provides a better prediction accuracy when compared with the LES results, while the Lubarsky and Kaufman model obviously underestimates it.


[image: Figure 6]
FIGURE 6. Nusselt number as a function of Peclet number.




RANS SIMULATIONS AT Pr = 0.005

Because it is numerically economical and robust, the RANS model is a very popular model for investigating the flow and heat transfer properties in a fuel assembly. In this section, the RANS method is employed to investigate the flow and heat transfer properties of turbulent channel flow. All the numerical configuration and boundary conditions are the same as in the LES simulation described in section LES Simulations of Turbulent Channel Flow at Pr = 0.005. The inlet velocity and the corresponding dimensionless numbers can be found in Table 3, which covers the typical range of Reynolds numbers of SFRs. The simulation results obtained in section LES Simulations of Turbulent Channel Flow at Pr = 0.005 are employed to calibrate the parameters used in the algebraic turbulent heat flux model (AFM), which is derived from the full second moment transport equation for the turbulent heat flux under the hypothesis of local equilibrium between production and dissipation (Dol et al., 1997). The optimized coefficients will show more accurate prediction of turbulent heat flux for sodium.

The RANS model is employed to predict the flow and heat transfer properties in a turbulent channel for Pr = 0.005. The range of Reynolds number is consistent with the previous LES simulation. The results provided by AFM-2005 and AFM-2014 are also included in this figure. In this part, a low-Reynolds k-ω SST model is used to evaluate the turbulent viscosity. The predicted velocity profiles show a good agreement with LES results, and hence they are not shown in the following analysis. The predicted temperature profiles are compared with LES results in Figure 7. It is clearly indicated that the existing models, especially AFM-2014, underestimate the variance of coolant temperature in the wall-normal direction. The optimized coefficients show better performance compared with the models found in the literature. This phenomenon can be attributed to the fact that the turbulent heat flux in liquid sodium is greatly reduced due to the extremely low Prandtl number, and the decreased coefficients used in the proposed model are more suitable for reproducing the distribution of turbulent flux.


[image: Figure 7]
FIGURE 7. Coolant temperature vs. vertical position for different Reynolds numbers. (A) Re = 20000, (B) Re = 25000, (C) Re = 30000, and (D) Re = 35000.


In order to further assess the calibrated coefficients, the distribution of turbulent heat flux in the wall-normal direction is shown in Figure 8. The profile of turbulent heat flux is quite similar to the previous results for coolant temperature. In comparison with the two models found in the literature, the calibrated model also shows a better prediction accuracy. The predicted results also confirm the fact that these two existing models overestimate the turbulent heat flux, especially AFM-2014. The proposed model, in which smaller coefficients are employed, shows a significant improvement when compared with the LES results. It can be concluded that the optimized coefficients, which are smaller than those in the existing models, show a better prediction accuracy for turbulent heat flux due to the weaker turbulent heat properties caused by the extremely low Prandtl number.


[image: Figure 8]
FIGURE 8. Turbulent heat flux in the wall-normal direction for different Reynolds numbers. (A) Re = 20000, (B) Re = 25000, (C) Re = 30000, and (D) Re = 35000.




CONCLUSION

In this paper, a numerical method is used to investigate the turbulent heat transfer properties in a turbulent channel flow. A systematic CFD simulation covering the typical range of Reynolds numbers for SFRs was performed at very low Prandtl number: Pr = 0.005, which corresponds to liquid sodium. Based on a wall-resolved LES method, new reference results were obtained for the typical Prandtl number and wall heat flux of an SFR. To prove the correctness of the calculated turbulent and heat transfer properties in low-Prandtl fluid, this method has been compared against DNS results. Statistics of the temperature profile were obtained based on a time-averaged process as well as turbulent heat transfer properties. Based on this configuration, the influence of the extremely low Prandtl number is identified. It is observed that for the channel flow, the peaks of the turbulent Prandtl number exist in the near-wall region, and its value shows a slight decrease while approaching the channel center. Moreover, the results obtained in the current study indicate that, as the Reynolds number increases, a smaller turbulent Prandtl number can be expected. Based on the reference results obtained, the coefficients employed in the algebraic turbulent heat flux model are calibrated. The optimized coefficients have the potential to provide more accurate prediction of coolant temperature for sodium flow as well as turbulent heat flux.
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In a certain nuclear reactor, the coolant channel is a cross-type channel. There is little research about bubble rising behavior in this kind of channel, but the neutron detection would be affected by the bubbles. Through comparing with previous experiment, proper numerical model has been determined, and the cross-type channel under different helium flow rates is studied with CFD software Fluent. Research shows that the bubble distribution exhibits some similarities under different helium flow rates, and the bubbles tend to rise near the tube wall; In the axial direction of the flow channel, the bubble coalescence can be observed, which leads the void fraction in the axial direction to increase first and then to be stable; The void fraction increases with increasing helium flow rates.
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INTRODUCTION

The cross-section of the coolant channel is cross-shape in a certain nuclear reactor, and in some cases there are hydrogen bubbles in it. Under the effect of various forces such as buoyancy, resistance, pressure, etc., the bubbles are unstable (the trajectory of the rising bubbles is not a line, but more like the “Z,” and also the shape of bubbles changes a lot) during the rising process, which leads to significant deformation and coalescence. The existence of these bubbles in the channel will cause errors in neutron detection in the nuclear reactor, furthermore it will affect the safety of the reactor. so it is of great necessity to do some research about the bubble rising behavior in cross-type channel, which can help other researchers know where to put the neutron detector is better (less influence by bubbles).

There are two types of research about submerged bubbles rising: submerged jet upward and submerged jet downward as shown in Figure 1. These researches are mainly carried out in a large water tank or conventional pipe, through submerging a small diameter pipe with gas to generate bubbles to study the laws of bubble formation, detachment, rising behavior, etc. In the submerged jet upward, the effects of surface tension, nozzle diameter, gas flow rates, liquid density, liquid viscosity, rolling conditions, etc. have been extensively studied (Gerlach et al., 2006; Buwa et al., 2007; Guang, 2010; Haijing, 2010; Chen et al., 2019; Khan et al., 2020). There exists bubble coalescence during the rising process of multiple bubbles. Related researches have been performed by Haijing (2010) and Ying (2014); In the submerged jet downward, the influencing factors of bubble formation and detachment are also related to the immersion depth of the nozzle, nozzle shape, the inner and outer diameter, etc. (Tsuge et al., 2005; Wei, 2016; Xuan and Jingjing, 2016; Xuan and Songyang, 2019). In these researches, the focus is on the study of bubbles formation and detachment, but less attention is paid to the distribution of bubbles during the rising process. On the other hand, considering the effect of wall on the rising bubbles, the study about rising bubble in a narrow rectangular channel has been carried out (Jin et al., 2014; Hashida et al., 2019). However, these studies about narrow rectangular channel also can’t reflect the situation in the cross-type flow channel. The width of the cross-type flow channel is wider than a narrow rectangular one, and the cross-type flow channel is not a conventional channel which causes bubble motion more complex. On the other hand, the previous researches did not pay much attention to the void fraction in the axial direction of the flow channel, but void fraction can exactly reflect the influence of the bubbles on neutron detection in the reactor. In summary, existing researches, neither bubble rising behavior in large-sized flow channels nor narrow rectangular channels can well reflect the situation in cross-type flow channel.


[image: image]

FIGURE 1. Submerged jet downward (left) and Submerged jet upward (right).


The most advantage of numerical simulation is cheap, and it can get more detailed parameters than experiments. So the purpose of the present study is to investigate the rising behavior of helium bubbles (considering that the helium is often used instead of hydrogen for research in the laboratory) in cross-type channel through CFD numerical simulations, which can provide a basis for the improvement of neutron detector in the nuclear reactor.



NUMERICAL SIMULATIONS


Numerical Model

The VOF model (Jiapeng, 2014) is built on the premise that two or more fluids (or phases) do not mix with each other, which is used to track the moving interface. The basic principle is to use the volume fraction of each phase in each grid cell and the corresponding function to determine the interface of each phase, so as to indirectly determine the changes of the fluids, rather than track the movement of the particles on the interface. When dealing with the volume fraction of different phases passing through the region, the VOF model assumes that there is a clear interface between the different phases, and there is no interpenetration between each other. This makes the volume fraction of each phase independent of each other, which means when a phase is added, a corresponding volume fraction equation is introduced, combining with each corresponding separate momentum equation, the simulation of the motion of two or more fluids can be realized. In each control unit, the sum of the volume fractions of all phases is 1. When calculating each unit, the properties and volume fractions of each phase are used to obtain a volume average value of the physical parameters in the unit. The obtained average value is shared by every phase in the unit, so that the properties in the grid unit may be a certain phase or a mixture of multiple phases, which depending on the volume fraction. In other words, in the unit, if the volume fraction of the nth phase fluid is αn, there are three kinds of situations:


1.αn = 0: There is no nth phase in the unit;

2.αn = 1: Filled with nth phase in the unit;

3.0 < αn < 1: There exists interface between nth phase and another phase (or other phases).



The SST (shear stress transport) k-ωmodel (Ansys Fluent 17.2 Theory Guide, 2016) was developed from the Baseline k-ω model. The SST k-ω model combined the stability of standard k-ω model near the wall and the independence of the k-ε model outside the boundary layer. Also the propagation of turbulent shear stress affected by the turbulent viscosity was considered. The SST k-ω model has higher accuracy and credibility in the simulation of various complex flow conditions than the standard k-ω and k-ε model.



Validation

For researching the law of bubble formation in the process of gas-liquid stirring during the industrial production, an experiment of submerged jet directed upward has been done by Wei (2016), as shown in Figure 2. And the data like bubble size under several flow rates has been achieved.


[image: image]

FIGURE 2. Schematic diagram of experimental apparatus (Wei, 2016).


In this experiment, the bubble that has just left the nozzle is selected as the research object, at this time, the bottom of the bubble just rises to be aligned with the bottom end of the nozzle. In the horizontal direction, the size of the bubble is obtained directly by the ruler; in the vertical direction, the distance between the top and bottom of the bubble is measured, which is the vertical size of the bubble. Figure 3 shows the selection criteria.


[image: image]

FIGURE 3. Selection criteria of bubble size (Wei, 2016).


In order to validate the rationality of the adopted numerical method, a corresponding numerical simulation model according to Wei (2016)’s experiment has been established. Figure 4 shows the schematic diagram.


[image: image]

FIGURE 4. Schematic diagram of numerical simulation.


The similarity in Figure 5 preliminarily illustrates the rationality of the simulation method. Furthermore, the bubble size of experimental results and numerical results have been compared as shown in Figure 6. The maximum error between the numerical results and the experimental results does not exceed 12.2%, and the trend of the increase of the bubble size with the increase of the helium rates is also coincident. Considering that the numerical simulation itself is under the ideal conditions, so the error is acceptable, which verifies the correctness of this numerical method.


[image: image]

FIGURE 5. The comparison of Wei (2016)’s experiment results and simulation results.
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FIGURE 6. Bubble size comparison. (A) Vertical size. (B) Horizontal size.




Simulation of Cross-Type Channel

Figure 7 shows the cross-type channel model, the axial length of the channel is 185.25 l, the outer diameter of the tube is 1.33 l (the inner diameter is l, l = 6.1 mm) in size, and the tube reaches 3.28 l from the bottom of the flow channel. Figure 7 also shows the radial size of flow channel.


[image: image]

FIGURE 7. Cross-type channel model and radial size.


Considering that the cross-type channel is a symmetric structure, a quarter symmetry is adopted to improve the calculation efficiency. The calculation domain is shown in of Figure 8 (the region inside the red frame), and there are two symmetric boundaries, the velocity inlet is used at the bottom of the pipe. The top of the cross-type channel is the pressure outlet, and the rest are the walls. We used hexahedral grids, and the wall surface and the inlet part are densified. Because it is a transient problem, the PISO algorithm is adopted. For the convergence condition, the Fluent default values are used.


[image: image]

FIGURE 8. Computational domain, mesh and boundary conditions.


Aiming to the number of cells of 481181, 845306, and 1622105, the validation of mesh independence has been established. Four different inlet helium flow rates from 0.06 to 1.2 m/s were selected as the comparison conditions under different number of cells. As shown in Figure 9, the bubble sizes (the bubbles measured at the exit of the nozzle as described above) are almost the same (order of 0.1 mm) with these under the number of cells of 845306 and 1622105, even the gap between 481181 grids and 1622105 grids is small. So in this research a meshing method between 481181 and 845306 grids is adopted.


[image: image]

FIGURE 9. Bubble size comparison. (A) Horizontal size. (B) Vertical size.




RESULTS AND DISCUSSION

In this study, a numerical simulation of helium flow rates from 0.01 to 2 L/min was carried out. The study found that some characteristics of bubbles have obvious regularity under different flow rates of helium. Due to space limitations, the following will select some representative working conditions for detailed discussion.

For the sake of analysis, the channel has been divided into three parts, the inlet is z = 0 m, the region of z < 0.2 m is called bottom area, 0.2 m < z < 0.6 m is middle area, z > 0.6 m is top area as shown in Figure 10.


[image: image]

FIGURE 10. Flow channel division.



Research on Bubble Distribution Characteristics

Through the contours of phases and animation in the axial direction of the cross-type channel, we found that the bubble size increased with the increase of helium flow rates, manifesting the area occupied by the helium (red one) became larger and larger in the axial section, as shown in Figure 11; Combining the animation of the contours of phases in the axial and radial sections, it can be seen that most bubbles tended to rise near the tube wall (the smaller the flow rates are, the more obvious it will be). There were also a few smaller bubbles distributed far away from the tube wall (some can reach one of the four corners of the cross-type channel), and move downward during the process of bubble rising.


[image: image]

FIGURE 11. Axial helium distribution under different flow rates.


In the radial section, take the helium flow rate of 2 L/min for instance. As shown in Figure 12, at z = 0 m, the distribution of helium was concentrated at the nozzle. Initially, the shape of the bubble was relatively regular, and the helium distribution at the cross-section was approximately circular (quarter symmetry), but then the bubble gradually became irregular, as shown in Figure 12A t = 3.040 s, the helium distribution on the cross-section was biased to one side. The reason is that the rising bubbles detached from the nozzle cause the flow disturbance which makes the bubbles near nozzle under complex stress. Figure 13 shows the radial helium distribution at helium flow rate of 0.5 L/min. It is similar to other working conditions, just the proportion of helium in the cross-section of the flow channel decreasing with reduction of helium flow rates.


[image: image]

FIGURE 12. Contours of helium distribution for helium flow rates is 2 L/min. (A) = z 0 m. (B) z = 0.2 m. (C) z = 0.6 m.



[image: image]

FIGURE 13. Contours of helium distribution for helium flow rates is 0.5 L/min. (A) z = 0.2 m. (B) z = 0.6 m.


Overall, at high flow rates (above 1 L/min), the movement of bubbles in the flow channel is similar to the slug flow in a vertical pipe. At low flow rates (below 0.1 L/min), the form is similar to the bubbly flow in a vertical pipe.



Research on the Characteristics of Bubble Coalescence

Through flow animation under different flow rates, it can be found that in the middle area and top area of the flow channel, large bubbles were distributed at a certain interval in the axial direction, and among the large bubbles were small bubbles (not obvious when helium flow rates is lower than 0.1 L/min) as shown in Figure 14.


[image: image]

FIGURE 14. Velocity vector distribution in the flow channel for helium flow rates is 2 L/min.


During the process of bubble rising, the motion of fluid around the bubble will affect the subsequent bubbles. Taking the velocity vector distribution at the flow rate of 2 L/min for instance as shown in Figure 14, the direction of the fluid vector on the side of the rising bubble was opposite. This is why some small bubbles move downward within a certain range. Also, the direction of the fluid vector at the tail of the rising bubble was the same, which accelerated the subsequent bubbles to catch up with the previous one, then bubble coalescence happened. In the axial direction, the bubbles were getting larger and larger due to the bubble coalescence, which leads to an upward trend in void fraction at the bottom area of the flow channel along the axial direction. In the area after the middle area of flow channel, as the bubbles were accelerated by buoyancy, the distance among bubbles became large, which weakened the influence of surrounding fluid on bubbles. Finally, large bubbles were distributed at a certain interval, and some small bubbles were separated among the large bubbles.

Figure 15 shows the velocity vector distribution of helium flow rates 0.5 L/min. Compared with the condition of 2 L/min, the rising bubbles had less disturbance on the flow field, but the bubble coalescence still exited, especially at the bottom area of the channel. It was just not as frequent as the helium flow rates of 2 L/min. Figure 16 shows the condition of helium flow rates 0.50 L/min. As the flow rates of helium gas was further decreased, the bubble volume became smaller and smaller, and the flow channel space occupied also became smaller, so that the disturbance caused by the rising bubble became smaller, as a result, the frequency of the bubble coalescence is reduced.


[image: image]

FIGURE 15. Velocity vector distribution in the flow channel for helium flow rates is 0.5 L/min.



[image: image]

FIGURE 16. Velocity vector distribution in the flow channel for helium flow rates is 0.05 L/min.




Research on the Influence of Flow Rate on the Void Fraction

Analyzing 10 planes in the axial direction of the flow channel, they are planes of z = 0, z = 0.02, z = 0.04, z = 0.06, z = 0.08, z = 0.1, z = 0.2, z = 0.4, z = 0.6, z = 0.8 m respectively, as shown in Figure 17.


[image: image]

FIGURE 17. Part of selected planes.


The void fraction of a plane can be obtained through calculating the proportion of the helium share in the selected plane. The graph of the void fraction of each plane with time is shown as followed (The green dotted line is the average of the void fraction).

Figure 18 shows the curve of void fraction vs. time and the average of the void fraction.


[image: image]

FIGURE 18. Curve of void fraction, 2 L/min helium flow rates. (A) The void fraction vs. time and different planes. (B) The average of the void fraction.


The figures above show that, during a period of time, the larger value of the transient void fraction occurs less frequently (the maximum transient void fraction can reach 0.3), which leads to a lower average void fraction (the maximum average void fraction can only reach 0.063); In the bottom area of the flow channel, the average value of the void fraction increases rapidly with increasing axial position. In the middle area and the top area of the flow channel, the average value of the void fraction does not change much.

The reason for the above phenomenon is the bubble coalescence, as analyzed in Section “Research on the Characteristics of Bubble Coalescence.” Within a certain distance, the latter bubble is accelerated by the disturbance of flow field and will catch up with the previous bubble, which leads to bubble coalescence. As a result, causing an upward trend in void fraction of the bottom area of the flow channel in the axial direction, and in the middle area and top area of the flow channel, due to the accelerated rising bubbles by the buoyancy, the distance among bubbles in the axial direction becomes larger, resulting in the decrease of bubble coalescence frequency. Eventually, large bubbles are distributed at a certain interval, and some small bubbles are separated by large bubbles, this is why the maximum value of the void fraction of a certain cross-section is much larger than the average value.

When the flow rates of helium are 0.5 L/min, the variation law of the void fraction in the axial direction of the flow channel is similar to the situation of 2 L/min helium flow rates: the maximum transient void fraction of a plane of the flow channel is much larger than its average value (maximum transient void fraction can reach 0.14, and maximum average void fraction is only 0.019); in the bottom area of the flow channel, the average void fraction increases rapidly, while in the middle area and top area of the flow channel does not change much and tends to be stable. Figure 19 shows the curve of void fraction vs. time and the average of the void fraction.


[image: image]

FIGURE 19. Curve of void fraction, 0.5 L/min helium flow rates. (A) The void fraction vs. time and different planes. (B) The average of the void fraction.


Figure 20 shows the curve of void fraction vs. time and 0.05 L/min helium flow rates. It can be found that the void fraction of each plane is generally very low under 0.05 L/min helium flow rates. The maximum transient void fraction is only about 0.042, and the maximum average void fraction is even lower than 0.005. So, it is not rather meaningful to further analyze the void fraction.


[image: image]

FIGURE 20. Curve of void fraction, 0.05 L/min helium flow rates.




SUMMARY AND CONCLUSION

In this study, taking the influence of bubbles on neutron detection as the background, a numerical simulation for the rising rules of helium bubbles in the cross-type flow channel has been carried out with CFD software. The major conclusions are as the following:


1.Because of flow disturbance caused by rising bubbles, the bubble coalescence exists widely in the middle area and bottom area of the flow channel (z < 0.6 m). The larger the helium flow rates are, the more frequent the coalescence will be. In the top area of the flow channel, due to the larger distance among the bubbles, the disturbance effect is small, so the coalescence is hard to happen. In the bottom area of the flow channel, the coalescence is most frequent, because of short distance;

2.During the process of bubble rising, the larger bubbles tend to move near to the tube wall, and some smaller bubbles tend to be far away from the tube wall (some can reach the one of the four corners of the cross-type channel), moving downward, due to the disturbance of the larger bubbles on the flow field;

3.When the helium flow rate is greater than 0.1 L/min, the average value of the void fraction increases rapidly along the axial direction, and then tends to stabilize in the middle area and top area of the flow channel (z > 0.2 m), and the greater the helium flow rate, the greater the void fraction.
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The concept of wire-wrapped assembly has been widely adopted in liquid metal-cooled reactors to enhance the capability of flow and heat transfer. The detailed 3D thermal hydraulic behaviors of liquid metal in the wire-wrapped assembly directly affect the safety of the reactor. In the present work, a numerical study on a 19-pin wire-wrapped assembly cooled by a lead-bismuth eutectic was carried out using the CFD method. The geometrical model is referred to in the test section in KIT’s 19-pin experiments, which is a scaled test assembly based on the MYRRHA reactor. The established CFD model was validated against experimental data and results showed that the SST k-ω model accompanied with the modified Prt was appropriate for the current problem. Then the numerical models were extensively used in the modeling of the blocked assembly flow with a cylindrical blockage. Also, the influences of blockage longitude, position, and porosity on the thermal hydraulic characteristics in the assembly were evaluated in detail. This work is meaningful for the deep understanding of safety features under the condition of assembly blockage operation in LFRs.
Keywords: CFD, sub-channel blockage, fuel assembly, lead-bismuth eutectic, wire-wrapped assembly
1. INTRODUCTION
For the sake of decreasing the emission of greenhouse gases and improving the intrinsic safety of nuclear reactors, the concept of liquid metal reactors has garnered more interest in recent years. Fast reactors have been incorporated into the GEN-IV nuclear energy system. Among various kinds of fast reactors, the lead or lead-bismuth eutectic (LBE)-cooled reactor is regarded as one of the most promising next-generation nuclear energy systems and has already been put onto the schedule for practical usage. Consequently, a variety of designs have sprung up around the world, like SVBR (Zrodnikov et al., 2011), MYRRHA (Abderrahim et al., 2001; Biarrotte et al., 2010), CLEAR (Wu, 2016a; Wu, 2016b), ALFRED (Damiani et al., 2014; Frogheri et al., 2013; Frignani et al., 2019a; Frignani et al., 2019b), etc.,
The thermal-hydraulic phenomenon in liquid metal fast reactors has recently attracted attention. Particularly, the numerical method has been widely adopted due to its higher efficiency and cost-effectiveness compared with the experimental method. Yu et al. (Yu et al., 2015) proposed a two-region porous-medium model for predicting the temperature profile on the duct wall, with the existence of inter-wrapper flow (IWF). Similarly, Wang et al. (Wang et al., 2019b) put forward a modified model with coarse mesh for a three-assembly system with IWF, based on the 61-pin assembly in Chinese experimental fast reactors. Vanderhaegen et al. (Qin et al., 2019) modeled the core and hot pool of MYRRHA, and the fuel bundles, heat exchangers, and pumps were simplified with the porous-medium model. Similarly, Wang et al. (Wang et al., 2020) contributed a full-scale numerical model based on the porous-medium model for the Monju reactor (SFR). Steady-state and transient analyses on the thermal-stratification phenomenon in the upper plenum were performed.
Coarse-mesh methodology is no longer sufficient in calculation at the subassembly level, and various methods for solving the N-S equations (DNS, LES, and RANS) can be found in open literature. The validation and calculations for benchmarks are widely implemented in different kinds of assemblies. The objects of experiments and simulations include a wire-wrapped annulus (Qin et al., 2019), 7- (Merzari et al., 2016), 19- (Pacio et al., 2016; Piazza et al., 2016; Pacio et al., 2017), 61- (Nguyen et al., 2017; Chen et al., 2018; Goth et al., 2018a; Goth et al., 2018b; Nguyen et al., 2018), and 127-pin assemblies (Kennedy et al., 2015), and for detailed outcomes, readers can refer to the paper by Roelof (Roelofs et al., 2019b) which makes key conclusions on these numeric practices. Among these studies, a variety of numerical results have confirmed the feasibility of the RANS models in simulating the turbulent heat transfer of liquid-metal coolants. Although RANS models cannot predict the local characteristics in the flow field (especially in the vicinity of the wire) to a satisfactory accuracy, as Merzari et al. (Merzari et al., 2016) pointed out, so far the RANS is still sufficient and effective in calculation at the assembly level.
During the design and safety analyses of liquid metal fast reactors, a series of issues at the assembly level still need to be addressed (Roelofs et al., 2019a; Zhang et al., 2020), and it is a fact that most of the current numerical studies focus on the normally operated subassemblies. However, the off-normal conditions also deserve great attention. One of the typical off-normal conditions is a blockage accident, which can be caused by the accumulation of corrosive products in the fuel assembly (Zhang et al., 2020). Blockage accidents in LFRs may threaten the safety of reactors, leading to fuel assembly damage or melt. Therefore, the thermal-hydraulic characteristics in LFRs under off-normal conditions (partially or completely blocked fuel assembly) should be paid more attention to. Pacio et al. (Pacio et al., 2018) focused on the local heat transfer of internal blockages in fuel assemblies with wire spacers in the European MAXSIMA project. Rasu et al. (Rasu et al., 2014) investigated the effects of porous blockages with a 19-pin bundle cooled by sodium. More factors of the blockage are taken into consideration, such as the porosity, size, and radial location. In addition to correctly modeling the geometry of wire-wrapped subassemblies, Sakar et al. (Sarkar et al., 2019; Sarkar et al., 2020) developed the porous-medium simplification method based on the non-Darcy theory for saving computational cost efficiently. In the simulations, both the natural convection under an instantaneous blockage and the forced convection with sub-channels partially blocked were modeled. Piazza et al. (Piazza et al., 2014) modeled a partial blockage in a lead-cooled bundle under different blockage ratios with URANS, and the results show that a higher cladding temperature is induced by a larger area of blockage under the same boundary conditions. Chai et al. (Chai et al., 2019) investigated the internal blockages in a subassembly with wire spacers numerically under the conditions with different positions and longitudes.
In summary, the thermal hydraulic characteristics in fuel assemblies with wire spacers cooled by LBE under the non-normal conditions should be paid more attention to. In the present study, the flow and heat transfer features in a 19-pin wire-wrapped fuel assembly are numerically studied with a RANS model. The geometric and mesh models for the 19-pin bundle are described, and the numerical methods and algorithms adopted are introduced. Then the validation between simulation and experiments is performed. Finally, the accidental scenario of partial blockage at the inlet is outlined and investigated.
2. GEOMETRIC AND MESH MODELS
2.1. The Geometric Model
A series of experiments related to the LBE flow and heat transfer study have been conducted by the KALLA Laboratory (Karlsruhe Institute of Technology, Germany). The experiments performed by Pacio et al. cover the assemblies with different spacer types, including the grid spacer (Pacio et al., 2014) and the wire-wrapped spacer (Pacio et al., 2016; Pacio et al., 2017). As for the geometric model in the current study, it fully refers to the wire-wrapped test section, which is a scaled model from the real MYRRHA subassembly. Specifically, the tested assembly contains 19 rods fixed in a triangle arrangement, and it is divided into three parts: the developing region upstream of the inlet with a length of 824 mm, the heated zone representing the active region in the real core with a length of 870 mm, and the outlet region with a length of 535 mm (Pacio et al., 2016). More details about the geometric scales of assembly are presented in Figure 1 and Table 1. Additionally, in the current simulation, the geometric model is simplified to save computational cost with necessary accuracy. A shorter developing region (328 mm, one wire pitch) is adopted, and the outlet region is not considered in the final domain. Moreover, wires are prepared and embedded in the rods and smoothed, and a gap of 0.1 mm (Merzari et al., 2010; Ranjan et al., 2010) is kept between the wire-pin assembly and the other rods, to avoid direct contact. Finally, a geometric model of the assembly with a total length of 1,198 mm is established.
[image: Figure 1]FIGURE 1 | The three dimensional model of the computational domain.
TABLE 1 | Some detailed parameters of the subassembly in the present study (Pacio et al., 2016).
[image: Table 1]2.2. Grid Models
As for the grid model, polyhedral cells are adopted to fill up the final fluid domain. A polyhedral cell has more connective cells than a hexahedral or tetrahedral cell, meaning that high-resolution of the complex geometry and better convergence can be achieved (Wang et al., 2018; Wang et al., 2019a). Hence comprehensively making a balance between the grid quality and the cell quantity, the polyhedral type is a better choice to guarantee the high-quality mesh model with a relatively smaller cell quantity due to the complex wire spacers and narrow proximity between the wire and the fuel rod. More specifically, there are five wall-resolved models that adopt different cell quantities (minimum 7.7 million, maximum 72.9 million, as summarized in Table 2) in this simulation to obtain the mesh-independence solution. In addition, the y+ value of the first cell layer near the wall is controlled within the range of 1 to 10.
TABLE 2 | Details of the five grids adopted in the sensitivity study.
[image: Table 2]2.3. Mesh Independence Analysis
In the reference case, the inlet temperature and the mass flow rate of the LBE are 473 K and 19.18 kg/s, respectively. Besides, the heated rod surface is specified with a uniform heat flux of 463,000 w/m2. Firstly, the effect of the mesh refinement is analyzed qualitatively. The temperature profile at one central sub-channel (the position is shown in Figure 2A) is assessed in five different cases. Figure 2B illustrates that the profiles estimated by the “coarse”, “base”, and “fine” models are closed, while the results estimated by the two other models are more divergent. Consequently, considering these five profiles and the computational cost, the final grid is chosen from the three “coarse”, “base”, and “fine” models.
[image: Figure 2]FIGURE 2 | (A) The schematic position of the characteristic line; (B) the temperature profile along the characteristic line at the central sub-channel.
Secondly, quantitative analyses about the grids are supplemented. In this part, a grid convergence index (Roache, 1994; Roache, 1997) (GCI) is adopted and the evaluation is performed in the three grids mentioned above. Besides, the desired parameters in the GCI calculation are chosen as the local Nusselt number at the plane ML2 and the maximum temperature along the characteristic line (ML2 shown in Figure 4, the characteristic line shown in Figure 2A). In the GCI methodology, for the current grid models, the refinement ratio is defined as:
[image: image]
where Nf+1 denotes the cell quantity of the grid after refinement, Nf is the quantity before refinement. What is more, for the current three-dimensional case, D is equal to three in Eq. 1, representing the dimensionality of the problem. Subsequently, we can derive the convergence index for the desired parameters using Eq. 2, which can be written as:
[image: image]
where Fs denotes a safety factor, and it is suggested as 1.25 (Roache, 1997). |e| is the absolute value of relative error between the two solutions estimated by the two grids. And p is the order of convergence. The grids in this part are not refined uniformly, i.e., the refinement ratio is not constant, and the evaluation of p needs an iterative process (Roache, 1997). Specifically, iterative equations are presented as:
[image: image]
[image: image]
where pli is the value of p in the last iteration, ω is a relaxation factor and determined as 0.5, and r12 and r23 are the refinement ratios of the finest grid to the intermediate grid, and the intermedium to the coarse grid, respectively. So in this case, the index 1, 2, and 3 represent the “fine” grid, the “base” grid, and the “coarse” grid, respectively.
Results of GCI analyses on the two concerned parameters are shown in Table 3. The highest temperature along the characteristic line decreases gradually with the grid refining. Moreover, the GCI analysis for the highest temperature suggests that the “fine” model in #1 would be optimum for the current study, with a very low GCI (GCIt,12) value at 0.0380%. Besides, the same analysis for local Nu at ML2 presents a similar conclusion. Specifically, after refinement, the GCI value of Nu at ML2 decrease to 2.55%, a relatively low value with the “fine” grid in #1.
TABLE 3 | GCI evaluated on the highest fluid temperature at the chosen line and Nu on ML2.
[image: Table 3]2.4. Blockage Modeling
The “mesh-marking” method, which is performed using user-defined memories in ANSYS-FLUENT (FLUENT 19.2, 2019) to distinguish the cells of the blockage region from the fluid domain, is adopted to set up the mesh model under a blockage condition. After the method is implemented, the marked blockage region is specified as porous, and stainless steel is chosen as the solid material. The properties of the solid material are shown as the following equations (Chai et al., 2019):
[image: image]
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The source term induced by the porous region is:
[image: image]
where Si denotes the source term added in the momentum equation, α represents the permeability of the porous region, which is the ability of the medium to allow fluid to pass through, and C2 is the inertial resistance factor. Besides, the steady-state energy equation inside the porous region can be written as:
[image: image]
[image: image]
where Ef is the total energy of fluid, keff represents the effective thermal conductivity, and can be derived as Eq. 8b, where kf and ks are the thermal conductivities of fluid and solid, respectively, and γ denotes the porosity of the material. In the current problem, the viscous and inertial loss coefficients are derived using the Ergun equation (FLUENT 19.2, 2019):
[image: image]
where Dp represents the particle diameter, and us is the superficial velocity of fluid. During the calculation, the different flow state in the region can be conveniently established by changing the porosity and the resistance factors.
3. CALCULATION IMPLEMENTATION
3.1. Numeric Methods
In the present study, the steady-state governing equations, including continuum, momentum, and energy equations, are solved in a FLUENT pressure-based solver. In the solver, gradient terms are discretized in the “least square cell based” scheme, while convection terms are addressed with a second order upwind scheme. During the calculation, the coupling between the velocity field and the pressure field is achieved by the SIMPLEC algorithm. Simultaneously, when the residuals during the iterative process of solving the equations decays to 10−4, the iteration process is judged to be convergent.
3.2. Properties of LBE
The physical properties of LBE may change significantly in the process of flow and heat transfer. So in the present work, temperature-dependent properties are adopted. They can be presented as the following equations (Kutateladze, 1959; Hultgren, 1973; Lida and Guthrie, 1988; Su et al., 2013):
Density ρ:
[image: image]
Thermal capacity Cp:
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Thermal conductivity [image: image]:
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Viscosity μ:
[image: image]
3.3. The Turbulent Heat Transfer Model
The Prt of LBE in the energy equation should be treated carefully in this study. The Prt of liquid metal is far less than 1.0, which means that the velocity boundary layer is not similar to the thermal boundary layer, so the Reynolds analogy is no longer feasible for liquid metal. For solving this problem, many modifications have been proposed. The Cheng-Tak (Cheng and Tak, 2006) model has a better estimation capacity for the heat transfer characteristics of LBE flow, which are presented as:
[image: image]
4. VALIDATION
In the present work, the numerical results are validated against the experimental data under the normal operation conditions from experiments conducted by Pacio et al. (Pacio et al., 2016) The validation simulation aims to confirm that the numerical model is correct and can be extensively used in non-normal condition simulations.
Firstly, the local Nu at ML3 (Pacio et al., 2016) is evaluated to assess the suitable turbulence models. In the experiment, the variation of Nu with the Pe ranging from 400 to approximately 1,300 is presented. Comparing with the numerical results estimated by different models, the SST k-ω model predicts the local thermal field much closer to the experimental data. As shown in Figure 3, both SST and the Reynolds stress model (RSM) have a relatively high precision prediction of the Nu, but with the Pe increasing, the RSM is found to underestimate the Nu by over 20% (green error bars present the ±20% deviation).
[image: Figure 3]FIGURE 3 | The local Nu at ML3 estimated by different turbulence models against the experiment.
For further validation, the specific coolant temperatures in the sub-channels at ML2 and ML3 (positions are depicted in Figure 4) are compared between CFD results and experimental data. As shown in Figure 5, the present CFD model can predict the temperature profile in the sub-channels with satisfactory precision, and the errors are less than 3%.
[image: Figure 4]FIGURE 4 | The schematic positions of temperature measuring points in the sub-channels at ML2 and ML3 (Pacio et al., 2016) (Z: the distance downstream of the entrance of the active length).
[image: Figure 5]FIGURE 5 | The variations of numerical simulation errors.
5. RESULTS AND DISCUSSION
In the simulation, various blockage conditions are tested and analyzed, including the influences of blockage longitude, position, and porosity. All the calculated cases are summarized in Table 4.
TABLE 4 | The case matrix of blockage analysis.
[image: Table 4]5.1. The Flow and Thermal Fields After Inlets Are Partially Blocked
In this section, the flow and heat transfer characteristics under the assembly blockage in the central sub-channels are discussed. After the stainless steel blockage propagates along the axis direction, the thermal hydraulic features inside the assembly change significantly. The coolant is forced to bypass the surrounding channels, so a cylindrical region with high temperature and a wake region downstream of the blockage can be observed. Figure 6 shows the temperature distribution in the six sectional planes along different axis positions with a 1/6, 1/3, 1/2, 2/3, 5/6, and 6/6 blockage length from the inlet. At the 1/6 blockage length plane (depicted as Figure 6A), the temperature is observed to be symmetrical. Because the helical spacer wires contribute to different heat transfer efficiency at different positions of the blockage, a large-scale hot spot appears and extends gradually in the anti-clockwize direction with the flow developing downstream. Specifically, the circumferential velocity of the coolant is induced in the anti-clockwize direction on the depicted plane. Hence at the upwind surface, the coolant floods and cools down the hot rods to a certain extent.
[image: Figure 6]FIGURE 6 | The temperature distributions at six sectional planes in the blocked region. (A) 1/6 blockage longitude downstream of the inlet. (B) 1/3 blockage longitude downstream of the inlet. (C) 1/2 blockage longitude downstream of the inlet. (D) 2/3 blockage longitude downstream of the inlet. (E) 5/6 blockage longitude downstream of the inlet. (F) 6/6 blockage longitude downstream of the inlet.
After passing the blockage, the bypassed coolant begins to re-fill the downstream region of the blocked sub-channels. The velocity contours on the four planes downstream of the blockage are shown in Figure 7. As the contours illustrate, in a short distance downstream of the blockage, the sub-channels above the blocked region are still in a state of coolant loss, while at position 1/18H (18.2 mm) downstream of the blockage, the re-flood LBE begins to cool down the central pin surrounded by the cylindrical region. Besides, the wake region is filled up circumferentially, and it is nearly fully cooled from plane 1/6H (54.7 mm) downstream of the blockage. Nevertheless, because of the difference in filling velocity from different circumferential bearings, pin 10 (the position shown in Figure 1) is still partially exposed to the hot coolant.
[image: Figure 7]FIGURE 7 | The velocity contours downstream of the blockage.
5.2. The Influence of the Blockage Position
The effects of a solid blockage (porosity at 0) at different radial positions are studied in this section. A schematic of blockage positions of cases 3 and 4 are shown in Figure 8A. More specifically, in case 3, pin 1 (as depicted in Figure 1) is surrounded by a solid blockage that has the same length as case 2, and the corner channels are blocked. In case 4, the edge channels are blocked and pin two is in the central blockage region.
[image: Figure 8]FIGURE 8 | The schematic positions and layouts of the blockages in the six cases. (A) Blockages positions in cases 2, 3, and 4. (B) Blockage positions in cases 2, 5, and 6.
Considering the blockages at different radial positions, six sectional planes were chosen to depict velocity vectors and temperature distribution. In case 3, after the blocked corner is generated, the circumferential flow in the peripheral sub-channels close to the hexagonal wrapper is revealed. The original anti-clockwize flow along the hexagonal wrapper is forced back by impacting the blockage material, and a small scale vortex is formed, shown as the dotted arrow line in Figure 9A. Although the blockage region obstructs the anti-clockwize peripheral flow significantly, the LBE will flow into the nearby channels, and simultaneously, the outer wall of the blockage is flooded and cooled down by the counter-clockwize flowing coolant. Downstream of the blockage, the coolant rapidly fills up the wake region from two different directions. As shown in Figure 9E, the coolant from the peripheral channel and central channel flood toward pin 1, which is the centroid of the cylindrical blockage. In addition, unlike the conditions in the central blockage, the hot spot in case 3 seems to be stationary. Because of the assembly wrapper, the coolant is only able to cool down one side of the circular area in an anti-clockwize fashion, hence the hot spot remains in the vicinity of pin 1, as shown in Figures 9B–E. Similar flow and temperature fields can also be observed in case 4 with a circular blockage located at the edge (pin two is surrounded fully and some edge sub-channels are covered). As can be seen in Figure 10B, the filling flow floods toward the center rod quickly. Because the flooding velocity from the right side is much higher than the other side, asymmetrical cooling is obvious. That is to say, pin two suffers a high temperature difference on the surface of the rod.
[image: Figure 9]FIGURE 9 | The vector and temperature contours in case 3. (A) 10 mm downstream of the inlet. (B) 25 mm downstream of the inlet. (C) 50 mm downstream of the inlet. (D) 25 mm downstream of the blockage. (E) 50 mm downstream of the blockage. (F) 75 mm downstream of the blockage.
[image: Figure 10]FIGURE 10 | The vector and temperature contours in case 4. (A) 25 mm downstream of inlet. (B) 50 mm downstream the of blockage.
From a macroscopic view, blockages in different radial positions have evidential effects on the cladding temperature. The evolution of circumferentially averaged temperature in an individual rod that is surrounded by a blockage (pin one in case 3 and pin two in case 4) varies with the axial position as shown in Figure 11. It illustrates that the evolution laws of averaged temperature on different rod surfaces are similar. The average temperatures almost peak at the same height (26.1 mm downstream of the inlet) in all three cases. What is different is the peak temperature value, and in the case with a central blockage, the peak temperature is the largest at approximately 1020 K. Subsequently, the rapid decrease of circumferentially averaged temperature is witnessed. Simultaneously, the average temperatures at the outlet also show discrepancies, and the largest is approximately 610 K in case 2, which is 31 K higher than the value estimated in case 4 (579 K) and 43 K larger than that in case 3 (567 K).
[image: Figure 11]FIGURE 11 | Variation of the circumferentially averaged temperature on pin 1, 2, and 10 along the axial position.
In addition, as summarized in Table 5, the effect of a blockage on the local and global cladding temperature is quantitatively analyzed. Firstly, the deviations can be found when considering the local maximum cladding temperature. Specifically, the highest peak temperature of the cladding in the bundle in case 2 is 1,174.13 K due to the peripheral flow. In the central part of the assembly, most of the coolant flows downstream, while the circumferential velocity is relatively low, so the coolant cannot effectively cool down the outer blockage and fulfill the wake region downstream. But when the blockage occupies near the hexagonal wrapper, the peripheral flow dominates. From the view of safety, central blockages can be more dangerous than the other two conditions.
TABLE 5 | The local peak cladding temperature and maximum temperature at the outlet.
[image: Table 5]5.3. The Influence of Porosity
Under normal operation conditions, a porous blockage may propagate to occupy sub-channels as the debris accumulates and the coolant can still flow inside the porous region. But the flow and heat transfer characteristics may change considerably. Hence, a central blockage at an inlet with three different porosities were calculated (case 7 with porosity at 0.4, case 8 with porosity at 0.6, and case 9 with porosity at 0.8), as summarized in Table 4.
Figure 12 presents the velocity and temperature fields at six sectional planes in case 7. As can be seen in Figures 12A–C, although the sub-channels are blocked, a small amount of LBE is still able to contribute to rod cooling. So the temperature distribution at the beginning of the blockage is homogeneous, and the temperature increase in the porous region is less significant than that in the solid cases. In a short distance, at the plane 25 mm downstream of the inlet (nearly half of the whole blockage height), the coolant rapidly floods into the blocked area with an anti-clockwize direction. And downstream of the blockage, the coolant cools the wake region in the same pattern. In addition, the development of the temperature field can be asymmetric, which is similar with the solid case. When the flow develops to the position of 75 mm downstream of the blockage, the wake region is fully cooled by the coolant, and the temperature distribution is observed to be homogeneous, though hot spots are found in the sub-channel among the pins 9, 10, and 14.
[image: Figure 12]FIGURE 12 | The vector and temperature distributions in case 7. (A) 10 mm downstream of the inlet (B) 25 mm downstream of the inlet. (C) 50 mm downstream of the inlet. (D) 25 mm downstream of the blockage. (E) 50 mm downstream of the blockage. (F) 75 mm downstream of the blockage.
The evolution of circumferentially averaged temperature on pin 10 surrounded by materials with different porosities is shown in Figure 13A. As the porosity increases, the peak temperature decreases. The peak temperature position moves closer to the outlet when the porosity decreases. Nevertheless, the evolution of the average temperature on the rod surface downstream of the blockage is similar among all four of the different cases. Additionally, the maximum cladding temperatures in the four cases are shown as the line graph in Figure 13B. The line graph illustrates that the porosity has an evidential effect on the maximum temperature of the cladding, and the cladding temperature may exceed 1000 K when the porosity is smaller than 0.4. But the influence becomes weaker as the porosity increases.
[image: Figure 13]FIGURE 13 | The characteristics of the temperature evolution under a porous blockage with different porosities. (A) Circumferentially averaged temperature. (B) The maximum cladding temperature.
5.4. The Influence of Blockage Length
In addition to the porosity and blockage position, the blockage longitude also has a significant effect on the thermal-hydraulic behaviors of the LBE inside the blocked assembly. In this part, two more cases (cases 5 and 6) were supplemented and analyzed to summarize the influence of blockages at different longitudes. The blockages in the two cases propagate downstream from the inlet of the heated region to 1/3H and 1/2H, of which the size in the y direction are two and three times as long as that in case 2, respectively. The blockage layout and the scales are shown in Figure 8B.
It can be confirmed that prolonging the solid blockage contributes to a longer region with weaker heat transfer between the rods and coolant. Figure 14 shows variations of circumferentially averaged temperature. In case 2, the circumferentially average temperature of pin 10 increases sharply from 473 K to approximately 1000 K in a short distance (∼0.02 L) because of coolant loss. Then the average temperature peaks at approximately 1020 K at 0.04 L (34.8 mm) downstream of the inlet inside the blocked area. Downstream of the blockage region, the average temperature rapidly decreases due to the reflooding of rod 1. In cases 5 and 6, the blockage length is prolonged by two and three times, respectively. Although the blockage length is different, the variation laws are the same in all three cases, i.e., the wake regions are the same length.
[image: Figure 14]FIGURE 14 | Variations of the circumferentially averaged temperature on pin 10 along the axis direction.
Similarly, the local and global effects of the blockage were also determined. As summarized in Table 6, two kinds of maximum cladding temperature are confirmed. With the increase of blockage length, the maximum temperature of cladding is found when the blockage is prolonged three times, and the maximum is 1,351.68 K in case 6. The maximum temperature at the outlet of case 6 is also the highest among the three cases. What is worth mentioning here is that, although the longitude has evidently influenced the local maximum, the influence on the global effect becomes weaker when the blockage is prolonged.
TABLE 6 | The local peak cladding temperature and the maximum temperature at the outlet.
[image: Table 6]6. CONCLUSIONS
In the present work, a CFD model for a 19-pin assembly that is cooled by LBE was established and validated against the experimental data. In the simulation, the Prt was modified and various RANS models were assessed for the selection of a proper liquid-metal coolant turbulent heat transfer model. Then the validated numerical models were adopted to investigate the blocked flow inside the assembly. The simulation results suggested that the Cheng-Tak Prt model cooperating with the SST k-ω turbulence model were appropriate, and the relative error between the simulation results and experimental data of the Nu and coolant temperatures in the sub-channels were less than 20% and 3%, respectively. Then the thermal hydraulic features of the 19-pin assembly under blocked conditions were studied. Some detailed conclusions could be drawn:
(1) Although a wake region downstream of the blockage was observed, the direction effect by wire spacers contributed to rapid re-flooding.
(2) The average cladding temperature exhibited a nearly monotonic variation with the axial position. The effect of a porous blockage was strongly influenced by porosity, and the peak cladding temperature was proportional to the porosity.
(3) From the view of safety, the most dangerous case was when a partially porous blockage was located near the outlet of an active section. What is more, a rapid temperature increase appeared with a decrease in porosity.
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GLOSSARY
CFD Computational fluid dynamics
Cp Thermal capacity of LBE
Cpsteel Thermal capacity of stainless steel
FA Fuel assembly
GEN-IV Generation IV
GCI Grid convergence index
IWF Inter-wrapper flow
LBE Lead-bismuth eutectic
LFR Lead-cooled fast reactor
LMFR Liquid metal fast reactor
RANS Reynolds averaged Navier-Stokes equations
RSM Reynolds stress model
SFR Sodium-cooled fast reactor
Si Source term in momentum equation
T-H Thermal hydraulic
TIB Total instantaneous blockage
U′ Component of fluctuating velocity
vi Component of velocity
|v| Velocity magnitude
ρ Density of LBE
λ Thermal conductivity of LBE
μ Viscosity of LBE (Pas)
ρsteel Density of stainless steel
λ Thermal conductivity of stainless steel
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This article presents a numerical simulation on subcooled flow boiling at a high-pressure condition. An interface tracking method, VOSET, was used to handle the moving interface, and conjugate heat transfer between the wall and the fluid was included in the numerical model. In order to consider the evaporation on the microlayer below a growing bubble, a depletable micorlayer model was employed. Our simulation illustrated typical processes of subcooled boiling flow including bubble sliding, coalescence, detachment and annihilation, and revealed many mechanisms in increasing the heat transfer coefficient. A transition in flow regime from isolated bubbly flow to elongated bubbly flow was reproduced by our simulations. The void fraction obtained by time-averaging the volume fraction of the vapor phase under various flow conditions was analyzed.
Keywords: subcooled boiling flow, wall heat flux, void fraction, interface tracking, volume of fluid and level set
INTRODUCTION
Subcooled flow boiling has been known as an effective way of heat transfer between coolant and heating wall. It is a kind of complex process with evaporation and condensation occurring simultaneously. At a specific system pressure, the coolant flows at a temperature lower than the corresponding saturation point. The heat flux imposed on the wall produces a thermal layer around it in which bubbles may nucleate and grow. However, condensation occurs as a bubble migrates into the bulk liquid region with temperature under saturation point. Subcooled flow boiling can produce much higher heat transfer coefficient than single phase flows, which makes it playing an important role in the heat transfer process in the core of pressurized water reactor.
A considerable number of experiments have been conducted on subcooled flow boiling. Pradanovic et al. (2002) carried out a study on the size and lifetime of bubbles in subcooled flow boiling and analyzed the influences by the applied heat flux, the degree of subcooling, the mass flow rate and the system pressure. It was found by Okawa et al. (2018) that bubbles were accelerated to enter the bulk region after departing from the wall. Yuan et al. (2018) carried out a visualization experiment on subcooled flow boiling under various system pressures and found that, sliding bubbles on the heating surface grew faster than stationary ones. A flow boiling experiment in rectangular channel was performed by Kim et al. (2018), who suggested, as the wall heat flux increases, the flow regime transforms progressively from isolated bubbly flow to elongating bubbly flow. Recently, Lee Y. G. et al., 2019) carried out an experimental investigation to measure the local bubble parameters for subcooled boiling flow in a vertical tube at low pressure. By using optical fiber probes, Park et al. (2020) then measured the local distribution of void fraction and demonstrated its influences by flow conditions.
Taking advantage from the fast development of computers’ performance, computational fluid dynamics (CFD) has become an effective way for the study on multiphase flows. Various numerical methods have been developed for liquid-gas two phase flows. Among those methods, interface tracing method (ITM) such as volume of fluid (VOF) and level set (LS) is one class describing the interface between liquid and gas phases and tracking its movement with the fluid flow. Therefore, ITM method gives results with higher fidelity than other methods such as mixture model and two-fluid model, and can therefore provide more details for studying the mechanism of boiling flows.
Lal et al. (2015) simulated the growth and departure of a single bubble in a subcooled boiling flow. Using VOF method, Lee J. et al. (2019) simulated subcooled boiling flow of FC-72 and numerically predicted the heat transfer coefficient under different heat fluxes and mass flow rates. Yi et al. (2019) numerically studied the growth of a single bubble in subcooled liquid under microgravity, in which phase field method was used for handling the phase boundary. Their results show that, under specific conditions, evaporation and condensation in the bubble can reach balance.
In the present study, VOSET (Sun and Tao, 2010), a new ITM method, was adopted to study a subcooled flow boiling process, and the conjugation with heat conduction in the solid wall was taken into consideration. To fully describe the processes of bubble nucleation and its growth on the wall, models were introduced for bubble nucleation and microlayer evaporation.
The rest of this article is organized as follows. Problem Description introduces the subcooled flow boiling problem studied. Numerical Methods describes the governing equations and numerical methods. The numerical results are displayed and discussed in Results and Discussion; and finally some conclusions are summarized in Discussion. The purpose of the present study is to reveal more details in the process of subcooled flow boiling at high-pressure conditions by means of high fidelity numerical simulations.
PROBLEM DESCRIPTION
Figure 1 describes the problem considered in the present study. The computational domain is composed of solid and fluid regions, in which heat conduction in solid and boiling heat transfer were considered simultaneously. The monocrystal silicon and water at 1.0 MPa were respectively considered as the materials of the solid and the fluid. Physical properties including density, viscosity, thermal conductivity and heat capacity are summarized in Table 1. At the considered system pressure, saturation temperature is 453 K, and the latent heat is 2.02 × 106 J/kg. The liquid-vapor surface tension was specified as 0.042 N/m. The channel has a width of df = 5 mm and a length of l = 50 mm in the flow direction; a thickness of ds = 0.5 mm was specified for the solid wall. Liquid water having a subcooling of 20 K flows in from the bottom boundary with a velocity of 0.1 m/s (corresponding to a mass flow rate of 88.81 kg/m2s). The selected channel has no significant difference with the one in real rod buddle in terms of hydraulic diameter. Since pressurized water reactor usually works at pressure about 7–8 MPa, simulation should be done at some high pressure. And the pressure of 1 MPa is adopted here. It is our understanding that the interface tracking algorithms, such as VOF, Level set and VOSET, suffer from poor stability at large density difference between the liquid and the vapor phases. Hence if our method can get converged solution at 1 MPa, then it is easier to handle boiling simulations at higher pressure, except for the need of finer mesh for smaller departure diameter (Sakashita, 2011). That is why we select 1 MPa as the simulation condition. (Corresponding to Comment 1 by Reviewer #4); A wall heat flux was specified on the left boundary of the solid wall; symmetry condition was given on the right boundary of the fluid region. Uniform grids of 10 × 500 and 50 × 500 were respectively used for the domain discretizations of the solid and the fluid regions. In the present study, numerical investigation for the boiling flow was investigated on wall heat fluxes ranging from 100 kW/m2 to 500 kW/m2.
[image: Figure 1]FIGURE 1 | The subcooled flow boiling problem and applied boundary conditions.
TABLE 1 | Physical properties of the solid wall and the working fluid.
[image: Table 1]NUMERICAL METHODS
Governing equations
In the solid region, heat conduction is considered only, therefore, the temperature field satisfies
[image: image]
In the fluid region, the governing equation for temperature can be expressed as:
[image: image]
Considering the movement of the liquid-vapor phase boundary and the evaporation occurring on it, the equation for the vapor volume fraction, the continuity equation and the momentum equation can be respectively expressed as:
[image: image]
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In Eqs 3–5, c is the volume fraction of the vapor phase, and fst denotes the surface tension. [image: image] represents the rate of phase change. Considering a control volume, denoted by V, and the liquid-vapor interface inside it, denoted by Γ, it satisfies:
[image: image]
in which [image: image] is the heat flux on the phase boundary. [image: image] was calculated from the temperature gradients on the two sides of the phase boundary, and the detailed calculation approach is described in Ling et al. (2015b). [image: image] is the heat flux contributed by microlayer evaporation which was calculated by the adopted microlayer model.
Microlayer Model
The existence of microlayer has been confirmed in many previous studies (Cooper and Lloyd, 1969; Koffman and Plesset, 1983; Utaka et al., 2013). As shown in Figure 2, beneath a growing bubble on the heating wall, there exists a thin liquid film usually having only several microns. The large temperature gradient in the microlayer can produce great amount of evaporation rate, which takes an important portion of the overall mass transfer rate. Since the film thickness is much smaller than the grid size used in the present study, it was solved by a depletable model form microlayer proposed by Sato and Niceno (2015). As Figure 2 shows, in the present study, we considered the microlayer evaporation in the fluid-region cells near the wall. As receding occurred at the contact line, an initial thickness was given for the microlayer.
[image: Figure 2]FIGURE 2 | A depletable microlayer model used.
The heat flux through the microlayer was calculated as:
[image: image]
The microlayer thickness decreases due to the evaporation, and therefore,
[image: image]
As the microlayer thickness was reduced down to a threshold (δ < δmin = 10−10 m), the computational cell was then marked to be dry out, and microlayer is no longer considered there.
The initial thickness of the microlayer plays an important role in microlayer evaporation, However, there remains great uncertainty in experimental measurements. Recent experimental studies (Jung and Kim, 2014; Chen et al., 2020) suggests, the microlayer thickness of water varies from around 1–4 μm at low-pressure conditions under various heat fluxes. Urbano et al. (2018) performed a direct numerical simulation, where a small enough grid size, 0.5 μm, was used to capture the formation of the microlayer. The numerically obtained microlayer thickness varies between 2 and 3 μm, which is consistent with the experiments. Unfortunately, at the best knowledge of the authors, no experimental result is reported for microlayer thickness at high pressures such as 1 MPa. The parametric study by Urbano et al. (2018) suggests that the formation of microlayer results form a balance between the bubble growth rate, the capillary actions and liquid viscous dissipation. Owing to the large difference in vapor density, the bubble growth rate at high-pressure conditions may differ greatly from that at atmosphere pressure. Therefore, the microlayer thickness as well as whether or not the microlayer can form are unclear for system pressure and wall heat fluxes studied at present paper. As a first attempt using microlayer model for subcooled boiling flow at high-pressure conditions, we followed the existing experimental measurements at atmosphere pressure, and specified the initial microlayer thickness as δinitial = 2 μm in the present study. The influence by the parameters in the microlayer model is left as one of our future work.
(Corresponding to Comment 2 by Reviewer #4)
Bubble Nucleation Model
Bubble nucleation usually occurs at on the cavity on the solid surface, and the conditions required for the nucleation depends on the microstructure of the solid surface (Hibiki and Ishii, 2003). Since the CFD method used in the present study is based on continuum assumption, it cannot model the process of the bubble nucleation which may need to be considered from the perspective of molecular dynamics. To simulate the process of bubble growth using ITM, therefore, bubble seeds need to be given in prior. In this regard, we followed the nucleation model used by Sato and Niceno (2017). They randomly set a number of nucleation sites on the solid wall, and each of them has a certain nucleation activation temperature. In the present study, we specified 15 nucleation sites on the wall in the range y = 5–45 mm, and each of them corresponds to a specific nucleation superheat ranging from 5 to 20 K. In this model, a bubble seed can be generated only at the preset nucleation site, and it requires the liquid temperature exceeds the preset superheat. The locations and the required nucleation superheats are summarized in Table 2. It should to be noted that, since the microstructure of the solid surface cannot be fully considered in the present CFD study, the nucleation model is simply a description for the solid surface in terms of bubble nucleation. A different wall roughness usually requires another set of nucleation sites as well as another range of activation temperature.
TABLE 2 | Locations of nucleation sites and required superheat.
[image: Table 2]RESULTS AND DISCUSSION
Subcooled Flow Boiling at Low Heat Flux
We first considered the subcooled flow boiling with the lowest wall heat flux of 100 kW/m2 and simulated the boiling process within 1.0 s. Figure 3 illustrates the evolution of phase distribution. From the figure at t = 0.05 one can see that bubbles continuously formed, grew and moved upwards at nucleation sites #1, #6 and #12, which indicates those sites were activated. It lies in that the preset nucleation superheats at those three sites were lower than the initial wall superheat (ΔT = 9 K). With the further progress of boiling heat transfer, the wall temperature was decreases, and bubbles nucleation occurred only at site #1. The numerical result suggested several ways of bubble departure from the heating wall. As a sliding bubble grew to a certain size, it departed from the wall and moved into the bulk region. Simultaneously, some smaller bubbles could depart due to the oscillation induced by coalescences. Overall, at the wall heat flux of 100 kW/m2, the subcooled boiling flow is located in a typical flow regime of isolated bubbly flow.
[image: Figure 3]FIGURE 3 | Evolution of phase distribution at low heat flux (q = 100 W/m2).
Figure 4 shows the temperature fields at some instances between 0.5 and 1.0 s, in which the boundary between the solid and the fluid regions is marked as a solid black line. We can clearly see the influences of the bubbles to the heat transfer process. The bubble induced turbulence greatly enhanced the fluid mixing between the near wall region and the subcooled bulk region. As a result, the solid temperature in boiling region (y > 5 mm) is evidently lower than that in single-phase region (y < 5 mm).
[image: Figure 4]FIGURE 4 | Temperature field at wall heat flux of 100 kW/m2.
Yuan et al. (2018) pointed out important influences by sliding bubbles in subcooled flow boiling. Figure 5 shows a bubble sliding on the wall, where the velocity and temperature fields around it are displayed. From the velocity field inside the bubble we can see the effect of the microlayer located at around 12 mm < y < 12.4 mm. Some vapor was produced by the microlayer evaporation, which contributed to the bubble growth. The wall temperature was plotted as Figure 5C, from which we can see the lowest temperature was located at the microlayer (around y = 12.2 mm). Furthermore, the wall temperature downstream the bubble was remarkably lower than that upstream. In summary, we can find the important influence of a sliding bubble. In the process of a single bubble along the wall, a bubble can continuously reduce the temperature of the solid, and absorb heat from the wall to support its growth.
[image: Figure 5]FIGURE 5 | A bubble sliding on the heating wall: (A) local velocity vector; (B) local temperature field; (C) local wall temperature.
Figure 6 tracks a small bubble (marked by an arrow) after its departure from the wall. In spite of the boiling process around the heating wall, the liquid in the bulk region remained subcooled. As the bubble entered the bulk region, the condensation rate began to be greater than the evaporation rate, which made bubble reduced in size until eliminated.
[image: Figure 6]FIGURE 6 | Condensation of a small bubble in the bulk region.
Subcooled Flow Boiling at Higher Heat Fluxes
The results for higher heat fluxes are presented in this subsection. Figures 7, 8 respectively show the evolutions of phase distribution at wall heat fluxes of 300 and 500 kW/m2. Compared with Figure 3, we can find some features of increased wall heat flux. Owing to the increased wall temperature, more nucleation sites were activated, and the bubble growth rate was increased. Interaction between vapor bubbles became more intensive. Some rising bubbles could absorb smaller bubbles to get larger. Under the wall heat flux of 300 kW/m2, the bubble size at the bulk region got remarkably larger, but the flow regime seems remained in the isolated bubbly flow (Figure 6). At wall heat flux of q = 500 kW/m2, due to the more frequent coalescences of vapor bubbles, the two-phase flow developed into a flow pattern of elongated bubbly flow. Also, we can see the formation of a liquid film between the elongated bubble and the heating wall. The transformation from dispersed bubbly flow to elongated bubbly flow has been reported by Kim et al. (2018), and it was successfully reproduced by the present numerical simulations.
[image: Figure 7]FIGURE 7 | Evolution of phase distribution at wall heat flux of 300 kW/m2.
[image: Figure 8]FIGURE 8 | Evolution of phase distribution at wall heat flux of 500 kW/m2.
Average Wall Superheat
From the results discussed in Subcooled Flow Boiling at Low Heat Flux and Subcooled Flow Boiling at Higher Heat Fluxes, we can see many important influences of bubbles to the heat transfer process. The bubble growth, sliding and departure and condensation can continuously transfer heat from the heating wall to the bulk fluid region. In order to quantitatively analyze the heat transfer efficiency of subcooled flow boiling, we calculated a spatial average wall temperature for each case:
[image: image]
in which y1 = 5 mm and y2 = 45 mm.
Figure 9 plots the spatial average wall temperature calculated by Eq. 9 under the five cases with the wall heat flux ranging from 100 to 500 kW/m2. It can be seen that, for each of the five cases, the influence of initially given temperature had been eliminated at t = 0.4 s, after which the average wall temperature almost kept floating up and down around a constant value. We therefore consider quasi-steady states were reach at 0.4 s for all the five cases.
[image: Figure 9]FIGURE 9 | Spatial average wall temperature under various wall heat fluxes.
In order to evaluate the overall heat transfer coefficient, we then calculated the time average of the spatial average wall temperature, to obtain a time-space average wall temperature:
[image: image]
in which t1 = 0.4 s and t2 = 1.0 s.
Heat Transfer Coefficient
A considerable number of heat transfer correlations were previously reported for subcooled flow boiling, and the correlations by Shah (1977), Liu and Winterton (1991), and by Kandlikar (1998) are most widely used ones among them. Based on a database containing 500 data points from 18 independent experimental studies, Shah (1977) proposed a correlation for heat transfer coefficient of subcooled flow boiling. The two-phase heat transfer coefficient was expressed as a correction on that of single-phase forced convection:
[image: image]
Where ΔTsat is wall superheat defined as
[image: image]
In Eq. 11, ψ is the correction factor determined by:
[image: image]
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where the boiling number Bo and the subcooling ΔTsub are defined as:
[image: image]
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The single-phase heat transfer coefficient was calculated with the Dittus-Boelter correlation:
[image: image]
Liu and Winterton (1991) expressed the relationship between the heat flux and the wall superheat in a power form, which can be written as follows for subcooled water at the inlet.
[image: image]
where hsp is the single-phase heat transfer coefficient determined by Eq. 17, and hnb refers to the heat transfer coefficient for nucleate boiling calculated by Cooper correlation (Cooper, 1984; Ji et al., 2015), S is a factor considering the suppression factor given by:
[image: image]
Considering the effects of mass flow rate and the latent heat, Kandlikar proposed a correlation for fully developed subcooled boiling which can be expressed as follows for water.
[image: image]
in which hsp denotes convective heat transfer coefficient predicted by Gnielinski equation (Gnielinski, 1976).
For the validation purpose, the equations presented above were used for predicting the wall superheat of the problem studied here, in which the characteristic length (D) appearing in Eq. 17 was calculated as the hydraulic diameter, namely, D = 4df = 0.02 m. The wall superheats obtained by our simulations were evaluated by the time-space wall temperature (Eq. 10). The wall superheats are plotted in Figure 10. From the plotted results we can see, first, our simulation gives the same variation trend of wall superheat with heat flux. However, the predictions by the three correlations show large differences in predicting the wall superheat, even though they are selected owing to their superior accuracy (Chen et al., 2021). Compared with the correlation by Shah (1977), the present simulation gives under prediction of around 30% in wall superheat. This discrepancy seems a bit large. However, it is well-known in heat transfer textbook (Cengel, 2007; Bergman et al., 2011) that the Rohsenow equation for pool boiling heat transfer can be in error by 30% for a wall superheat by given a heat flux. Thus our prediction discrepancy is acceptable.
[image: Figure 10]FIGURE 10 | Comparison of wall superheats predicted by our simulation and by some reported correlations.
In subcooling boiling the bulk of fluid temperature is below saturated temperature. The disturbance of the generated bubbles enhances the fluid mixing, hence enhances heat transfer. In order to reveal this enhancement the definition of single phase convective heat transfer coefficients adopted here:
[image: image]
where Tw is the time-space average wall calculated by Eq. 10, and Tb refers to the time-space average liquid temperature calculated by:
[image: image]
To be consistent with the average wall temperature, Ω in Eq. 22, where the liquid temperature averaged was averaged, refers to the computational domain in the range 5 mm < y < 45 mm. Figure 11 plots the heat transfer coefficients calculate by Eq. 21. In the figure the single phase convective heat transfer coefficient predicted by Gnielinski equation (Gnielinski, 1976) at the same conditions is also presented. It can be seen that subcooled boiling has an appreciable effect on enhancing heat transfer. In addition we can clearly see greater heat transfer coefficient at higher wall heat flux, but the growth rate is decreasing. The result indicates that, for the cases studied, the boiling is in the stage of nucleate boiling where the increase of wall heat flux leads to enhancement of heat transfer.
[image: Figure 11]FIGURE 11 | Heat transfer coefficient under various heat fluxes.
Void Fraction
The distribution of void fraction plays as a key role in heat transfer performance of flow boiling. We therefore evaluated the void faction by time-averaging the vapor volume fraction in the period when quasi-steady states were reached. Concretely, the void fraction was calculated by:
[image: image]
in which t1 = 0.4 s and t2 = 1.0 s.
The void fraction obtained under the five wall heat fluxes are displayed in Figure 12, and the average void fraction on the cross section of the tube is plotted in Figure 13. From the two figures one can clearly see the development of the void fraction along the flow direction. Obviously, higher wall heat flux resulted in faster generation of vapor, hence increased the void fraction. Under the highest wall heat flux (0.5 MW/m2), an average void fraction of around 0.8 was reached at the tube outlet. The void fraction distributed rather unevenly on the cross section. From Figure 12 we can see, even in higher wall heat flux where elongating bubbly flow was formed, there remains a thin liquid film around the heating wall, which avoids the occurring of critical heat flux. The existence of the thin liquid film is an important mechanism to prevent the heat transfer regime from film boiling. The distribution of void fraction further enhances our understanding the mechanism of flow boiling heat transfer.
[image: Figure 12]FIGURE 12 | Void fraction obtained by time averaging the vapor volume fraction.
[image: Figure 13]FIGURE 13 | Average void fraction along the flow direction.
The experimental results reported by Park et al. (2020) show that, along the radial direction (from the wall to bulk region), the local void fraction first increases and then decreases, and the maximum value appears at a certain distance from the wall. Figure 14 plots the local profiles of the void fraction in the radial direction at y = 10, 20, 30, and 40 mm for wall heat flux of 300 kW/m2. Those curves show the same feature of the local distribution of the void fraction except for the one at y = 20 mm, where the local void fraction almost kept a constant value from x = 0.5 mm to x = 2 mm.
[image: Figure 14]FIGURE 14 | Local void fraction along the radial direction (q = 300 kW/m2).
Through some parametric studies, Park et al. (2020) demonstrated how the local void fraction is influenced by the flow conditions. In general, the void fraction at a specific cross section increases when the heat flux increase, the mass flux decreases and the inlet subcooling decreases. Simultaneously, the peak of its local profile along the radial direction is shifted toward the bulk region with the decrease of the inlet subcooling.
In the present study, we changed the mass flow rate and subcooling at the inlet on the basis of the case where q = 300 kW/m2 to study their effect on the void fraction. In terms of the mass flow rate, we carried out simulations with a smaller inlet velocity (0.05 m/s) and a greater one (0.15 m/s), and the obtained radial distributions of the void fraction at y = 30 mm are plotted in Figure 15. As a whole, we can find smaller mass flux resulted in greater average void fraction at the same cross section. Simulations on two more cases with a greater inlet subcooling (40 K) and a smaller one (10 K) was then conducted, and the obtained local void fractions at y = 30 mm are compared in Figure 16. It shows that, the void fraction in average was increased at lower inlet subcooling. Moreover, the peak of the local void fraction was shifted away from the wall. The peak values appear at around x = 1.2 mm, x = 1.8 mm, and x = 3 mm at subcoolings of 40, 20, and 10 K, respectively. As a whole, our interface-tracking simulations successfully reproduced the new findings of subcooled boiling flow in terms of the local distribution of the void fraction as well as its influences by the mass flow rate and the inlet subcooling.
[image: Figure 15]FIGURE 15 | Local profile of void fraction at y = 30 mm under various inlet velocities.
[image: Figure 16]FIGURE 16 | Local profile of void fraction at y = 30 mm under various inlet subcoolings.
DISCUSSION
Subcooled boiling flow is the physical process occurring at various scales, and the influences of small-scale processes are not negligible compared with large-scale ones. Such multi-scale feature makes subcooled boiling being one of the most challenging problems in nuclear engineering. From the perspective of numerical simulation, the present study can only resolve the processes under the grid resolution, while the small-scale problems are left behind to be modeled. Concretely, the present study used models for bubble nucleation and microlayer evaporation for a smaller scale, and illustrated some features at larger scale such as the distribution of the void fraction. Indeed, the accurate simulation requires the influences by small-scale processes being accurately modeled. Due to the lake of small-scale data, especially at high-pressure conditions, there remain many uncertainties in the present simulations. From the validation we can see large discrepancy between the numerical simulation and existing correlations, which may lie in the 2D model used in our simulation, and various uncertainties such as wall roughness and the thickness of the microlayer. For this, the authors believe the following studies are of great help in providing more reliable micro-scale models for interface-tracking simulations for subcooled boiling flows: 1) measurement of microlayer thickness at various system pressures; 2) measurement of nucleation site density at various system pressures; 3) direct simulation for bubble nucleating using molecular dynamics simulation. Moreover, 3D simulations are necessary to make interface-tracking simulations approaching to what is occurring in real subcooled boiling flow, and it will be conducted by the authors in near future using 3D VOSET (Ling et al., 2015a).
CONCLUSION
In the present study, VOSET method was used as the interface tracking method for the simulation of subcooled flow boiling at high-pressure condition, and the conjugation with heat conduction in the solid wall was considered in the model. By means of numerical simulations at various flow conditions, many features of flow boiling were presented.
Results at the lowest wall heat flux demonstrated some mechanisms how bubbles enhance the heat transfer efficiency. Firstly, the bubble motions can greatly intensify fluid mixing between near wall region and bulk region. Owing to the microlayer, bubbles sliding on the wall can greatly increase the evaporation rate and reduce the local solid temperature.
In the range of wall heat flux investigated here, we found the flow pattern in the channel transforms from isolated bubbly flow to elongated bubbly flow with the increase of the heat flux. The heat transfer coefficient kept increasing. In the cases studied, there remains a thin liquid film around the heating wall, even in the flow regime of elongated bubbly flow, which prevented the occurring of critical heat flux.
The present study successfully replicated the features of the cross-sectional local void fraction in subcooled flow boiling. It first increase and then decrease from the near-wall region to the bulk fluid region. With the increase of the mass flow rate, the peak location was shifted away from the heating wall.
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Advances in computational power have enabled the application of computational fluid dynamics (CFD) to nuclear reactor safety analyses, which require accurate predictability for two-phase flow in complex geometries. This study is aimed at validating CFD simulation of liquid film off-take in a 1/10-scale downcomer of a reactor pressure vessel under emergency core coolant (ECC) bypass conditions. Even though different flow regimes can exist simultaneously in real flow, the traditional two-phase flow models used in CFD have a disadvantage with respect to regime dependency. In this study, VOF–slip, which is a hybrid model that combines volume-of-fluid (VOF) and mixture models and is offered in STAR-CCM+ 15.04, was used to simulate the film off-take phenomenon. The key parameters in the simulation were found to be the droplet diameter and interface turbulence damping coefficient. A parametric study was performed to determine the value of the parameters that yield a reasonable liquid film thickness and ECC bypass fraction which were measured at the Seoul National University (SNU) experiment facility. For the conditions of the SNU experiment, the droplet diameter was found to be 150 μm, and the interface turbulence damping coefficient was found to be in the range of 0–30. The validation results confirmed that the VOF–slip model can describe the behavior of the liquid film and the unresolved droplet appropriately. This resulted in an improvement in predicting the ECC bypass fraction in comparison to the results using the conventional VOF model.
Keywords: volume-of-fluid-slip model, multi-regime, droplet diameter, interface turbulence damping, emergency core coolant bypass
INTRODUCTION
Two-phase liquid film flow occurs in various industrial fields, such as chemical and mechanical engineering. In a nuclear power plant, liquid film can appear in several areas, including the reactor core, reactor downcomer, and heat exchanger surface. Liquid films influence heat and mass transfer in two-phase flows. Therefore, investigating the thermal–hydraulic phenomena related to liquid film is an important aspect of nuclear reactor safety analysis.
The field of computational fluid dynamics (CFD) has come to occupy an important position in nuclear reactor safety analyses, which require accurate prediction of the three-dimensional geometric effects of two-phase flow. Many researchers have been conducting the CFD simulation for the fluid flow and heat transfer in fuel assembly, lower plenum, heat exchanger, pressurizer surge line, etc. (Conner et al., 2010; Feng et al., 2019; Khan et al., 2020, 2021; Wang et al., 2021). Small-scale flow processes that are not seen by the reactor system codes can be accessed using CFD, which results in better estimation of safety margins. CFD is therefore an appropriate approach to investigating the liquid film behavior at a reactor vessel (RV) upper downcomer (Figure 1) If a loss-of-coolant accident occurs with a break in a primary coolant system of the pressurized water reactor, the emergency core coolant (ECC) is injected into the RV downcomer through the direct vessel injection (DVI) nozzle. The ECC water impinges on the core barrel wall and flows downward in the form of a liquid film. At the same time, the steam generated in the reactor core by the decay heat flows out through the broken cold leg, and some of the ECC water bypasses out because of the steam flow. In the process of the film off-take, three different forms of the liquid phase can be observed: a liquid film, wisps, and droplets. The more the ECC water bypasses out, the less it contributes to the emergency core cooling. If the liquid flow is insufficient to remove the decay heat, the nuclear fuel rods might be overheated. Therefore, several experimental and analytical studies have been carried out to better understand the ECC bypass mechanism and predict it more accurately (Murao et al., 1982; Bae et al., 2000; Kwon et al., 2003a; Cho et al., 2005; Yang et al., 2017).
[image: Figure 1]FIGURE 1 | ECC bypass phenomenon in RV downcomer (Cho et al., 2005).
Prediction of the ECC bypass phenomenon using a CFD code was first attempted by (Kwon et al., 2003b). The objective of their study was to verify the similarity of the velocity profile in the RV downcomer, which was scaled down based on the modified linear scaling method (Yun et al., 2004). A commercial CFD code, FLUENT ver. 5.5, was used to analyze gas flow characteristics in a full-scale RV downcomer for the APR1400 and at 1/5 scale for the MIDAS test facility. In addition, the spreading phenomenon of the ECC film on the inner wall of the downcomer was simulated using the volume-of-fluid (VOF) model, and it was validated based on experimental results. As a follow-up study, Kwon et al. (2007) showed that CFD analysis could be extended to the two-phase film off-take phenomenon. Using the two-fluid model in the CFX code, the direct vessel injection visualization analysis (DIVA) test (Yun et al., 2000) was simulated and the effect of the azimuthal angle of the DVI nozzle on the ECC bypass was quantified. The predicted ECC bypass fraction was in good agreement with the experimental data for the current DVI azimuthal angle (15°) of APR1400, but it was overestimated for a shifted angle (52°). Yoon et al. (2015) numerically investigated the effects of air-water cross-flow on the advanced DVI (DVI+) system for the new advanced power reactor plus (APR+) design. The performance of the emergency core barrel duct (ECBD) was assessed by predicting the bypass fraction. A homogenous model considering the surface tension and volume fraction at each phase was used to examine the air–water two-phase flow. The CFD analysis results were used to determine the fraction of the ECC water outside the ECBD and form loss factor at the opening of the ECBD for one-dimensional two-phase system code.
As described above, several attempts have been made to investigate the ECC bypass phenomenon using CFD. However, this type of investigation remains challenging for the following reasons. First, in most previous CFD studies, the overall capability of CFD codes to predict the ECC bypass phenomenon was assessed only by comparing the calculation results for global parameters, such as the bypass fraction, with experimental data. This was because of the lack of local measurements of two-phase flow parameters, which prevented the CFD code from being validated sufficiently and limited model improvement. In a previous experimental study of the ECC bypass phenomenon, a DIVA test was carried out by the Korea Atomic Energy Research Institute (KAERI). The test sections at the DIVA facility were 1/7- and 1/5-scale APR1400 RV downcomers, and the two-phase air–water flow near the broken cold leg was investigated. A MIDAS (multi-dimensional investigation in the downcomer annulus simulation) test (Yun et al., 2002) was also conducted by KAERI. This test was similar to the DIVA test, except steam was used as the working fluid rather than air. In both experiments, the film off-take behavior was investigated by the visual observation and by measuring the ECC bypass rate, but the local flow parameters were not obtained. Another test performed at KAERI and Seoul National University (SNU) was a two-dimensional (2-D) air–water film flow experiment (Yang et al., 2015). The experiment was conducted in a 1/10-scale plane channel-type downcomer and focused on the 2-D behavior of the liquid film without considering the film off-take to the broken cold leg. Pitot tubes, a depth-averaged particle image velocimetry method, and an ultrasonic gauge were used to obtain the local air velocity, film velocity, and film thickness, respectively. Although the local parameters were known for the 2-D air–water film flow experiment, they could not be used for the CFD validation because the film off-take by the gas flow was not described in the experiment. The limitations of these previous studies have motivated our previous studies, conducted in the SNU experimental facility (Choi and Cho, 2019), in which the film off-take behavior was investigated using local measurements obtained using the 1/10-scale RV downcomer. An electrical conductance sensor was developed to measure the thickness of the liquid film, and it was fabricated on a flexible printed circuit board, which enabled the sensor to be installed at the curved test section. The developed sensor is an array-type, and is used to measure the field data and adopted the three-electrode method to widen the measurable film thickness range. During the experiment, the local liquid film thickness and ECC bypass fraction were measured, and the values obtained can be utilized for validation of the CFD model.
In addition to the lack of validation data, there has been an issue with two-phase CFD models. Traditional two-phase flow models, such as VOF and the two-fluid model are known for providing relatively reliable outcomes for only either the segregated (VOF) or dispersed (two-fluid model) flow, which is not sufficient for simulating the ECC bypass phenomenon. The STAR-CCM + v13.02 commercial CFD code (Siemens, 2018) introduced VOF–slip as a hybrid model that combines VOF and mixture models and can be applied to large- and small-scale interfaces simultaneously. Because the VOF–slip model has only relatively recently become available in a commercial CFD code, few studies using this model have been reported in literature.
Another challenge in CFD simulation is modeling the turbulence at a large-scale interface. Insufficiently sophisticated modeling of interface turbulence results in unrealistic descriptions of the physical behavior of turbulence near such an interface. For example, according to experimental studies (Fabre et al., 1987; Rashidi and Banerjee, 1990) and direct numerical simulations (Fulgosi et al., 2003), the gas–liquid interface in stratified and annular flows behaves similarly to a solid wall in single-phase flows. To reproduce this wall-like behavior, researchers have made various attempts to dampen the turbulence near the interface so that the turbulence is modeled more realistically at the interface.
The objective of this study was to validate the CFD simulation of the air–water film off-take in the 1/10-scale RV downcomer at the SNU experimental facility. A CFD model implemented in STAR-CCM + v15.04 was used for this purpose. A parametric study was conducted to identify the key parameters for the simulation. As the key parameters, the interface turbulence damping coefficient and droplet diameter were chosen because both are found to be the factors that greatly affect the simulation results, even though they were uncertain values. The effects of the interface turbulence damping coefficient and droplet diameter were investigated in detail. The simulation results were validated using SNU experimental data, including the local liquid film thickness and the ECC bypass fraction. The validation was also conducted to demonstrate best practices for accurate simulation of the liquid film off-take phenomenon.
CFD MODELING
VOF-Slip Model
The VOF model proposed by Hirt and Nichols (1981) is one of the most widely used two-phase CFD models for capturing the interface. In the VOF model, two-phase flows are recognized as homogeneous mixtures consisting of immiscible fluids. The continuous and dispersed phases can be lumped into a single continuum in which they share the same pressure and velocity fields. Therefore, the VOF model is not capable of describing dispersed phase flow in which the interface length is smaller than the mesh size.
The mixture model is applicable to interpenetrated phases which are treated as a mixture in a cell. The mixture model is similar to the VOF model in that it solves a single set of transport equations. However, the model cannot be expected to resolve a sharp interface even on a fine grid, as the VOF does. In addition, the phase slip velocity is considered in the mixture model; hence, the behavior of the dispersed phase, which cannot be captured with a coarse grid, can be properly simulated.
A commercial CFD code, STAR-CCM + v13.02, introduced the VOF–slip model as a hybrid model combining the VOF and the mixture models. This hybrid model can treat a large-scale interface and small-scale interface simultaneously. In the VOF–slip model, the volume fraction transport equation and momentum equation can be expressed as follows:
[image: image]
[image: image]
where [image: image] is the volume fraction of phase [image: image], [image: image] is the density of phase [image: image], [image: image] is the mixture velocity, [image: image] is the diffusion velocity, [image: image] is the pressure, [image: image] is the stress tensor, and [image: image] is the surface tension force. The above two equations are the same as those that result from adding a diffusion velocity term to the existing transport equations in VOF. The diffusion velocity is the difference between the phase velocity and the mixture velocity, and it is defined as follows:
[image: image]
The diffusion velocity and slip velocity, [image: image] are related as follows:
[image: image]
[image: image]
where p and s denote the primary and secondary phase, respectively. Here, the slip velocity that determines the diffusion velocity can be modeled with a drag coefficient [image: image] and specific body force [image: image], as shown below.
[image: image]
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In STAR-CCM+, the Schiller–Naumann drag model (Schiller and Naumann, 1935) can be used to obtain [image: image], which assumes that the primary phase (referred to as the gas phase in this paper) is continuous and that the secondary phase (referred to as the liquid phase in this paper) is dispersed. The drag coefficient is modeled as follows:
[image: image]
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[image: image]
where [image: image] is the droplet diameter and [image: image] is the viscosity of the primary phase. Equations 8–10 show that the drag coefficient increases as the droplet diameter increases, which means that the slip velocity increases.
The wettability of the wall is reflected as a contact angle that is required in VOF-slip model. Because the liquid film is formed at the acrylic test section and the film sensor which surface is made of the polyimide film and gold layer, it was difficult to determine the value of the contact angle. Besides, there are anisotropic surface irregularities due to the electrode arrangement in the sensor, which makes the distortion of the wall friction inevitable. For this reason, in the case of no air injection, the contact angle that can yield a reasonable film spreading width was found to be 0°. However, when the air velocity became large enough to cause an entrainment, it was confirmed that the effect of the contact angle became minor and the gravitational force and the interfacial friction force had a dominant influence on the simulation results.
Activation of Diffusion Velocity Term in VOF-Slip
The diffusion velocity terms in the transport equations of the VOF–slip model (Eqs 1, 2) should not be activated in the gas–liquid interface region, and they should only work effectively in the unresolved dispersed phase. Therefore, a different value of the droplet diameter was used, based on the [image: image] term defined as follows:
[image: image]
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where [image: image] is the cell size and [image: image] is the input droplet diameter.
The variable [image: image] plays a role in determining whether the regime in the cell is a free-surface or unresolved dispersed phase. If its value is greater than 0.5, the corresponding region is interpreted as an interface. For this case, a very small droplet diameter of 0.1 μm is utilized in the slip velocity estimation so that the VOF approach can be applied, i.e., without phase slip. If [image: image] is less than 0.5, it is interpreted as a dispersed-phase region. In this case, the droplet diameter set by the user is utilized in the slip velocity estimation for the interpolation region.
Another required condition is that the droplet diameter should be used only when the liquid volume fraction is reasonably large. This condition can be expressed as follows:
[image: image]
where [image: image] is the liquid volume fraction and [image: image] is the volume of the grid.
Interface Turbulence Damping
The [image: image] SST (shear-stress transport) model (Menter, 1994) was used as the turbulence model in the present study. This model, which combines the best characteristics of the [image: image] and [image: image] turbulence models, behaves like a [image: image] -type model near the wall, otherwise it behaves as [image: image] -type model, which avoids strong freestream sensitivity.
The simulation of the liquid film off-take near the broken cold leg should consider the interface turbulence damping so that the estimated interfacial friction between the gas and liquid phases leads to reasonable predictions of the liquid film behavior and bypass phenomenon. One of the most widely used ways of damping the interface turbulence is to apply the Egorov model (Egorov et al., 2004). The Egorov model is only available with the [image: image] model, however, other models such as the [image: image] model may also benefit from an Egorov-like turbulence damping term near large-scale interface (Frederix et al., 2018). In this model, a source term is added to the [image: image] equation of the [image: image] model, which enhances the specific turbulence dissipation rate as follows:
[image: image]
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where [image: image] is a damping coefficient and ∆n is the cell height across the interface. This source term is only activated in the interfacial region by introducing an indicator [image: image] which is the interfacial area density. As the value of the damping coefficient [image: image] increases, the specific dissipation rate increases, which makes the eddy viscosity decrease.
Thus, determining an appropriate value for [image: image] is crucial to predicting how the free surface behavior is affected by the interfacial friction. However, there has been no general guideline provided for the selection of [image: image] in previous studies. In most cases, [image: image] has been tuned to match the experimental results well (Hohne et al., 2002; Egorov et al., 2004; Lo and Tomasello, 2010; Gada et al., 2017; Fan et al., 2019). Therefore, in the present study, a sensitivity analysis was performed to investigate the effect of [image: image] on the simulation results, and the value of [image: image] that yielded reasonable results for each simulation case was determined.
Because the effect of interface turbulence damping is also dependent on the cell height, as shown in Eq. 15, Frederix et al. (2018) introduced a mesh-independent length scale [image: image], which was incorporated into the Egorov approach to obtain consistent results regardless of the grid cell size, as shown below:
[image: image]
then the [image: image] term in Eq. 15 can be expressed independent of the cell size by adopting [image: image] as follows:
[image: image]
Using this approach, Frederix simulated a co-current stratified flow in a parametric study of δ, and found that the maximum value of δ was 10–4 m. In the present study, the effect of interface turbulence damping was first investigated in terms of B. Then, an appropriate value of B that yielded reasonable results was converted to δ following the approach used by Frederix.
Computational Domain and Meshing
The test section in the SNU experiment (Choi and Cho, 2019) was modeled as shown in Figure 2A. In the experiment, the test section describes 1/10th scale of APR1400 reactor vessel downcomer. There were two intact cold legs for air intake and a broken cold leg for air–water outtake. The DVI nozzle was placed above the broken cold leg, and water was injected through this nozzle. The liquid film sensor installed at the inner wall of annular test section measured the film thickness in the region between the DVI nozzle and the cold legs. To reduce the computational cost, the lengths of the cold legs and the DVI nozzle were reduced, and the velocity profiles obtained from the fully developed flow were used as inlet boundary conditions. The bottom of the domain was set as a water outlet that controlled the water out flow rate to keep the water level constant.
[image: Figure 2]FIGURE 2 | (A) Computational domain for CFD simulation. (B) Meshing configuration.
Figure 2B shows the meshing configuration. Trimmed meshes were used, and 13 prism layers were generated near the wall. Considering the requirements of the turbulence model used, the [image: image] SST model, wall y + values were maintained at approximately 1. The total number of cells was 6,223,381. Mesh convergence tests were conducted by changing the number of near-wall meshes. The results are presented in Simulation Under No-Airflow Conditions Section, along with the liquid film thickness prediction results.
The flow conditions for the simulations are summarized in Table 1.
TABLE 1 | Simulation conditions.
[image: Table 1]RESULTS AND DISCUSSION
Simulation Under no-Airflow Conditions
For the case of no airflow, a transient simulation with a time step of 0.2 ms was conducted, as shown in Figure 3 (W089A00). The time step was determined based on the local Courant number, which should be less than 1.0 for applying the High-Resolution Interface Capturing (HRIC) scheme suited for tracking sharp interfaces. The film interface was expressed by the iso-surface of the void fraction at 0.5. In the simulation, the injected water from the DVI nozzle impinged on the wall and spread in the form of a liquid film. Because the size of a computational cell in CFD is about 70 times smaller than that of a measurement area on the liquid film sensor, it was necessary to spatially average the simulation results for quantitative comparison with the experimental results. Therefore, the calculated film thickness in the areas corresponding to the measurement point on the sensor was extracted and spatially averaged. Then, the averaged thickness was compared with the experimental result and used to validate the CFD simulation.
[image: Figure 3]FIGURE 3 | Transient simulation under no-airflow condition (W089A00). (A) Water impingement (side view). (B) Liquid film flow (front view).
The front view of the averaged film thickness is compared with the experiment results in Figure 4. It was found that the CFD predicted the position of the thick film boundary and the film distribution reasonably. A quantitative comparison of the liquid film thicknesses is shown in Figure 5A. The film thicknesses were comparable overall, but there were some points at which the liquid film thickness was greatly underestimated (see the area marked in gray). The points at which significant errors occurred are shown in Figure 5B. In the figure, x = 0 corresponds to the center of the broken cold leg, and the peak of the graph appears on the film boundary region. Large discrepancies in film thickness could be seen at positions where the change in the film thickness was large in the film boundary region. Nevertheless, the CFD model predicted the peak value of the film thickness and the position at which the value appears well, which is important for the prediction of the ECC bypass induced by entrainment.
[image: Figure 4]FIGURE 4 | Comparison of liquid film distributions.
[image: Figure 5]FIGURE 5 | (A) Quantitative comparison of liquid film thickness. (B). Large discrepancies in film thicknesses near the film boundary (W089A00).
To confirm the validity of using the current mesh configuration near the wall where the liquid film is formed, the effect of the mesh size on the film thickness prediction was investigated as shown in Figure 6. In the case of a coarse mesh (n = 3), the film thickness was predicted to be thinner than in other cases. When the number of near-wall meshes was greater than 10, the film thickness converged to a specific value. Consequently, taking into consideration the computational cost, the current mesh configuration (n = 13) was judged to be adequate for describing the film behavior.
[image: Figure 6]FIGURE 6 | Sensitivity test for near-wall meshes.
Simulation Under Airflow Conditions
To simulate the film off-take phenomenon with airflow, the boundary conditions for the two intact cold legs were set as the velocity inlets. Figure 7 shows the streamline of the airflow in the computational domain. The injected air first impinges against the inner wall of the downcomer, and radial airflow is formed near each intact cold leg. Then, the air flows to the broken cold leg, which narrows the spreading width of the liquid film and leads to film off-take.
[image: Figure 7]FIGURE 7 | Streamline of airflow (W063A26).
The results obtained for the shape of the liquid film were compared with visual observations from the SNU experiment as shown in Figure 8. The visual observations (Figure 8A) show that the flow rate of the liquid film affects how much the film boundary is dragged for a given air flow rate. When the film flow rate is higher, the film boundary is dragged less by the airflow because of the greater momentum of the film flow. As shown in Figure 8B, the CFD simulation also successfully reproduced this film behavior.
[image: Figure 8]FIGURE 8 | Qualitative comparison of liquid film behavior according to CFD and experiment. (A) Experiment. (B) CFD
Based on the simulation results, two mechanisms were found to contribute to ECC bypass, as shown in Figure 9. The first mechanism is the entrainment phenomenon that occurred at the thick film boundary. This mechanism involved the roll wave formed at the thick film being sheared off by the airflow and droplets then being generated from the roll wave. These generated droplets flowed into the broken cold leg with the airflow. If the liquid film boundary spreads farther from the broken cold leg, the bypass rate could be inferred to decrease because the position of the film boundary is related to the distance the droplets must travel toward the break. The second mechanism is the film off-take phenomenon that occurred near the broken cold leg. Under conditions of high airflow, the thick film region appeared near the broken cold leg as the gravitational and interfacial friction forces were balanced, creating a hanging liquid film. This thick film could easily be stretched by the airflow, and wisps in the form of large liquid lumps were generated. Then, the wisps that flowed to the broken cold leg retained their shape or broke up into droplets. These principal mechanisms of ECC bypass detected in the CFD simulation results were also confirmed in a previous experimental study (Choi and Cho, 2002). Thus, it was qualitatively demonstrated that the proposed CFD model can accurately predict the film off-take phenomenon, including the entrainment at the thick film boundary.
[image: Figure 9]FIGURE 9 | Principal mechanisms of ECC bypass phenomenon (W063A24).
As described above, the prediction accuracy of the ECC bypass rate is determined by the behavior of the liquid film and the detached liquid (wisps and droplets). Therefore, further investigations of the parameters that affect the liquid phase behavior by means of quantitative assessment of simulation results are needed.
Determination of Droplet Diameter
When airflow toward the broken cold leg occurred, the spreading width of the liquid film became narrower, and entrainment occurred from the liquid film boundary. Under the flow conditions for the simulation, the entrainment started to occur when [image: image] reached 20 m/s regardless two different liquid flow rates, which was also confirmed in the experiment. This indicates that the sensitivity of the gas inertia related to the interfacial shear stress is dominant for determining the onset of entrainment. The generated droplets flowed to the broken cold leg with the airflow and contributed to the ECC bypass. Among these droplets, those that the mesh could not resolve because of their small size were treated with the mixture approach. To determine the slip velocity for the unresolved droplets, the droplet diameter had to be known, but it was not measured in the SNU experiment. It can however be estimated that the mean droplet diameter would be in the range of approximately 100–200 μm, based on existing empirical correlations (Tatterson et al., 1977; Kataoka et al., 1983) and the results of experiments (Zaidi et al., 1998; Hurlburt and Hanratty, 2002; Westende, 2008) in which the droplet diameter was measured under conditions similar to those of the SNU experiment. Therefore, in this study, simulations were performed for droplet diameters in the range of 100–200 μm, and a reasonable diameter was determined based on the calculated ECC bypass fraction. The simulations for determining the droplet diameter were carried out under relatively low airflow conditions ([image: image]) to minimize the effect of wisps generated by strong airflow on the bypass fraction, so that the droplet size effect could be independently confirmed.
Figure 10 shows the variation in the ECC bypass fraction with the droplet diameter. The bypass fraction was obtained from the water injection rate and the water flow rate to the broken cold leg, as follows.
[image: image]
As the droplet diameter increased, the drag coefficient and the phase slip velocity increased according to Eqs 6–10. The increase in the slip velocity indicates the decrease in the velocity of the unresolved droplets. Accordingly, the ECC bypass fraction decreased as the droplet diameter increased. It was confirmed that the bypass fraction was nearly saturated with at droplet diameter of 50 μm. When the VOF model was applied, the bypass fraction was overestimated by more than two times because phase slip was not considered for the dispersed phase flow. Based on fact that a 150 μm droplet diameter in the VOF–slip model yielded reasonable bypass fraction prediction results for this condition, a droplet diameter of 150 μm was used for all simulation cases.
[image: Figure 10]FIGURE 10 | Bypass fraction versus droplet diameter (W063A22).
Effect of Interface Turbulence Damping
Under high-airflow conditions ([image: image]), the spreading width of the liquid film became much narrower, and a thick film was formed near the broken cold leg. A strong airflow toward the broken cold leg made the thickened film stretch, generating wisps. This implies that not only the unresolved droplet behavior but also the liquid film and wisp behavior are major factors that affect the ECC bypass fraction under high-airflow conditions. This free-surface behavior is closely related to interfacial friction, which may have to be reduced using the Egorov damping model. Therefore, the effect of the damping coefficient B on the simulation results was investigated.
Figure 11A shows snapshots of the film spreading width for different values of B (W063A24). As B increases, the spreading width of the liquid film near the broken cold leg increases because of reduced interfacial friction. As shown in Figure 11B, the CFD model was able to predict the film boundary most comparable to the experiment results for B = 10. In the figure, the dotted white lines indicate the peak position of the film boundary confirmed in the SNU experiment.
[image: Figure 11]FIGURE 11 | (A) Effect of B on spreading width of liquid film (W063A24). (B). Comparison of film boundary position for B = 10 (W063A24).
The effect of B on the bypass fraction is shown in Figure 12A. When the turbulence was not damped at the film interface, the overestimated interfacial friction made the spreading width of liquid film excessively narrow, which caused a large error in predicting the bypass fraction. It should be noted that the calculated bypass fraction for B = 10 was the most comparable to the experiment results. This means that accurate simulation of the free-surface behavior achieved by adopting a suitable B value led to reliable prediction of the bypass fraction as well. The prediction of the film spreading width is directly related to the position at which droplets are generated, as well as the formation of wisp flow around the broken cold leg, as shown in Figure 12B. If an excessive damping effect occurs at B = 30, wisp flow is not generated around the broken cold leg because of the excessively wide liquid film width, and as a result, the bypass rate is reduced.
[image: Figure 12]FIGURE 12 | (A) Effect of B on bypass fraction (W063A24). (B) Different film off-take phenomena depending on B value (W063A24).
Figure 13 illustrates the calculated bypass fraction for B values of 0, 10, and 30 for each simulation case. The figure shows that the appropriate value of B depends on the flow conditions, which is consistent with the results of previous studies described in Interface Turbulence Damping Section . Under low-airflow conditions, for which the [image: image] is less than 22 m/s, B has little effect on the bypass fraction, which can be predicted well even without the damping model. This means that there is no need to dampen the interface turbulence when the velocity difference between the phases at the interface is small, which can no longer be regarded as wall-like behavior. When [image: image] exceeds 22 m/s, the appropriate value of the interface turbulence damping coefficient ranges from 10 to 30 in terms of B and from 2.7 × 10–5 m to 5.4 × 10–5 m in terms of δ. It is worth noting that the range of δ identified in the present study is consistent with the results reported by Frederix et al. (2018) (in which the maximum value of δ was 10–4 m). However, finding an appropriate value for B or δ for each flow condition by means of multiple simulations is a very time-consuming process; hence, modeling of interface turbulence damping for various flow conditions is required in future research.
[image: Figure 13]FIGURE 13 | (A) vf = 0.63 m/s, (B) vf = 0.89 m/s. Change in bypass fraction with B.
The predicted liquid film width and thickness obtained using a suitable value of B was compared with the experiment results, as shown in Figure 14. Although the spreading width of the liquid film was under-predicted in the CFD simulation, the peak position of the film boundary was comparable. Because entrainment mostly occurs at the thick film, it can be deduced that the accurate prediction of these peak positions results in reliable prediction of the ECC bypass phenomenon by the CFD simulation.
[image: Figure 14]FIGURE 14 | (A) Comparison of liquid film thicknesses. (B) Liquid film thickness differences between the experiment and CFD.
CONCLUSION
The air–water film flow at an RV upper downcomer (SNU experiment) was simulated using the STAR-CCM + code. Using the VOF–slip model, both the free surface flow and dispersed flow could be properly modeled. The key parameters in the simulation were found to be the droplet diameter and the interface turbulence damping coefficient. A parametric study was performed to determine the value of the parameters that would yield a reasonable liquid film thickness and ECC bypass fraction, consistent with that measured in the SNU experiment. The suitable droplet diameter was determined to be 150 μm, and the suitable range for the interface turbulence damping coefficient was found to be from 0 to 30, for the conditions of the SNU experiment. However, because determining B by means of several time-consuming simulations is not ideal, physical modelling of B for various flow conditions is required in future research. The validation results confirm that the VOF–slip model can describe the behavior of the liquid film and unresolved droplets appropriately. This results in an improvement in the accuracy of the prediction of the ECC bypass fraction in comparison to the results obtained using the conventional VOF model. The validation procedures and simulation results in this study demonstrate the applicability of the VOF–slip CFD model to two-phase nuclear reactor safety problems. The local parameters obtained from the CFD simulation can be used to develop physical models for macroscopic tools.
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The spacer grid has a significant impact on the thermal-hydraulic characteristics of the rod bundle channel, which directly determines the possibility of a boiling crisis. The multi-phase flow model coupling boiling model is proposed to acquire the secondary flow and void fraction for subcooled flow boiling in the fuel assembly. Compared with the experimental data, the RNG k–ε turbulence model is selected in the current research. In addition, the thermal-hydraulic parameters of subcooled boiling flow in the 5 × 5 rod bundle with a spacer grid are studied focusing on the influence of different arrangements of mixing vanes. It is found that the distribution of the vapor phase is greatly influenced by the intensity and flow direction of secondary flow. In addition, the thermal–hydraulic characteristics in the sub-channels and around the fuel rods are investigated, which demonstrates that uniform crossflow makes vapor harder to accumulate around the fuel rods. Furthermore, the mixing characteristics of different types of spacer grids are also discussed in detail.
Keywords: spacer grid, boiling two-phase flow, void fraction, sub-channels, CFD
HIGHLIGHTS

• The multiphase flow model coupling boiling model has been applied in the fuel assembly.
• The distribution of secondary flow, secondary flow intensity, axial velocity, and void fraction has been discussed.
• The thermal-hydraulic characteristics of sub-channels and fuel rod surfaces have been analyzed.
• The numerical results of secondary flow intensity are proven to be in good agreement with experimental data.
1 INTRODUCTION
The main purpose of thermal-hydraulic research in the nuclear reactor is to improve the heat transfer and its uniformity so that to keep more heat away from the fuel rod surface and increase the critical heat flux. As a component existing in the heating section of the fuel rod, the spacer grid directly affects the flow and heat transfer characteristics in the fuel assembly. The swirl flow in a rod bundle with a spacer grid includes natural convection and forced convection. Natural convection occurs in the rod bundle sub-channel, while forced convection is produced due to the strong disturbance of the fluid caused by the leaf springs, dimples, and mixing vanes in the spacer grid. The 17 × 17 rod bundles are used in the nuclear reactor. However, considering the experimental conditions, the number of fuel rods is reduced for research. Among so many studies, the rod bundle size used by the researchers is not consistent, and 5 × 5 rod bundles have been relatively more studied.
For the experimental study of the thermal-hydraulic characteristics in fuel assemblies, there are some differences in the obtained parameters due to different measurement methods. Rehme (1987; 1989) studied the effect of velocity boundary layer reconstruction downstream of the spacer grid on heat transfer and analyzed the fluid pulsation between channels through the measured interleaving coefficient. It is shown that the exchange of heat is mainly caused by the hydrodynamic interaction between channels. Wu and Trupp (1993) measured the axial velocity of the coolant between the rod bundles and the distribution of turbulent kinetic energy by a hotline instrument. The experimental results showed that the axial turbulent kinetic energy of the sub-channels between the rod bundle and the near-wall surface was higher than that of the channels between the rod bundles, and there were differences in the flow patterns as well. McClusky et al. (2002) determined that sub-channel heat transfer is mainly influenced by mixed and interlaced flows. Although the experimental measurements were unsatisfactory due to the shortcomings of the experiment itself, the study still has an important academic value. In the current experimental research, laser Doppler velocimetry (LDV) and particle image velocimetry (PIV) measurements were heavily used because of the high accuracy of measuring the flow field parameters in the fuel assembly. Based on the 4 × 4 rod bundle geometry model with the spacer grid (mixing wing only) in the rectangular frame, Shen et al. (1991) used LDV to measure the crossflow downstream of the spacer grid in the center of the sub-channel and the transverse flow in the gap between fuel rods. This study shows that the turbulence intensity downstream of the spacer grid decays to almost zero at 21Dh, and the greater the angle of the mixing vane, the stronger the crossflow is formed. By using 1-D LDV measurement, Yang and Chung (1996) and Yang and Chung (1998) characterized the variation trend of axial velocity upstream and downstream of fuel assembly with the 5 × 5 rod bundle and the turbulent flow between rod bundles and then explained the turbulent kinetic energy caused by the spacer grid and the physical phenomenon of gradual attenuation of turbulent intensity along the downstream of the spacer grid. The results show that turbulent swirl flow and forced swirl flow occur at 10Dh and 20Dh downstream of the grid, respectively, and the swirl factor reaches the maximum near the spacer grid. Through the flow field downstream of the grid measured by the LDA system, Han et al. (2009) studied the traditional split vane and the new series arranged mixing vane. It shows that the vortex generated by the split mixing vane usually reaches the maximum at 4–5Dh and then decays rapidly, and the strong swirl flow generated by the new mixing vane can last up to 20Dh. The flow field distribution in the rod bundle channel upstream and downstream of the spacer grid was, respectively, measured with PIV by Dominguez-Ontiveros et al. (2009), Dominguez-Ontiveros et al. (2012), Conner et al. (2013), and Dominguez-Ontiveros and Hassan (2014). The research team has carried out a lot of research work on different rod bundle channels with spacer grids in recent years. They used DPIV and MIR methods to capture the distribution of the flow field in the rod bundle. They deeply analyzed the changes of the flow field before and after the spacer grid and also measured the changes of velocity in the 5 × 5 rod bundle channel and the changes of the turbulent flow pattern and mainstream velocity in the 3 × 3 rod bundle channel. The results show that the vortex decreases gradually downstream of the spacer grid due to interaction between the vortex, which can be used for the validation of the computational fluid dynamics (CFD) calculation. In recent years, with the development of experimental technology, many researchers began to pay attention to the two-phase flow characteristics of the coolant in fuel assemblies. Pham et al. (2014; 2015) used a high-speed camera to study the cross-sectional characteristics of the swirl flow in a 3 × 3 rod bundle channel, which revealed the whole change process of the swirl flow. Arai et al. (2012) studied the cavitation behavior and the two-phase flow behavior of the sub-channel in a 10 × 10 rod bundle channel, measured the void fraction and bubble velocity with the advanced cavitation detection system, and established the dynamic behavior of two-phase flow along the flow direction. Cho et al. (2011) studied the change of droplets in the 6 × 6 rod bundle channel when passing through the spacer grid as well as clarified the process of breaking into smaller droplets after droplet entrainment. By observing the characteristics of two-phase flow in a single channel, Liu et al. (2021) studied the effect of the spacer grid on the bubble behavior and the critical heat flux (CHF). Ren et al. (2018a), Ren et al. (2018b), and Ren et al. (2021) carried out the air–water two-phase flow experiment and determined the distribution characteristic of the two phases in the rod bundle channel by using a miniaturized four-sensor conductivity probe (MFSCP).
Since the experimental method has many limitations in the research of the spacer grid, most of the research is still based on numerical methods. Navarro and Santos (2011) studied the hydraulic performance of the 5 × 5 fuel assembly with a split vane spacer grid. The results showed that the numerical results were in good agreement with the experimental values, which confirmed the feasibility of using the numerical method to study the fuel assembly. Cinosi et al. (2014) used STAR-CCM + software to compare the velocity values measured in the experiment with the results calculated by the four turbulence models. It was considered that the standard k–epsilon, k–omega, and Reynolds tress turbulence models could predict the distribution of average velocity, and the difference between the simulation results of the standard k–ε model and the experimental values was the smallest. Also using STAR-CCM + software, Podila and Rao (2016) used the realizable k–ε, k–ω SST, and Reynolds stress models to simulate 5 × 5 rod bundles with a split spacer grid. The results showed that the axial velocities calculated by the three turbulence models were close to the experimental results, but the turbulence intensity obtained by the realizable k–ε model is the closest to the experimental measurement value. Caraghiaur et al. (2009) studied the turbulent flow behavior in the rod bundle with a spacer grid. The result shows that the turbulence intensity downstream of the spacer grid in the sub-channel gradually decreases to less than the one upstream of the grid, then continues to increase until the distance between the two grids is the largest, and then decreases again. However, there is no such sudden increase in the turbulence intensity in the side channel and corner channel, and there is only a little increase when flowing after the mixing vanes. Liu and Ishiwatari (2013) studied the single-phase flow behavior of the sub-channel center under unsteady conditions. The results show that the geometric structure of the sub-channel center, the gap width between fuel rods, and the size of fuel rods have a great influence on the flow. Agbodemegbe et al. (2015; 2016) studied the influence of mixing vanes on crossflow according to the velocity changes of fluid along the deflection direction of vanes as well as in the transverse and axial directions. By comparing with the experimental data, the authors believed that the realizable k–ε model could not accurately predict the velocity fluctuation and established a model to calculate the crossflow resistance coefficient. Liu and Ferng (2010), Chen et al. (2014), and Lin et al. (2014) carried out in-depth research on the thermal-hydraulic characteristics of the spacer grid using the CFD method and studied the single-phase flow and heat transfer of the spacer grid with single-channel and the 5 × 5 rod bundle channel with spacer grid, respectively. The study of heat transfer characteristics in a single channel shows that the grid with mixing vanes has a great influence on flow and heat transfer. The comparison between the calculated Nusselt number and the experimental value shows that the numerical method can be used to study the thermal-hydraulic characteristics in fuel assemblies. At the same time, the study also analyzed the thermal-hydraulic characteristics of the rod bundle channel under the condition of non-uniform heating. The results show that there is no obvious difference between the steady-state calculation and the unsteady-state calculation of the 5 × 5 rod bundle channel, and the SST k–ω turbulence model is suitable for the geometric structure. Based on the comparison results of the Nu number downstream of the grid and in the circumferential direction of the fuel rod, it is found that the flow characteristics are the main factors that determine the law of heat transfer. Bakosi et al. (2013) used large eddy simulation (LES) to study the turbulence and mechanical behavior in a single channel. The study shows that LES is suitable for studying the wear between fuel rods and grids. Anglart and Nylund (1996) and Anglart et al. (1997) studied the axial and transverse void distribution in the sub-channel and predicted the variation trend of vapor and liquid flow fields in two-phase flow. Considering the influence of buoyancy drift in the rod bundle channel, Carlucci et al. (2004) explained the relationship between swirl flow in turbulence under the single-phase and two-phase conditions. Yang et al. (2021) proposed a multiphase flow model based on the Euler equation, studied the axial distribution of thermal-hydraulic parameters of subcooled boiling in the 3 × 3 rod bundle channel, and obtained the conclusion that the heat transfer characteristics of the coolant will be significantly reduced when the deflection angle of mixing vanes is greater than 30°. Wang et al. (2020), Khan et al. (2020), and Zhang et al. (2022) have also developed and applied the high fidelity thermal-hydraulic models using the CFD method to analyze flow and heat transfer characteristics of the rod bundles.
Currently, most of the CFD research work is based on the single-phase condition for the thermal-hydraulic characteristics of the rod bundle with the spacer grid. Considering the two-phase flow, especially the two-phase flow under boiling conditions, the two-phase calculation model and the boiling phase transition model needs to be further improved. The CFD calculation results of the single-phase flow in the complex fuel assembly with the grid have limited guidance for the design of the fuel assembly. In addition, the calculation results of single-phase flow cannot reflect the real two-phase flow, especially the distribution characteristics of the void fraction in the fuel assembly and the influence of void fraction distribution characteristics on the critical heat flux. Therefore, it is of great significance to study the two-phase flow in the fuel assembly based on the CFD method (Wang et al., 2021).
In this article, the two-phase flow model and the boiling phase transition model for the complex fuel assembly are first established. Second, based on the CFD method to calculate the two-phase flow in the fuel assembly, the two-phase flow behavior characteristics, including the mixing characteristic of the spacer grid, the secondary flow evolution, the sub-channel characteristics as well as the void fraction distribution characteristics, and their influence on the CHF are studied. The quantitative analysis of the flow parameters will provide theoretical support for the thermal design of the fuel assembly.
2 GEOMETRIC MODEL AND NUMERICAL METHOD
2.1 Geometric Model and Boundary Conditions
The geometric configuration used in this article is a 5 × 5 rod bundle channel with a spacer grid as shown in Figure 1, and the fuel assembly is placed in a 65 mm × 65 mm rectangular frame. The total length of the fuel assembly is 283.8 mm, including the length of the spacer grid downstream and upstream as 228 and 22.8 mm, respectively, and the spacer grid of height 33 mm. A total of 25 fuel rods were used in the fuel assembly with an outer diameter of 9.5 mm, and the rod bundle hydraulic diameter (Dh) is 11.4 mm. The rod bundle with spacer grid is divided into different sections along the flow direction, for which the distance is shown in Table 1. The geometry structure of the spacer grid is very complex, which consisted of dimples, springs, and mixing vanes. On the one hand, the springs and dimples can clamp fuel rods to prevent sloshing. On the other hand, these structural components will produce a very strong secondary flow. Furthermore, the mixing vanes can induce secondary flow intensity, which affects the phase distribution characteristics of the two-phase flow downstream of the spacer grid in the fuel assembly.
[image: Figure 1]FIGURE 1 | Structure of the rod bundle with spacer grid and arrangement of the rods.
TABLE 1 | Distance of different cross sections.
[image: Table 1]The iterative method of pressure coupling velocity field is performed in this study. The boundary conditions involved are shown in Table 2. A uniform velocity inlet with a mass flow rate of 1990 kg/m2 s is considered, a pressure (12.5 MPa) outlet boundary condition is used for the outlet, the inlet temperature and inlet average void fraction are set to 601 K and 0.39, respectively, and the wall boundary is a no-slip boundary condition. Due to the power distribution of the fuel rods in a nuclear reactor are not uniform, the different heating power of fuel rods is imposed as shown in Figure 1, in which the heating power is 2,100 kW/m2 for the 16 fuel rods (No. 1–16) outside the fuel assembly and 1,600 kW/m2 for the 9 fuel rods (No. 17–25) inside.
TABLE 2 | Operating conditions in two-phase flow.
[image: Table 2]2.2 Mathematical Model
2.2.1 Turbulence Model
For most research on flow and heat transfer characteristics in fuel assemblies, the turbulence model generally uses the Reynolds-averaged Navier–Stokes equations due to the complexity of the geometric model. By comparing the experimental measurements with the numerical results, the standard k–ε model can predict the mean velocity better (Cinosi et al., 2014), while the realizable k–ε model calculates the turbulence intensity closer to the experimental measurements (Podila and Rao, 2016). The author of this article concluded that the RNG k–ε model is more suitable for the current calculation conditions through a comparative analysis between the sub-channel temperature obtained by experimental measurements and the results calculated by different turbulence models in previous studies (Chen et al., 2016). In addition, the flow and heat transfer characteristics downstream of the spacer grid under single-phase conditions have been investigated. This article is a further discussion of the thermal-hydraulic characteristic of the downstream of spacer grid under two-phase conditions based on the previous study; therefore, the turbulence model, mesh analysis, near-wall treatment, and numerical solution involved in this study are the same as in the article (Chen et al., 2016) and no longer described in this article. Thus, the RNG k–ε model is used for the flow field and temperature distribution inside the rod bundle. In the present study, Fluent software is adopted to solve nonlinear equations.
2.2.2 Mixture Model
Considering that the void fraction in fuel assembly exceeds 10% and the vapor–liquid interface is not required to be tracked, the mixture model is selected to solve the mass, momentum, and energy conservation equations of vapor–liquid two-phase flow in rod bundles. Although the Eulerian model considers the flow of the vapor phase and the liquid phase, it requires huge computational resources and is more difficult to converge. Therefore, the mixture model is applied to calculate the two-phase flow of fuel assemblies with a spacer grid in this article.
Mixture model continuity equation:
[image: image]
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where [image: image] and [image: image] are average mass velocity and mixture density, respectively, and [image: image] is the volume fraction of the [image: image] phase.
Mixture model momentum equation:
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where [image: image] is the drift velocity of the [image: image] phase and [image: image] is the mixture viscosity.
Mixture model energy equation:
[image: image]
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where [image: image] is the effective thermal conductivity and [image: image] is the turbulent heat conduction. For incompressible phase: [image: image].
Volume fraction equation for the secondary phases:
[image: image]
2.2.3 Boling Model
As the heating power increases, fine vapor bubbles start to form on the fuel rod surface and gradually grow into big bubbles on the rod bundle surface. The continuous big bubble separates the heated wall surface from the liquid phase, making a liquid film appear between the big bubble and the heated wall surface. The heated wall delivers energy to the bubble by heat transfer through the micro-layer liquid film, while the vapor–liquid interface transfers energy through convective heat transfer. For the mass transfer process, the vapor generation rate due to the phase change will be calculated based on the energy balance. Therefore, in this article, the process of mass and energy transfer of the phase transition is implanted into the CFD codes through user-defined function (UDF) by considering the heat and mass transfer at the bubble contact area and the phase interface to realize the numerical analysis of the two-phase flow and obtain the phase distribution characteristics in the fuel assembly. The mathematical equations for the mass and energy transfer between phase interfaces during the phase transition are described as follows:
The mass source by phase transition [image: image] is defined as
[image: image]
where the vapor generation rate on the heated wall [image: image] and the vapor generation rate on the liquid–vapor interface [image: image] are defined separately for
[image: image]
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where [image: image] is the density of the liquid phase, [image: image] is the specific heat capacity of the liquid phase, [image: image] is the superheat of the vapor–liquid interface grid, [image: image] is the liquid phase volume of cell volume, [image: image] is bubble relaxation times, [image: image] is the heat transfer of cell by the heating wall, [image: image] is an area of wall grid, and [image: image] is the latent heat of vaporization.
3 SIMULATION RESULTS AND DISCUSSION
When the coolant flows through the fuel assembly with the spacer grid, it is affected by the spacer grid belts, springs, dimples, and mixing vanes, which will result in a very strong swirl flow in the lateral direction. Due to the guidance of the design, the mixing of the coolant by the mixing vanes will lead to regular secondary flow [image: image] downstream of the spacer grid. The strength and the attenuation rates of the secondary flow at the downstream of the spacer grid play an important role in the cooling of fuel assemblies and have a great impact on the accumulation of vapor on the surface of fuel rods. In addition, the secondary flow intensity is also defined (Busco and Hassan, 2018) as Eq. 13. As shown in Figure 2, the simulation values of secondary flow intensity are compared with the experimental data measured by Xiong et al. (2020) and Busco and Hassan (2018). It is observed in the figure that the variation trends of CFD simulation and experimental data are similar for secondary flow intensity. However, the downstream secondary flow intensity decreases more slowly in this study, and it is about 0.1 in the type A spacer grid at 18Dh, while the secondary flow intensity already falls to approximately 0.05 in the study of Xiong et al. (2020)and Busco and Hassan (2018).
[image: image]
[image: Figure 2]FIGURE 2 | Comparison of simulated and experimental secondary flow intensity.
In this article, the effect of spacer grids on the mixing characteristics of two-phase flows in fuel assemblies, especially the evolution of secondary flow between channels after passing through the spacer grid is investigated. Then, the trends of secondary flow and void fraction in different sub-channels under boiling conditions as well as at the downstream of two different spacer grids are compared. Consequently, the swirl capacity of the mixing vane is quantitatively evaluated.
3.1 The Mixing Characteristics of Spacer Grid With Boiling
3.1.1 The Secondary Flow Distribution Characteristics
Based on the secondary flow distribution under boiling conditions shown in Figure 3, it can be found that a strong secondary flow begins to appear at the root of the mixing vane and is located in the inclined direction of the mixing vanes. On the contrary, there is no strong secondary flow in the opposite direction. The phenomenon shows that the secondary flow is mainly caused by the mixing vanes, and the direction of the mixing vanes will directly determine the location of the strong vortex. Comparing the secondary flow on the cross sections at 1Dh, 8Dh, and 18Dh, once the coolant flows through the grid region, the fluid mixing and pulsation between different sub-channels makes a non-uniform distribution of the secondary flow intensity downstream of the spacer grid as shown in Figure 4, and different sub-channels will be affected by the energy and mass exchange as well as the wall effects. Because the wall effects of the side sub-channel and corner sub-channel are more obvious than those of the middle sub-channel, the secondary flow of the side sub-channel and middle sub-channel will be smaller. In addition, because of the flow resistance of fuel rods and no further excitation of mixing vanes, the secondary flow continues to weaken at the downstream of the whole spacer grid. As shown in Figure 3, the maximum secondary flows of 1Dh and 18Dh downstream of the grid are 1.7 m/s and 1.1 m/s, respectively. According to the aforementioned analysis, the lateral flow of the flow field downstream of the grid is mainly caused by the mixing vanes, while the structure and arrangement of the mixing vanes have a significant influence on the distribution and intensity of the secondary flow downstream of the grid. However, the influence disappears in a certain distance, and the secondary flow distribution downstream of the grid presents an asymmetric morphology.
[image: Figure 3]FIGURE 3 | Cross-sectional profile of secondary flow along axial direction.
[image: Figure 4]FIGURE 4 | Flow direction diagram of secondary flow and sub-channel number.
In the analysis of the thermal-hydraulic characteristics in the rod bundle channel, the flow field on the cross section along the flow direction cannot fully express the local characteristics, but the changing trend of the flow pattern in the sub-channel can truly reflect the heat transfer characteristics of the internal flow. Meanwhile, the flow field on the surface of the fuel rod is also selected to study its importance on the critical heat flux. In this article, the average secondary flow evolution in adjacent sub-channels and on the fuel rod surfaces is analyzed, and the selected sub-channels and fuel rods are shown in Figure 4. Since the sub-channel data cannot be extracted by the original calculation software, they are obtained by UDF.
According to the arrangement of mixing vanes of the current spacer grid, three sub-channels, including two middle sub-channels (21 and 33) and one corner sub-channel (1), and the surfaces of three corresponding fuel rods (9, 21, and 25) are selected as the research objects. The secondary flow curves along the axial direction in the three sub-channels and on fuel rod surfaces are shown in Figure 5. As one can see, the secondary flow along the axial direction shows a similar trend for both the sub-channel and the fuel rod surface roughly. The largest secondary flow all appears at the top of the mixing vanes and then gradually attenuates along the downstream of the grid, while the secondary flow at the root of the mixing wing is about 1 m/s, which indicates that the springs and dimples in the spacer grid will also cause the transverse mixing of the coolant. For different sub-channels, the secondary flow of the corner channel is only caused by a single vane and limited by the casing tube, while in the middle channels it is affected by a pair of mixing vanes. The secondary flow in the corner channel at the upstream and downstream of the spacer grid is smaller than that in the other two middle channels. The secondary flow in the corner channel does not decay and fluctuates after 6Dh. This phenomenon mainly lies in the fact that the corner channel is influenced by the wall channel downstream of the grid. For the middle channel, sub-channel 33 is more obviously affected by the transverse pulsation of the surrounding sub-channel flow field than sub-channel 21, so the secondary flow of the former is a little larger than that of the latter before 12Dh. Since the arrangement of the mixing vanes around fuel rod 9 is different from that of fuel rod 21 and fuel rod 25, the secondary flow velocity at the upstream and downstream of the mixing vanes on the surface of fuel rod 9 is greater than that of the other two, and its attenuation rate is also greater. The data analysis shows that the secondary flow in the fuel assembly is mainly caused by the mixing vanes in the spacer grid and attenuates gradually after passing through the grid, but there are differences in the changing trend between different sub-channels.
[image: Figure 5]FIGURE 5 | Distribution of secondary flow along axial direction in the sub-channel and around the fuel rod.
3.1.2 The Vapor-Phase Distribution Characteristics
The boiling crisis is usually under a low void fraction in a pressurized water reactor. In this case, the accumulation of the vapor phase on the surface of the fuel rod and the formation of a vapor film are the key influencing factors for DNB. The phase distribution characteristics of boiling two-phase flow are revealed at the downstream of spacer grid with mixing vanes, and the accumulation degree of vapor on the surface of different fuel rods after passing through the spacer grid is quantitatively studied. Figure 6 shows the vapor phase distribution clouds at the root of the mixing vane, 1Dh, 8Dh, and 18Dh. The vortex at the root of the mixing vane makes the vapor phase involved in the vortex center, resulting in more obvious vapor accumulation around the mixing vanes. With the increase of vortex intensity and bubble growth along the axial direction, more vapor phase is brought into the vortex center along the flow direction, making the vapor phase gather in the center of the sub-channel. However, after 1Dh downstream of the grid, the decrement of vortex intensity and the development of secondary flow lead to non-uniform distribution of vapor phase distribution. Taking fuel rod 14 as an example, the local extreme value of the void fraction on the fuel rod surface is continuously changed along the axial direction due to the influence of secondary flow, and the changing direction of the void fraction is the same as that of secondary flow. Combined with the secondary flow distribution diagram shown in Figure 4, it can be seen that the more uniform distribution of secondary flow around the fuel rod corresponds to a more uniform distribution of the vapor phase because the uniform transverse flow field around the fuel rod will not make the vapor phase stay in this region. As shown in Figure 7, the variation trend of the void fraction increases gradually along the axial flow direction. However, since the secondary flow in the corner channel is larger than that in the middle channel after 12Dh, its void fraction becomes smaller. At the downstream of the spacer grid with mixing vanes, a part of the vapor phase is taken away from the center of the sub-channel and the rest accumulates on the surface of the fuel rod, when it is mixed by the transverse flow. As the transverse mixing capacity decreases gradually along the flow direction, the vapor phase accumulation phenomenon is more obvious in the area far from the downstream of the grid.
[image: Figure 6]FIGURE 6 | Variations of vapor-phase distribution along axial direction.
[image: Figure 7]FIGURE 7 | Average void fraction along axial direction in the sub-channel and around the fuel rod.
3.2 Comparison of Mixing Characteristics of Different Types of Spacer Grids
3.2.1 The Secondary Flow Distribution Characteristics
The geometric structure of the spacer grid, especially the arrangement and guidance of its mixing vanes, has a very important influence on the mixing characteristics of the spacer grid. To fully verify the mixing characteristics caused by the spacer grid, it is necessary to analyze the influence of the mixing vane arrangement of the spacer grid on the secondary flow and phase distribution. In this article, two different types of spacer grids are taken as the research objects, and their structures are shown in Figure 8. The type-A grid and the type-B grid have different arrangements of mixing vanes around external fuel rods.
[image: Figure 8]FIGURE 8 | Structure of the spacer grids (A) and (B).
From the curves of secondary flow and axial velocities for the cross section along the axial direction in Figure 9, one can see that they increase and then decrease along the flow direction, the maximum value of secondary flow appears at the top of the mixing vanes, and the maximum value of axial velocities appears at the bottom of the spring. The difference in axial velocity between the two types of grids is greater than that in secondary flow. Due to the differences in the arrangement and guidance of the mixing vanes in the two spacer grids, a stronger disturbance occurs in the type-B grid. The larger secondary flow after the grid strengthens the interaction between the lateral flow fields, resulting in a greater decay rate of the mixing flow caused by the mixing vanes of the type-B grid than that of the type-A grid, especially the secondary flow is smaller than that of the type-A after 12Dh downstream of the grid. Because of different mixing capacities and different secondary flows, the axial velocity of the type-B grid is smaller than that of the type-A grid while downstream is reversed. By comparing the secondary flow and axial velocities of the two-type grids in the flow direction, it can be seen that the type-B grid results in a stronger mixing rate than the type-A grid.
[image: Figure 9]FIGURE 9 | Distribution of velocity along axial direction for different types of the spacer grid.
As shown in Figure 10, for the type-A grid, the trends of the secondary flow in the two middle sub-channels are the same, and both of them have smaller secondary flow before 12Dh downstream of the grid than that of the type-B grid, while it is larger in the latter half downstream of the grid than in the type-B grid. Such a trend is consistent with that of the cross-sectional secondary flow. Although the decay rate of the type-A grid is greater in the middle section downstream of the grid in the corner channel, the secondary flow is still greater in the latter half of the downstream section of the grid than in the type-B grid. The same trend can be seen in the secondary flow variation near the fuel rods, where the trend of the type-A grid is larger than that of the type-B grid in all the latter half of the downstream parts of the grid. Based on the analysis of the changing trend of the secondary flow on the surface of fuel rod 21 and fuel rod 25, the difference of the secondary flow after 12Dh is strong due to the different guidance of the mixing vanes. Therefore, the influence distance of the type-A grid downstream of the grid is farther than that of the type-B grid, which might be associated with the direction of the induced secondary flow and the effect of the casing tube. In summary, the mixing vane leads to strong secondary flow. The arrangement and guidance of different mixing vanes have a great impact on the secondary flow downstream of the grid. The patterns of secondary flow between the same sub-channels are different, but the change trends are consistent with the cross-sectional average one. The secondary flow can maintain larger values at locations further from the grid, but the distance of influence is limited, which will have an important impact on the suppression of boiling crisis occurrence.
[image: Figure 10]FIGURE 10 | Distribution of secondary flow along axial direction in the sub-channel and around the fuel rod.
3.2.2 The Vapor-Phase Distribution Characteristics
The variation of the secondary flow directly affects the degree of vapor phase accumulation on the fuel rod surfaces. Since the secondary flow has a large effect on the vapor phase distribution and a limited effect on the average void fraction at the cross-section, the difference in the average void fraction distribution between the two types of grids is small upstream of the spacer grid and inside the grid. However, for different fuel rod surfaces, the degree of vapor accumulation is different due to the influence of different secondary flows around the fuel rods. As shown in Figures 11, 12, the void fraction distribution of the two types of the grid shows different changes, especially at the top of the mixing vane. The vapor phase of the type-A grid is more concentrated in the center of the channel, while the vapor phase of the type-B grid is concentrated on the surface of the fuel rod and the vapor phase accumulation is more pronounced at 18Dh. In contrast, the secondary flow of the type-A grid does not decay significantly after 12Dh, so the vapor phase distribution on the fuel rod surface is more uniform at the 18Dh position. To deeply analyze the vapor phase distribution characteristics downstream of the two grids, the void fraction of different fuel rods and sub-channels of the two types of grids were compared and analyzed. It can be seen from Figure 13 that the void fraction increases gradually in the flow direction, both in the sub-channels and around the fuel rods. However, since the secondary flow of the type-B grid is smaller than that of the type-A grid, its void fraction is overall larger than that of the type-A grid, and such a trend is consistent with the variation of the average void fraction of the cross section along the flow direction. Through the analysis of the void fraction of different sub-channels, it can be seen that whether the sub-channel or the fuel rod surface is selected as the analysis object, and there is no difference in the variation trend of the void fraction.
[image: Figure 11]FIGURE 11 | Variations of vapor-phase distribution at different axial cross sections.
[image: Figure 12]FIGURE 12 | Average void fraction of cross sections along axial direction.
[image: Figure 13]FIGURE 13 | Average void fraction of cross sections in the sub-channel and around the fuel rod along axial direction for different spacer grids.
4 CONCLUSION
In this article, a multiphase flow model coupling boiling model based on thermal equilibrium was applied to investigate the two-phase flow characteristics in a 5 × 5 rod bundle with a spacer grid. The analysis of secondary flow and vapor phase distribution at different axial positions was carried out, including sub-channels, fuel rod surface, and cross sections. The main conclusions are listed as follows:
• The secondary flow is mainly caused by mixing vanes; the springs and dimples can induce a secondary flow of about 0.25 m/s, and the difference of secondary flow before and after the grid is about 0.64 m/s. The intensity and flow direction of secondary flow lead to the different distribution of the vapor phase on the fuel rod surface. Furthermore, the uniformity of secondary flow also has a great influence on the vapor accumulation of the fuel rod surface.
• Comparing two different types of spacer grids, the secondary flow of the type A spacer grid is greater after 12Dh than that of the type B spacer grid both in the sub-channel and around the fuel rod. The vapor phase of the type B spacer grid is easier to accumulate on the surface of fuel rods, and the average void fraction of the type A spacer grid is generally less than that of the type B spacer grid.
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In nuclear reactor safety research, the countercurrent gas-liquid two-phase flow in the hot leg of a pressurized water reactor (PWR) has attracted considerable attention. Previous work has proven that the algebraic interfacial area density (AIAD) model implemented in ANSYS CFX can effectively capture the gas-liquid interface and avoid the loss of information regarding the interfacial structure, which occurs after phase averaging in the Euler–Euler two-fluid approach. To verify the accuracy of the AIAD module implementation in ANSYS Fluent, the model based on the experimental data from the WENKA facility is validated in this work. The effects of the subgrid wave turbulence model, turbulence damping model, and droplet entrainment model are simultaneously investigated, which have been shown to be important in the previous work with CFX. The results show that the simulations are considerably and significantly deviate from the experiments when the turbulence damping is not considered. The free surface modeling of two-phase flow can be optimized by using the droplet entrainment model. The consistency between the simulation and experimental results is not enhanced after the subgrid wave turbulence model is adopted. Further investigations regarding the implementation of the subgrid wave turbulence model are necessary.
Keywords: thermal hydraulics, two-phase flow, AIAD, CFD, subgrid wave turbulence, droplet entrainment, turbulence damping
1 INTRODUCTION
Multiphase flows are widely encountered in natural and industrial applications. In the nuclear reactor safety domain, the countercurrent gas-liquid two-phase flow in the hot leg of a pressurized water reactor (PWR) has been the focus of the research community for several decades. The behavior of countercurrent two-phase flows, which can be accurately predicted through three-dimensional (3D) computational fluid dynamics (CFD) codes, has critical implications for the safety and efficiency of the associated processes. CFD is widely used in many fields, such as evaluation of steam condensation heat transfer effects (Bian et al., 2018; Bian et al., 2019) and aerodynamic design of aircraft (Yang and Yang, 2012), etc., ANSYS Fluent is a commercial CFD software application that is highly universal and contains a variety of optimized physical models. In ANSYS Fluent, a broad range of mathematical models for multiphase phenomena is available, and the software can model complex geometries that are being increasingly used in both engineering practice and academic research (ANSYS Fluent, 2019). In horizontal gas-liquid two-phase flows, the key flow regimes pertain to smooth stratified flow, wavy flow, slug flow, and elongated bubbly flow. The different morphologies that occur under slug flow conditions are shown in Figure 1. Mandhane et al. (1974) and Taitel and Dukler (1976) introduced flow maps that can predict the transition between horizontal flow regimes in pipelines.
[image: Figure 1]FIGURE 1 | Different morphologies (Höhne and Mehlhoop, 2014).
With respect to turbulence three types of numerical simulation methods can be used to model free surface two-phase flows (Lakehal, 2002; Bestion, 2012): direct numerical simulation (DNS), large eddy simulation (LES), and the Reynolds average method (RANS). The Navier–Stokes equation can be solved directly using the DNS, the results of which involve all the spatial and temporal scales in turbulent two-phase flows. However, the computational cost of this method is extremely high, which limits its use in industrial applications. The computational costs associated with the LES are smaller; however, considerable resources may be consumed for large-scale and two-phase flows. The theoretical basis of the RANS technique is the Reynolds averaging concept, which represents a relatively effective and feasible solution to engineering problems. The principle of the Euler–Euler two-fluid method is to treat the phases as continuous media that penetrate each other (Porombka and Höhne, 2015). Due to the loss of information regarding the interfacial structure after phase averaging, the influence of the nonresolved small-scale structures of the interface on the mass, momentum, and heat transfer is ignored. Consequently, additional interphase forces must be introduced in the form of source terms to restore the gas-liquid interaction law in the Euler–Euler model.
To increase the accuracy of interfacial momentum transfer modelling under the Euler–Euler framework, it is necessary to select adequate force models, therein interphase drag is dominant. Several empirical correlations have been proposed for the estimation of drag coefficient, and their predictability is affected by various factors such as bubble size, aspect ratio, material properties as well contaminants. A generic model is still missing, especially in the case of complex flow conditions encountered in technical applications, where a hybrid model is often necessary (Tas-Koehler, et al., 2021). Researchers have proposed several techniques to ensure the applicability of their correlations under various hydrodynamics (Lockhart and Martinelli, 1949; Kim et al., 1985), for example, by including the particle Reynolds number, Eotvös number and Morton number as parameters (Ohnuki et al., 1988; Tomiyama et al., 1998). The parameter method based on empiricism is often limited by the form of the flow region, that is, a certain drag coefficient correlation is only suitable for a specific type of flow (Porombka, 2015). To overcome this limitation, Yao et al. (2005) and Coste (2013) proposed a local drag model to calculate the interfacial friction in two-phase flows involving large interfaces by estimating the position of the interface and applying a wall function on it. Moreover, Höhne and Vallée (2009), Höhne and Vallée (2010) presented the algebraic interfacial area density (AIAD) model, which enables the use of different models to calculate the drag force coefficient and interfacial area density for different flow patterns. In this method, an interfacial drag coefficient is directly calculated from the shear stress distribution at the stratified gas-liquid interface. The AIAD method has been successfully applied to simulating the countercurrent flow in the hot leg of a PWR (Höhne et al., 2011; Höhne et al., 2020).
Within the RANS Euler–Euler framework, the influence of turbulence must be modeled using a specific closure law. In terms of the introduction of two-equation turbulence models to the governing equation, Porombka and Höhne (2015) verified that the k–ω turbulence model was less sensitive to grid refinement and significantly enhanced the agreement with the experimental liquid levels. Moreover, the authors validated that near interface turbulence damping is indispensable for simulating the horizontal stratified flow. Another improvement is to consider the turbulent influence exerted by subgrid waves created by Kelvin–Helmholtz instabilities, which are smaller than the grid size. Höhne and Mehlhoop (2014) confirmed that the subgrid wave turbulence (SWT) model can enhance the processing capacity of the AIAD model for the physical process of the two-phase flow. In addition, Höhne and Hänsch (2015) previously proposed a new droplet entrainment model inside the AIAD framework to describe the droplet formation process. The simulation with the droplet entrainment model can reproduce the slug formation and propagation behavior observed in the experiment, and the model can be directly applied for industrial cases. The above developments have been implemented and tested in ANSYS CFX, while in the past years they were transferred to ANSYS Fluent. A comparative study of the model against experimental data and previous CFX studies is necessary for checking the implementation. This study focuses on modelling horizontally stratified two-phase flows in the hot leg of a PWR with the AIAD model in ANSYS Fluent.
This paper aims to provide additional levels of simulation support for the use of the AIAD method. The simulation results and experimental data for validation are derived from Porombka and Höhne (2015) and Höhne and Porombka (2018), whose studies were based on ANSYS and Stäbler et al. (2006) and Stäbler (2007), who conducted experiments at the WENKA facility, respectively.
2 MATHEMATICAL FORMULATION
2.1 Basic equations
The CFD simulation of free surface flows can be performed using the multi-fluid Euler–Euler modeling approach available in ANSYS Fluent. A detailed derivation of the governing equations can be found in Ishii and Mishima (1984). The continuity and momentum equations have the following form.
[image: image]
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where [image: image] is the gas void fraction, [image: image] the density, u the velocity vector. The subscript i = G denotes the gas phase and i = L the liquid phase. The terms on the right-hand side of Eq. 2 represents the pressure gradient, the viscous stress, the gravity force, and the interfacial forces. For interfacial forces, here only the drag force FD is considered. In the viscous stress term, [image: image] is the effective viscosity of phase i, which is the summation of the molecular viscosity and turbulent viscosity.
To obtain a closed equation system, a turbulence model must be supplemented for the determination of fluctuations. In this paper, the shear stress transport (SST) k–ω model is adopted to predict the turbulence parameters in a countercurrent free surface flow, which is less sensitive to grid refinement than the other two-equation turbulence models. Details regarding the model can be found in the work of Menter (1994).
2.2 AIAD model
The AIAD model has been depicted by previous researchers, so a brief description is given here. According to the flow condition, three regime forms—namely, bubbly flow, droplet flow, and free surface flow can be present in the domain. The AIAD approach identifies the local flow form firstly and selects suitable models to calculate the drag coefficient and the interfacial area density. Blending functions based on the volume fraction for droplets, bubbles, and free surface morphologies (fD, fB, and fFS) are used to realize the switch between the models. They are defined as
[image: image]
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where [image: image] and [image: image] are the volume fractions of the liquid and gas phases, [image: image] and [image: image] are the blending coefficients for droplets and bubbles, respectively. In addition, [image: image] and [image: image] are the volume fraction limiters of the droplet flow and bubble flow. The default values of [image: image] = [image: image] = 50 and [image: image] = [image: image] = 0.3 are used in this study. When the gas phase volume fractions are [image: image] < 0.3 and [image: image] > 0.7, the flow is a bubbly flow and droplet flow, respectively. Otherwise, the flow is free surface flow, as shown in Figure 2.
[image: Figure 2]FIGURE 2 | Morphology recognition of the AIAD model.
2.2.1 Drag force and interfacial area density
The drag force FD is the shear force generated at the phase interface due to the relative velocity between the gas and liquid, which is affected by the contact area, fluid density, and other factors. In this paper, the classical AIAD model is used to model the drag force of a gas-liquid two-phase flow:
[image: image]
where A is the interfacial area density, CD is the drag force coefficient, and U is the relative velocity of the two phases. When the local flow field is a droplet flow or a bubble flow, [image: image] is the density of the liquid or gas phase (continuous phase). In addition, [image: image] is the average of the gas density [image: image] and liquid density [image: image] in the case of free interfacial flow:
[image: image]
The bubbles and droplets in the AIAD approach are regarded as regular spheres with a constant diameter, represented as dB and dD, respectively. The interfacial area density AD for the droplet flow is calculated as
[image: image]
where [image: image] is the liquid volume fraction. The same method is used to address the bubbly flow:
[image: image]
where AB is the interfacial area density of the bubbly flow.
[image: image]
[image: image]
The interfacial area density of the free interfacial flow, AFS, is defined as the magnitude of the volume fraction gradient of the liquid phase, and n is the normal vector of the free surface.
[image: image]
The local interfacial area density A is calculated as the sum of AFS, AB, and AD, weighted by the blending functions fFS, fB, and fD.
In the Euler multiphase flow framework, the velocity and turbulence for each phase are described by separate sets of equations. A velocity difference exists between the different phases in the fluids. And the drag force coefficient CD is calculated as
[image: image]
In the range of medium and high Reynolds numbers, the interfacial drag force coefficient of the droplet flow and bubbly flow CD,D/B can be approximated with a constant value of 0.44. For free surface flow, Höhne and Mehlhoop (2014) assumed that the effect of the drag force on both sides of the phase interface was similar to the wall shear force and served to reduce the countercurrent velocity difference between the gas-liquid two phases. In AIAD model, the following formula is used:
[image: image]
where [image: image] and [image: image] are the interfacial friction on the liquid and gas sides, respectively, which are functions of the viscosity of the liquid and gas phases, boundary area, and velocity gradient in the x- and y-directions. U is the relative velocity of the two phases. For more details, the reader is referred to the study of Porombka and Höhne (2015).
2.2.2 Sub-grid wave turbulence model (SWT model)
The small wave created by Kelvin–Helmholtz instabilities that are smaller than the grid size is neglected in traditional two-phase flow CFD simulations; however, the influence of these waves on the turbulence kinetic energy of the liquid side in free surface flow can be significantly large. The interfacial stability of two-phase flow is the result of the interaction of gravity and surface tension. Brocchini and Peregrine, (2001) described a wide range of free surface behavior when turbulence occurs at the interface. The surface behavior depends on two dimensionless numbers, namely, the Weber number ([image: image]) and turbulent Froude number ([image: image], where q is the turbulent velocity. And g, L, and [image: image] represent the gravity, the length scale, and the surface tension coefficient. To clarify the effect of subgrid waves, AIAD considers these dimensionless numbers by delineating a critical region of the parameter space between smooth surfaces and surfaces that are completely disintegrated. The corresponding source term for the SWT was formulated by Höhne and Hänsch (2015) as
[image: image]
where [image: image] is the gradient of the local liquid velocities, and ksw is the turbulent kinetic energy created by the unresolved subgrid waves, which can be defined as
[image: image]
where qu and ql represent the lower and upper bounds of a surface that is no longer smooth and finally disintegrates due to turbulence. They are defined as
[image: image]
[image: image]
where L is a typical length scale of the dominant interface features and gn is the scalar product of the interface normal and gravity. Finally, the source term Pk,SWT is added to the turbulent kinetic energy equations, which are blended only in the vicinity of the free surface by using the blending function.
2.2.3 Droplet entrainment model
In a horizontal two-phase flow, where droplets, bubbles and free surface co-exist (see Figure 1), the entrainment rate is a key parameter that changes the flow characteristics. Under the high gas velocity conditions, the shear stress leads to the deformation of the interface. The interfacial waves generated by the Kelvin–Helmholtz instability are converted into dispersed droplets carried by the gas phase, and the number of droplets increases with the motion of the disturbance waves. Consequently, a portion of the wave disintegrates into several droplets. The breakage depends on the surrounding flow pattern and shape of the interface. Höhne and Hänsch (2015) constructed a droplet entrainment model (DEM) for horizontal segregated flows in the AIAD framework. The new droplet phase has the material properties of the liquid phase, the velocity of which is generally consistent with the gas phase. Considering the DEM, the free surface modeling of the two-phase flow can be optimized.
2.2.4 Turbulence damping model
In free surface flows, a high-velocity gradient exists at the interface between two fluids, which generates high turbulence in both phases. Turbulence damping is needed to be considered for correct modelling of such flows. Thompson and Sawko (2012) investigated the influence of the additional turbulence damping in the interfacial region. Egorov et al. (2004) proposed an asymmetric dampening function within the Euler–Euler framework, in which an extra source term SD was added to the right-hand side of the ω-equation in both liquid and gas phases:
[image: image]
where [image: image] is the vertical grid width to the phase boundary. And β is a constant, set to 0.075. [image: image] is the characteristic size of a grid cell at the phase boundary, and a model coefficient B = 100 is selected according to Egorov et al. (2004). In addition, the interfacial area density AFS in this equation ensures that only the flow in the region near a free surface is affected by turbulence damping.
3 SIMULATION SETUP
The experimental data of the horizontally stratified two-phase flow for validation of the models are obtained from the WENKA facility, as reported by Stäbler et al. (2006), Stäbler (2007). The data correspond to a simplified model of hot leg injection in a PWR, as shown in Figure 3. Water enters from the left side of the rectangular pipe, while air enters from the right side of the pipe, and a splitter plate exists to adjust the liquid level height at the left entrance.
[image: Figure 3]FIGURE 3 | Cross-section of the WENKA test section, from Porombka and Höhne (2015).
ANSYS Fluent 2019R3 is used to perform the two-phase flow simulation, and the AIAD model is implemented for the first time in the form of a beta function. The flow parameters in the experiment are as specified in Table 1, and two measurement positions MP1 and MP2 are considered.
TABLE 1 | Relevant parameters at the inlet and outlet.
[image: Table 1]The inlet boundary conditions are assumed to be a fully developed turbulent channel flow at the air inlet, and a turbulent plane channel flow is assumed at the liquid inlet. The profile that is rescaled and normalized at the gas inlet is derived from the work of Melling and Whitelaw (1976), and a 1/7 power law profile is implemented at the liquid inlet, as indicated by Wilcox (1995). Furthermore, the supercritical flow condition is adopted considering the dimensionless number [image: image] at the water inlet. Therefore, the downstream liquid level rises in this case, and the liquid level at MP2 is higher than that at MP1.
In addition, both the gas and liquid outlets are connected to the external environment involving a constant atmospheric pressure of 0.101,325 MPa. The wall and plates are treated as no-slip boundaries, which indicates that the velocity of the fluid at the wall (or relative velocity) is zero. The meshing of the 3D computational domain is performed using the commercial grid generation software ICEM CFD, which consists of [image: image] block-structured hexahedral cells, as shown in Figure 4. The computational domain includes part of the air inlet and outlet channel to avoid possible backflow at the outlet. In the range [image: image] and near the sharp edges of the water inlet and outlet, the grid is additionally refined by a factor of two.
[image: Figure 4]FIGURE 4 | The sectional view of the computational grid.
The pseudo transient solver is adopted in Fluent in the context of the AIAD; this method adjusts the implicit “under relaxation” of the stationary flow through a physical pseudo time step. The achievement of steady-state flow is determined not only by the residuals but also by the balance of the mass flows at the inlets and outlets. The acceptable difference is 1–3% of the inlet mass flow. This criterion is reached after 250,000 iterations in all runs. The other parameters and numerical discretization methods used in Fluent are shown in Supplementary Appendix Tables SA1,SA2 in the appendix.
4 NUMERICAL RESULTS
Within the scope of the work, four numerical runs are compared based on the experimental data, which consider fully or partly the effects of droplet entrainment, turbulence damping and subgrid wave turbulence discussed above. An overview of the four run configurations is given in Table 2.
TABLE 2 | Overview of the performed simulations.
[image: Table 2]4.1 Mesh sensitivity analysis
Meshing is an integral part of CFD simulations, which directly influences the simulation results. To avoid the influence of the mesh on the results, four mesh resolutions are compared for Run 4. The four meshes are labeled “Mesh 1,” “Mesh 2,” ‘‘Mesh 3,’’ and “Mesh 4,” and the associated parameters are shown in Supplementary Appendix Table SA3 (see the appendix). The sensitivity of the grid is verified by comparing the following variables: the measured mean wave amplitude yd at MP1 and MP2, velocities u, turbulence kinetic energy k, and Reynolds stress components [image: image] of the liquid and gas at MP1.
Figure 5 shows that phase velocities obtained with the coarse meshes, i.e. Mesh 1 and Mesh 2, deviate slightly from those with Mesh 3 and Mesh 4. The deviation decreases from MP1 to MP2. Additional information on the liquid levels is provided in Supplementary Appendix Table SA4 (see the appendix), which shows little deviation under the four investigated grid resolutions.
[image: Figure 5]FIGURE 5 | Comparison of the x-velocity at MP1 and MP2 for the four meshes, (A) the distribution of the x-velocity at MP1, (B) the distribution of the x-velocity at MP2.
The main differences pertain to the turbulent kinetic energy and Reynolds stress component. As can be seen from Figure 6, due to high gradients the region close to the gas-liquid interface is sensitive to mesh refinement. On the gas-phase side, both the turbulent kinetic energy and Reynolds stress are apt to be over-estimated by the coarse mesh. While on the liquid-phase side the turbulent kinetic energy increases with mesh resolution, no consistent trend is observed for the Reynolds stress component. Overall, the result of Mesh 3 is in agreement with that of Mesh 4. Considering the accuracy of the simulation results and finiteness of the computing resources, Mesh 3 is selected to perform the subsequent calculations.
[image: Figure 6]FIGURE 6 | Turbulent kinetic energy (κ) and Reynolds stress component (-ρ<u'v'>) for four meshes at MP1, (A) turbulent kinetic energy distribution of the gas phase, (B) Reynolds stress component distribution of the gas phase, (C) turbulent kinetic energy distribution of the liquid phase, (D) Reynolds stress component distribution of the liquid phase.
4.2 Influence of the inlet conditions
In the experiment, only bulk quantities were specified at the inlets. Therefore, the velocity profiles were assumed according to previous studies. Porombka and Höhne (2015) considered a fully developed turbulent channel flow as a reasonable assumption for the gas inlet and plane turbulent channel flow for the liquid inlet. This condition is referred to as “inlet condition 1”. In this work, another inlet condition referred to as “inlet condition 2” is applied to investigate the influence of inlet boundary conditions in the AIAD model. This condition contains the velocity and turbulence profile obtained by extending the gas and liquid inlet piping in a precursor simulation. The gas and liquid inlets extend by 3,000 and 500 mm, respectively, and the velocity profiles obtained in this way are shown in Figure 7.
[image: Figure 7]FIGURE 7 | Inlet conditions for velocity u, (A) gas inlet, (B) liquid inlet.
No significant difference exists between the two conditions in terms of the velocity profile and gas-phase turbulence parameters, see Figure 8, Figures 9A,B. However, in terms of the turbulence parameter profile on the liquid side, the results under inlet condition 1 are closer to the experimental value, see Figures 9C,D. Therefore, to the best of our knowledge, the assumption of the entry conditions introduced by Porombka and Höhne (2015) is reasonable. Nonetheless, regardless of the two inlet conditions, the simulation results show no complete approximation of the experimental results. Further validation for more suitable entry conditions must be performed in future work.
[image: Figure 8]FIGURE 8 | Comparison of the x-velocity at MP1 and MP2 for four meshes.
[image: Figure 9]FIGURE 9 | Turbulent kinetic energy (κ) and Reynolds stress component (-ρ<u'v'>) at MP1 under different inlet conditions, (A) turbulent kinetic energy distribution of the gas phase, (B) Reynolds stress component distribution of the gas phase, (C) turbulent kinetic energy distribution of the liquid phase, (D) Reynolds stress component distribution of the liquid phase.
4.3 Influence of the AIAD Submodels
To investigate the effect of the DEM, SWT model, and turbulence damping model, four runs, as shown in Table 2, are compared. The profiles of gas volume fraction at MP1 and MP2 are shown in Figure 10. The gas-liquid interface is identified at [image: image]. One can see that at MP1 the result is significantly over-estimated in Run1 and Run 2. The over-prediction in Run 3 is even large, which is not included here. In contrast, Run 4, which accounts for both the droplet entrainment and turbulence damping but not the subgrid wave turbulence, conforms to the data. Consequently, as shown in Supplementary Appendix Table SA5 (see the appendix), the liquid levels in Run 3 are grossly overestimated compared to the experimental values, in which turbulence damping is not considered. Moreover, this run does not reflect the characteristics of the liquid level rising in supercritical flow. The predictions of Run 1 and Run 2 are close to each other, indicating that the droplet entrainment phenomenon is not significant in the investigated case. The finding that Run 4, in which the SWT model is not considered, shows the highest agreement with the experimental measurements in terms of the liquid levels leads to a conclusion that further investigation on the model and its implementation in the ANSYS Fluent is necessary.
[image: Figure 10]FIGURE 10 | Gas volume fraction, (A) gas volume fraction distribution at MP1 and (B) gas volume fraction distribution at MP2.
The significance of the turbulence damping in modelling the horizontal two-phase stratified flow simulation has been verified and validated by Porombka and Höhne (2015). The authors found that the water level is larger than that in the experiment and decreases in the mean flow direction when the turbulence dampening term is neglected. These findings are confirmed by the simulation results of Run 3 based on Fluent in this work. The deactivation of the turbulence damping leads to a partial reversal of the flow and fluctuation of the liquid level, as depicted in Figure 11B). In addition to yielding a qualitatively different velocity profile, the turbulence kinetic energy and Reynolds stress are overpredicted in Run 3 compared with the measured values. Excessive turbulence is produced in the gas-liquid interface region due to the increase in the interfacial shear when the turbulence damping model is not applied. The gas volume fraction, turbulence kinetic energy, and Reynolds stress in the liquid phase predicted in Run 3 are not shown as they are considerably greater than the measured values. This aspect highlights the importance of the turbulence damping model in the AIAD framework.
[image: Figure 11]FIGURE 11 | The contour of the phase fraction αG, (A) Run 2, (B) Run 3 and (C) Run 4.
The flow regimes change from a wavy flow to a lamellar flow when the SWT model is not considered in Run 4, as depicted in Figure 11C). Generally, the deviation between the simulation results and measured profile decreases when the SWT model is not applied. Run 4 exhibits the highest agreement with the experimental liquid levels. This finding contradicts the CFX simulation results obtained by Höhne and Porombka (2018), who noted that introducing additional liquid-side turbulence production due to the SWT mechanism does not significantly influence the liquid levels.
The horizontal and vertical velocity profiles of the gas and liquid phases are depicted in Figure 12 along with the measured profiles. The velocity profile in Run 2 is nearly identical to that in Run 1, indicating that the DEM does not considerably influence the velocity in the horizontal stratified flow model. Run 4 yields an x-velocity profile that is qualitatively similar to the experimentally obtained one. When the SWT model is not applied, the y-velocity profile matches the experimental values. In addition, compared to the turbulence damping model, the effect of the SWT model is less notable when modeling a two-phase stratified flow. The SWT source term is added to the k transport equation of the liquid phase. The SWT model, directly and indirectly affects the turbulence parameters on the liquid and gas sides. In the center of the upper airflow zone of the square pipe, the curves of the turbulent kinetic energy are nearly identical, although the values are underestimated compared to the measured values, as shown in Figure 13A). When the SWT source term is neglected, the overprediction of the turbulent kinetic energy in the interface region is reduced. Moreover, the SWT model exhibits a notable effect, which can be observed in terms of the Reynolds stress components at MP1, see Figure 13B) and Figure 13D). While increasing both gas and liquid turbulent kinetic energy at the interface, including SWT decreases and increases the Reynolds stress on the gas and liquid side, respectively. Since no further configuration options exist for the SWT model in Fluent, the correctness of the model implementation requires further verification.
[image: Figure 12]FIGURE 12 | Velocity component at MP1, (A) the distribution of x-velocity, (B) the distribution of y-velocity.
[image: Figure 13]FIGURE 13 | Turbulent kinetic energy (κ) and Reynolds stress component (-ρ<u'v'>) at MP1, (A) turbulent kinetic energy distribution of the gas phase, (B) Reynolds stress component distribution of the gas phase, (C) turbulent kinetic energy distribution of the liquid phase, (D) Reynolds stress component distribution of the liquid phase.
Additionally, except for the turbulent kinetic energy at the gas-liquid interface, other quantities are qualitatively indistinguishable whether the DEM is considered or not. When the entrainment of the droplets at the gas-liquid interface is ignored, the turbulent kinetic energy at the interface increases sharply, and the deviation from the experiment results increases for the gas phase. In summary, the free surface modeling of two-phase flow can be optimized using the DEM. Due to the small amount of droplet entrainment in this case, the absence of this model does not considerably influence the results. Further validation is desirable for the cases where droplet entrainment plays an important role.
5 SUMMARY AND CONCLUSION
The accuracy of the AIAD module implementation in ANSYS Fluent is investigated based on the experimental data from the WENKA facility, and the following conclusions are obtained:
1) The existing inlet assumptions regarding the fully developed and plane turbulent channel flows were verified to be reasonable and appropriate for the simulation.
2) The simulation results are critically distorted and deviate significantly from the experimental results when the effect of turbulence damping is not considered. The absence of turbulence damping results in the instability of the simulation.
3) The accuracy of the AIAD model at the phase interface is enhanced after the entrained phase is considered. However, the enhancement effect of the DEM for depicting the interface is not significant since only a few droplets are entrained in the WENKA two-phase flow experiment.
4) The effect of the SWT generated by Kelvin–Helmholtz instabilities is not yet clear. The consistency between the simulation results obtained using Fluent and experimental results is not enhanced after the SWT model is adopted. Further validation in terms of the SWT of higher We and Fr regimes should be performed in future work. Furthermore, the conclusion regarding the effect of the SWT model is inconsistent with that found in the previous studies with ANSYS CFX.
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NOMENCLATURE
Latin symbols
[image: image] blending function in AIAD model (−)
[image: image] dampening term [kg/(m3 s2)]
[image: image] drag force (kg m/s2)
[image: image] drag force coefficient (−)
[image: image] liquid velocity (m/s)
[image: image] relative velocity (m/s)
[image: image] turbulence kinetic energy (m2/s2)
[image: image] turbulent velocity (m2/s2)
A interfacial area density (1/m)
d diameter (m)
g gravitational acceleration (m/s2)
L length (m) liquid
n unity normal vector
p production term [kg/(m s3)]
t time (s)
u,v,w Cartesian velocity components (m/s)
x,y,z Cartesian coordinates (m)
y0 liquid level at inlet (m)
yL liquid level (m)
Dimensionless numbers
Fr Froude number (−)
Re Reynolds number (−)
We Weber number (−)
Greek symbols
[image: image] Kronecker symbol (−)
[image: image] rate of dissipation of k (1/s)
[image: image] stress tensor (kg m/s2)
[image: image] Viscosity (Pa s)
[image: image] void fraction
[image: image] wall-like shear stress (kg m/s2)
ρ density (kg/m3)
σ surface tension (N/m)
Subscripts and superscripts
B bubble
D droplet
FS free surface
G gas
i,j,k tensor indices
k phase index
L length (m) liquid
sw subgrid waves
SWT subgrid wave turbulence
T turbulent quantity
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No. Location Required superheat (K)

1 y=5mm 5.00
2 y=7mm 11.18
3 y=15mm 17.32
4 y=17mm 20,00
5 y=20mm 1323
6 y=22mm 7.07
7 y=25mm 14.14
8 y=27mm 15.00
9 y=30mm 18.03
10 y=82mm 10.00
11 y=35mm 15.81
12 y=37mm 8.66
13 y=40mm 19.36
14 y=42mm 12.25

15 y=45mm 16.58
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Boundary condition

Material
Outlet pressure (MPa)

Inlet mass velocity (kg/m?.s)
Inlet temperature (K)

Inlet void fraction (steam)
Inner-rod power (KW/m?
External-rod power (kW/m?)
Axial power distribution

Value

Steam-water
125
1,990
601
0.39
1,600
2,100
Uniform





OPS/images/fenrg-10-939499/math_12.gif





OPS/images/fenrg-08-00086/inline_8.gif





OPS/images/fenrg-08-00112/inline_4.gif
F=g8T-T,)g





OPS/images/fenrg-08-526035/math_9.gif
©





OPS/images/fenrg-10-891074/fenrg-10-891074-t001.jpg
Cross section

Upstream of spacer grid 2D,
Upstream of spacer grid 1D;,
Upstream of spacer grid 0D,
Middle of springs

Roof of mixing vanes
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Downstream of spacer grid 1D,
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Downstream of spacer grid 3D,
Downstream of spacer grid 4D,
Downstream of spacer grid 5D,
Downstream of spacer grid 6D,
Downstream of spacer grid 7D,
Downstream of spacer grid 8D,
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Downstream of spacer grid 10D,
Downstream of spacer grid 11D,
Downstream of spacer grid 12D,
Downstream of spacer grid 13D,
Downstream of spacer grid 14D,
Downstream of spacer grid 15D,
Downstream of spacer grid 16D,
Downstream of spacer grid 17D;,
Downstream of spacer grid 18D,
Downstream of spacer grid 19D,

Distance (mm)

0
1.4
228
418

65
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101
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English alphabets

0 Filtered velocity field

G Heat capacity

F Buoyancy force

K Turbulent kinetic energy

p Filtered pressure

w Heat flux

G Dimensionless molecular heat flux
a Dimensionless turbulent heat flux
Tm Mean temperature

7 Filtered temperature

u* Dimensionless velocity

Up Bulk velocity

aG Reynolds stress

v Dimensionless distance to wall
Greek symbols

« Thermeal diffusivity

@ Turbulent heat diffusivity

B Thermal expansion ratio

Tegs Sub-grid scale stress

Vigs Sub-grid scale eddy-viscosity

5 Half-width of channel

) Modified temperature

U Turbulent heat flux

2 Temperature variance

. Temperature dissipation rate

v Turbulent viscosity

o Dimensionless temperature
Acronyms

AFM Agebraic turbulent heat flux model
CFD Computational luid dynamics
DNS Direct numerical simulation

GGDH General Gradient Diffusion Hypothesis
Re. Reynolds number based on friction velocity
SFR Sodium-cooled fast reactor
SGDH Simple Gradient Diffusion Hypothesis

SGS Sub-grid scale stress
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Grid number Friction velocity [m/s]

3.6 million 0.048056
6 million 0.050677
8 million 0.050253
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Name Case 1
Tp [m/s] 0613
Re [ 20000

P 0,005

Case 2

0.767
25000
0.005

Case3

0.920
30000
0.005

Case 4

1.073
35000
0.005
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