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Editorial on the Research Topic
 Emergentist Approaches to Language



The articles in this Frontiers special issue use the analytic and theoretical tools of emergentism to explain a wide variety of language structures and processes. Early discussions of emergentism were provided by Lewes (1877), Bergson (1907), and Alexander (1920) with extensions into the frameworks of General Systems Theory by von Bertalanffy (1968), autopoiesis by Varela et al. (1974), and dynamic systems theory by Thelen and Smith (1994). Emergentist thinking has been entrenched in the biological and physical sciences for well over a century. Darwin (1859) explained the shape of the beaks of the finches of the Galapagos as emerging from adaptation to the constraints of available food sources which are in turn shaped by varying weather patterns across the islands. Geologists explain the structure of mountain ranges and ocean rifts as emerging from the constraints of crustal plate movements which are in turn shaped by processes in the mantle. However, language scientists have made little use of emergentism, often focusing on description of language structures, rather than on explanations of how those structures arise. Emergentism provides a way of moving language studies forward by going beyond description to explanation.

In its application to human language, emergentism focuses on three core analytic frameworks: competition, structural levels, and time/process frames (MacWhinney, 2015). Regarding competition, the theory builds on Darwin's linking of evolution and adaptation to the operation of proliferation, competition, and selection. In language, we see proliferation in dialect and speaker variation, semantic drift, construction generalization, and languages in contact. The competition between these many form-function mappings then impacts all structural levels from articulation up to conceptualization and code-switching. Regarding structural levels, linguistic theory has identified patterns on the levels of audition, articulation, lexicon, morphology, syntax, discourse, narrative, and conversation. On each of these levels, we find that structures emerge from the impact of constraints on possible forms. Regarding time/process frames, emergentist theory shows how structures emerge from constraints applying uniquely to the online time/process frames of neural transmission, auditory processing, articulation, lexical linearization, self-monitoring, sentence planning, mental model construction, intention formation, conversational turn-taking, and code-switching. In addition, structures emerge from constraints on the longer time/process frames of memory consolidation, rehearsal, statistical learning, development, parental support, social group attachment, professional specialization, dialect shift, historical change, language evolution, second language learning, and bilingual representation (see, for example, Hernandez et al., 2005). The greatest current challenge to emergentist theory is to understand quantitatively how forces and constraints on these many different time/process frames work upon competing alternatives to shape language structure. The papers in this special issue each advance specific aspects of this larger emergentist theory.

1. The two papers in the first section conceptualize language as a network, with direct mappings between forms and functions.

O'Grady applies three key ideas from emergentist theory to provide an account of linguistic coreference: (1) meanings map directly onto forms, without an intervening syntactic (tree) structure; (2) algorithms bring together forms and meanings during speech production and comprehension; (3) properties of algorithms are shaped by real time processing. He goes on to examine constraints on linguistic coreference in English and Balinese as providing evidence against a language-specific account of the syntax of anaphora and in support of the emergentist approach. This work sheds light on how emergentist approaches can account for universal patterns and similarities across typologically different languages.

Diessel proposes that linguistic structure emerges from a dynamic network of associations comprising symbolic (i.e., associations between forms and meanings), sequential (i.e., associations between elements in sequences), and taxonomic relations (i.e., associations between representations at different levels of abstraction). Other papers in this volume similarly adopt the framework of network science in studies of monolingual (Chan et al.) and bilingual (Xu et al.) language acquisition.

2. The four papers in the second section provide illustrations of how emergentist ideas may be implemented across different time/process frames, ranging from historical change to online processing.

Goldberg and Lee explore diachronic changes in the preferred order of gendered binomial expressions in English using large-scale data from the Google N-gram online corpus. They document how drastically asymmetric word frequencies made the binomial expression mother and dad(dy) more cognitively accessible than dad(dy) and mother. As the emergent cluster of semantically and morphologically related binomials (e.g., ma and pa; grandma and grandpa) grew in strength over time, it progressively coaxed other binomials to shift order, with larger effects in promoting female-first binomials against less entrenched male-first competitors. Their analysis provides a novel demonstration of how the ease with which information is retrieved from long-term memory not only influences language processing (MacDonald, 2013), but also results in historical change.

Sagae illustrates how a computational learning model that makes use of new algorithms for “deep learning” can provide an accurate estimate of the developmental level for a child's syntax. This model can learn from transcripts alone with no prespecified language knowledge and without reliance on corrective feedback. Remarkably, this naive emergentist model does just as well as hand-crafted and hand-computed models, thereby illustrating how researchers can pursue a fully data-driven approach to understanding language development and in conducting clinical assessments.

Gow et al. use neuroimaging to explore how learning words with illegal phonotactic sequences influences phonological processing. Updating of phonotactic constraints as a consequence of word learning was associated with co-activation of brain regions that support lexical word-form representations as opposed to areas involved in rule-based processing. The findings align with predictions of the TRACE connectionist model of speech perception (McClelland and Elman, 1986), emphasizing top-down influences of lexical representations on phonological processing and emergence of phonotactic constraints out of the structure of the lexicon.

Yang et al. examine three different accounts for why there are syntactic priming effects: (1) the transient activation account focuses on the role of reactivation of declarative memory structures (Branigan et al., 2000); (2) the error-based implicit learning account places emphasis on the speaker's prediction errors while processing sentences (Bock and Griffin, 2000); and (3) the reinforcement learning account highlights feedback signals on procedural knowledge (Sutton and Barto, 1998). The three accounts make different assumptions regarding the representation of syntactic rules (declarative vs. procedural) and the mechanisms that drive priming. Through a series of computational models implemented in ACT-R (Anderson et al., 2004), the authors tease apart the role of different mechanisms in each account and conclude that the data are largely consistent with the error-based implicit learning account.

3. The five papers in the third section use emergentist concepts to explain patterns in children's learning of phonological and grammatical structures.

Menn et al. introduce a new CHILDES corpus of phonetically transcribed dialogue involving a child and his communicative partners, spanning the child's babbling and first words to well-developed single word communications. The authors present analyses illustrating how the child's first words surface from poorly coordinated articulatory gestures, and how various articulatory units (phonetic segments, syllables, words) emerge gradually over time. The detailed transcriptions of the corpus enable the authors to trace variability in the child's speech productions to variability in the realization of the various articulatory components which shape the non-linear trajectory of segmental development.

Rose and Penney examine how constraints from different structural levels impact children's learning of consonantal place and manner features. These levels include specifics of the articulatory process, variations in dialect, the shape of the child's lexicon, and the overall segmental inventory of the language. They illustrate the interactions of these constraints in terms of data on the late acquisition of rhotic consonants across children and languages and on a case study of a German child's substitutions of labials for coronals. The overall perspective of this work is that “segments are made, not born” in that both the sequence of acquisition and the shape of the emerging system is determined by the interaction of constraints from several levels.

Tsung and Gong use data from 168 children in the Early Childhood Mandarin Corpus to track the emergence of distinct varieties (11 types) of the Mandarin “ba” construction in child language, and children's knowledge of various constraints associated with its use. An important finding in this study is that children's linguistic development is constrained by and co-evolves with pragmatic acquisition and other non-linguistic cognitive factors, and that these developments tend to come in dynamic waves and stages. This paper, along with others in this volume (e.g., Goldberg and Lee; Menn et al.; Zhao and Fan), demonstrates the utility and significance of corpus analysis in the study of emergentism in language processes.

Donnelly and Kidd test predictions of two models of syntactic development—early abstraction and usage-basis—through use of the intermodal preferential looking paradigm (Golinkoff et al., 2013). The authors find that 21-month-old English-speaking toddlers do not have a sufficiently robust representation of the transitive construction to support comprehension of novel verbs. Using statistical models that assume either graded or discrete individual differences, the authors fail to find conclusive support for either theoretical approach and conclude that existing experimental paradigms might be ill-suited for studies of individual differences.

Chan et al. use an elicited-production task to explore Cantonese-speaking children's earliest relative clauses. Building on research on “construction conspiracy” (Abbot-Smith and Behrens, 2006) and “constructional grounding” (Israel et al., 2000), the authors explore whether the similarity of a new construction to existing structures in the child's repertoire (or network) promotes acquisition to a greater extent than structural complexity. In the case of Cantonese, object-relative clauses resemble the high frequency Subject-Verb-Object construction but are arguably more complex than subject-relative clauses. Though the children produced few relative clauses, their elicited productions favored object-relative clauses, supporting the emergentist view that learning is guided by similarities to known, high frequency constructions.

4. The three papers in the fourth section explore domain-general mechanisms underlying language abilities and shared processing resources that yield cross-domain effects. These mechanisms support sensorimotor coordination, learning of serial order and co-occurrence statistics, and priming.

Tkachman et al. suggest that the central pattern generators that drive locomotion also constrain the structure of bimanual actions in sign languages. They present evidence from multiple unrelated sign languages, indicating that bimanual signs with alternating movements are more likely to involve repetition than bimanual signs that are symmetrical. They argue that the motor behaviors evolved for non-linguistic purposes may be exploited for linguistic purposes, specifically in relation to the emergence of sign language conventions.

Koranda et al. use interleaved syntactic priming and action priming tasks to explore the hypothesis that planning in the service of language production emerges from domain-general action planning processes. Findings of this type indicate how patterns can emerge from constraints from very disparate systems when they are interacting online.

Lahti-Nuuttila et al. consider whether children with Developmental Language Disorder (DLD) exhibit a domain-general impairment in short-term memory (STM) for serial order. Exploring links between non-linguistic auditory and visual STM and receptive and expressive language in typically developing children and children with DLD, they find that non-verbal STM for serial order modulates aspects of language development in children with DLD. The results point to how serial processing can impact language when the state of acquisition is less developed and more fragile.

5. The five papers in the fifth and final section use large-scale corpora to study second language learning of English and bilingual language processing. This includes testing the impact of the Competition Model dimensions of cue availability/reliability (MacWhinney, 2021) and dominant contextual patterns on processing.

Zhao and Fan use written corpus data to test predictions of the Competition Model in the context of Chinese university students' acquisition of English article constructions. In structural equation models predicting accurate production of English articles, learners at all levels of proficiency were influenced by cue availability whereas only higher proficiency learners were influenced by cue reliability. A future direction in this work is to link the Competition Model to a usage-based account of acquisition and production of constructions such as the English particle.

Guo and Ellis use an elicited imitation task to explore influences of cue availability, cue reliability, and phrasal formulaicity on L2 learners' production of English inflectional morphemes. Learners were more likely to produce morphemes in words that reliably occur in the target inflected form and in high frequency multi-word strings. This suggests that the emergent features of the input facilitating learning and accurate production of grammatical morphemes exist at multiple levels of granularity.

Zeng et al. explore how prototypical associations between lexical-semantic features and grammatical forms influence English tense-aspect processing in L2 learners varying in proficiency. They document how lexical-semantic features of regularly inflected verbs affect online sentence processing and offer a statistical learning account of how frequencies of correlated features shape both online processing and L2 acquisition.

Evans and Larsen-Freeman apply dynamic systems theory to L2 acquisition of before- and without-headed adverbial constructions. Using a longitudinal case-study design, the authors observe how non-linear developmental trajectories emerge from the dynamics of competition between specific forms and functions.

Xu et al. examine corpora of naturalistic (spontaneous) code-switching in English-Chinese and English-Spanish bilinguals through the lens of network science. Traditional psycholinguistic studies of code-switching rely on experimenter-induced code-switching behaviors, and account for why code-switching occurs through lexical accessibility and psycholinguistic factors. The authors examine the global lexico-semantic structures of words that occur in naturalistic code-switching and identify how network communities and clustering coefficients could depict the impact of bilingual lexical properties on bilingual production in a holistic manner. The study offers a new way to look at the organization and competition of bilingual lexical representation and processing.


CONCLUSIONS

Human language structure is remarkably complex and dynamic. This complexity arises from a myriad of social, cognitive, and biological forces competing across diverse timescales and within many processes. The analyses and findings presented here have shown how one can trace these interactions, competitions, and constraints to observe the emergence of linguistic structures in phonology, lexicon, and grammar. These emergentist studies have used corpus analysis, experimentation, neuroimaging, and computational modeling to study the determination of language structure across the timescales of processing, development, and language change.

Some studies, such as Koranda et al., emphasize the ways in which linked systems constrain each other in real time. Others, such as Rose and Penney, show how constraints across levels shape children's learning, whereas studies such as Evans and Larsen-Freeman show how this shapes adults' learning across months and years. Still others, such as Goldberg and Lee, show how repeated patterns of preferential processing bring about historical shifts in language structure.

The work reported here helps us understand the ways in which competition across levels and timeframes works within processes to shape structures. We have rigorous methodologies to test these accounts, and not all emergentist accounts will stand up to these tests. However, the failures can then lead us to consider a broader set of constraints and mechanisms that will allow our models to better match the results of our corpus analyses and experiments. Interestingly, work in Generative Grammar has also begun to focus on the emergence of structure from constraints operative across varying timescales (Fitch, 2014; Newmeyer, 2017; Watumull and Chomsky, 2020) and with language-external constraints (Chomsky, 2005, pp. 9–10), pointing to potential bridges between competing theoretical perspectives. In these ways and many others, emergentist thinking is opening exciting new pathways for understanding language.
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Emergentist approaches to language are burdened with two responsibilities in contemporary cognitive science. On the one hand, they must offer a different and better understanding of the well-known phenomena that appear to support traditional formal approaches to language. On the other hand, they must extend the search for alternative explanations beyond the familiar languages of Europe and East Asia. I pursue this joint endeavor here by outlining an emergentist account for constraints on local anaphora in English and Balinese, with a view to showing that, despite numerous proposals to the contrary, the two languages manifest essentially the same system of coreference and that the system in question is shaped by processing pressures rather than grammatical principles.

Keywords: coreference, anaphora, natural syntax, direct mapping, algorithm, processing, emergentism


INTRODUCTION

The problem with emergence is that it is everywhere. Countless complex systems have properties that can be traced to the interaction of simpler factors, forces and events—everything from rush hour traffic to the evolution of species to the spread of viruses. As Elman et al. (1996, p. 2) note in Rethinking Innateness, one of the founding documents of emergentism, ‘the problem with this view in the past has been that, lacking a formal and precise theory of how such interactions might occur, talk of “emergent form” was at best vague. At worst, it reduces to hopeless mysticism.'

Now, though, emergence has a different challenge: it is widely recognized and acknowledged, but questions remain as to how its explanatory potential can be exploited for the types of problems confronting modern linguistics. At one time, the claim that the structure and acquisition of language are the product of emergence distinguished a novel line of scholarship from the then-dominant view that the human language faculty includes inborn grammatical principles. But the territory has since changed in two quite fundamental ways.

First, by the turn of the millennium, doubts had begun to surface about the nature of Universal Grammar (UG). Indeed, the doubters included Noam Chomsky himself, who launched a new research program that came to be known as “Minimalism.” Part of that program involved questioning the existence of the very domain-specific principles that had once been the sine qua non of UG.

There is no longer a conceptual barrier to the hope that the UG might be reduced to a much simpler form, and that the basic properties of the computational systems of language might have a principled explanation instead of being stipulated in terms of a highly restrictive language-specific format for grammars (Chomsky, 2005, p. 8).

This line of thinking culminated in the Strong Minimalist Thesis.

The optimal situation would be that UG reduces to the simplest computational principles, which operate in accord with language-independent conditions of computational efficiency (Chomsky, 2017, p. 296).

A second influential development is that as more scholars came to see the importance of emergence to the study of language, a variety of new perspectives have arisen, creating a more diverse field of play than had previously existed. Signs of this diversity, already evident in the ground-breaking volume The Emergence of Language, edited by MacWhinney (1999a,b), had broadened exponentially by the time the Handbook of Language Emergence (MacWhinney and O'Grady, 2015) was published a decade and a half later. The diversity came into full bloom at the 2019 symposium honoring the impact of Brian MacWhinney on language research (https://sites.google.com/view/macwhinney-symposium/home), at which almost 40 scholars offered numerous perspectives on what an emergentist theory of language might look like. Recent interest in emergentism has created what MacWhinney (2015, p. 9) has characterized as “an embarrassment of riches,” leading to the question of how students and scholars are to make sense of a landscape in which “all of these approaches fall under the general category of Emergentism.”

The section entitled The Strict Emergentist Protocol addresses this issue by bringing to the fore three ideas that have played a major role in work on linguistic emergentism and that together make up a protocol for studying the relationship between form and meaning. The sections entitled The Syntax of Coreference and Beyond Principle A focus on how these ideas contribute to an understanding of the syntax of coreference, which has long been assumed to favor UG-based approaches to language. As I will attempt to show, this assumption is ill-founded; indeed, there is even reason to think that the emergentist approach provides a better account for certain facts, including the curious patterns of co-reference found in various Western Austronesian languages. The section Making Sense of the Syntax of Anaphora offers a possible rationale for the syntax of anaphora that emerges from these facts.

Two provisos are in order before proceeding. First, consistent with the theme of this volume, the ideas that I put forward are quite programmatic, focusing on the outlines of what a theory of emergentist syntax might look like—a project that is developed in much more detail in O'Grady (2021). Second, in light of the need to establish the viability of emergentist approaches in a field largely dominated by theories of formal syntax, it is necessary to identify phenomena for which the two theories make different predictions. As often happens in such cases, this requires attention to a quite small set of critical sentences, at the expense of a larger survey of facts that might otherwise be called for.



THE STRICT EMERGENTIST PROTOCOL

As acknowledged above, there are many imaginable varieties of emergentism and many ways to exploit its leading ideas in confronting the explanatory challenges presented by the study of language, including the two most central issues of all:

• Why do languages have the particular properties that they do?

• How are those properties acquired by children?

As a first step toward addressing these questions, I propose three ideas, each of which runs counter to standard assumptions within formal linguistics but which have been under consideration for some time in various lines of emergentist thought. The first idea challenges the existence of conventional syntactic structure, the second rejects the need for a grammar, and the third proposes that the operations required to bring together form and meaning in natural language are shaped mainly by processing pressures. Let us consider each in turn.


Direct Mapping

It is a matter of consensus, from Aristotle to Elman to Chomsky, that language provides a way to map meaning onto form (typically a string of sounds), and vice versa.

A sentence is a spoken sound with meaning (Aristotle, cited by Everson, 1994, p. 91).

Grammars are complex behavioral solutions to the problem of mapping structured meaning onto a linear string of sounds (Elman et al., 1996, p. 39).

… every approach to language presupposes, at least tacitly, that a language determines a specific sound-meaning correlation (Chomsky, 2015, p. 93).

The question that must now be answered is thus clear: what are the mechanisms that bring together sound and meaning?

The predominant view in formal linguistics is that the relationship between form and meaning is mediated by syntactic representations (informally dubbed “tree structures”) whose signature feature is a hierarchical binary-branching architecture.

Mediated mapping

[image: yes]

The thesis of mediated mapping is an essential assumption in the literature on generative grammar.

… the correlation of sound and meaning is mediated by syntactic structure … (Jackendoff, 2007, p. 3).

… any theory of [generative grammar] must assume the existence of a computational system that constructs hierarchically structured expressions … (Chomsky et al., 2019, p. 232).

In contrast, I propose to make the case for a direct relationship between form and meaning that does not require the mediation of syntactic structure.

Direct Mapping

The mapping between form and meaning does not require syntactic representations.

[image: yes]

An idea along these lines has been explicitly championed in the emergentist literature for some time.

Only two levels of processing are specified: a functional level (where all the meanings and intentions to be expressed in an utterance are represented) and a formal level (where the surface forms appropriate for a given meaning/intention are represented). Mappings between the formal and functional levels are … direct (MacWhinney et al., 1984, p. 128).

[language] maps a string of words directly onto a semantic representation without the mediation of grammatical principles or syntactic structure (O'Grady, 2015, p. 102).

To avoid possible confusion, two clarifications are in order. First, the rejection of syntactic structure applies specifically to “tree structures.” It does not deny that speech involves words of particular types (nouns, verbs, etc.) that are inflected and linearized in particular ways. Second, I am not proposing that syntax can be dispensed with, only that it should be reconceptualized as the set of operations that map strings of words directly onto semantic representations and vice versa, as I will illustrate below.



Algorithmic Orientation

A second issue with far-reaching consequences involves the particular level at which the mapping operations are investigated and described. Marr (1982) proposed three possibilities.

Marr's three levels of analysis:

• The computational level describes the goal(s) of the system, the information that it manipulates and the constraints that it must satisfy.

• The algorithmic/representational level describes the system in terms of the representations and data structures involved and the algorithms that manipulate these representations.

• The implementational/physical level addresses the question of how the system is physically realized (Marr, 1982; see also Johnson, 2017).

As Marr notes, generative grammar is a computational-level theory: it studies language as a system of knowledge, setting to the side the question of how that knowledge is put to work in the course of speech and comprehension.

a generative grammar … attempts to characterize in the most neutral possible terms the knowledge of the language that provides the basis for actual use of language by a speaker-hearer. When we speak of a grammar as generating a sentence with a certain structural description, we mean simply that the grammar assigns this structural description to the sentence… (Chomsky, 1965, p. 9)

On this view, the mechanisms that are required to produce and understand sentences—the subject matter of the theory of “performance”—are not part of the grammar per se, although they do interact with it.

[parsing and perception] have their own mechanisms, and can access unbounded external resources, but in doing so they surely access the generative mechanisms… (Chomsky, 2015, p. 95–96)

The Strict Emergentist Protocol shifts attention to the algorithmic level, where real-time processing occurs.

Algorithmic Orientation

Explanatory theories of language should focus on the algorithms that bring together form and meaning in the course of speech and comprehension.

In its strongest form, which I adopt here, an algorithmic orientation denies the existence of grammar in the sense of a cognitive system that assigns structural descriptions to sentences.



Processing Determinism

A third issue now calls for attention: in the absence of syntactic structure and grammatical principles, we must ask what shapes the mechanisms that ensure the correct mapping between form and meaning—the ultimate focus of any explanatory theory of language. I propose that the key factor involves processing pressures.

Processing Determinism

The properties of algorithms are shaped by processing considerations.

Two types of forces seem to be in play—one internal and the other external.

Internal forces are focused on minimizing the cost of processing operations, which can be achieved in a variety of ways. Of most relevance to the topic of this chapter is the preference for form-meaning mappings that make the least demands on working memory, a strategy which has been explored in some detail in the previous emergentist literature and which will come into play here in the section entitled The Syntax of Coreference.

there is an advantage to reducing the burden on working memory, whatever its nature and whatever its capacity … the effects of this advantage can be discerned in the way that sentences are built (O'Grady, 1998, p. 6).

The conclusion I derive from much of the working memory literature, and from comparisons of different domain sizes within and across languages, is simply that the more items there are to process … the harder it is – i.e., … processing difficulty [in a given domain] increases where there are more forms and their properties to process and hold in working memory… (Hawkins, 2014, p. 232)

In contrast, external forces arise from factors manifested in experience, including the relative frequency of particular items and patterns in the speech of others. This too makes sense: the more frequently a word or pattern is heard and used, the stronger and more accessible the corresponding processing routine becomes.

Repeated exposure to a particular [linguistic] pattern … increases [the] speed and fluency of processing of the pattern (Bybee and McClelland, 2005, p. 396)

… the more frequently a construction is used, the easier it becomes to process (Imamura et al., 2016, p. 2).

Some emergentist work places a great deal of emphasis on the relevance of the frequency factor to phenomena ranging from language acquisition to typology (e.g., Ellis, 2006; Ambridge et al., 2015; Haspelmath, 2021). Although I acknowledge a role for input in shaping language and learning, I believe that its importance has been exaggerated in many cases and that internal processing pressures are the more powerful influence. I'll return to this matter at the end in the section entitled The Basics of an Emergentist Analysis.



How Mapping Works

The three claims that make up the Strict Emergentist Protocol—direct mapping, algorithmic orientation and processing determinism—define a natural syntax for human language1.

Natural Syntax

The mapping between form and meaning is shaped and constrained by factors such as memory and processing cost that have a natural and well-established role in cognition, independent of language.

In order to illustrate how this conception of syntax might be implemented, it is first necessary to consider a notation for representing the forms and meanings upon which mapping algorithms operate. I will have little to say here about the representation of sound, for which a written string of words will stand as a proxy. Moreover, for the most part, I will make use of very simple semantic representations that contain little more than information about predicates and their arguments (predicates are represented in upper case and arguments in italicized lower case, along the lines illustrated above; see Kroeger, 2018, p. 67–68, among others, for a similar notation).

A full semantic representation must of course include a great deal of additional information (tense, aspect, modality, gender, definiteness, and the like). Nonetheless, the form-meaning mappings that underlie a very large number of syntactic phenomena, including coreference, appear to draw on little more than the spare representations illustrated in Table 1. For extensive discussion of this point, see O'Grady (2021).


Table 1. Representing sound and meaning.

[image: Table 1]

In order to lay the groundwork for what lies ahead, I will briefly outline three operations, or algorithms, which work together to map strings of words onto a corresponding semantic representation in an SVO language (↦ = “is mapped onto”).
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The example that follows illustrates how a sentence of English can be mapped onto a corresponding semantic representation.


[image: yes]


The order in which the algorithms are activated reflects and determines the arrangement of a sentence's component parts. As illustrated in Table 2, the same algorithms, applied in different orders, can yield different syntactic patterns.


Table 2. The order of activation of algorithms by word order type.

[image: Table 2]

By making the algorithms sensitive to factors such as case marking, rather than (just) word order, it is possible to further extend the mapping options. These and other matters are discussed in detail by O'Grady (2021).

The study of coreference2 provides an opportunity to explore a different aspect of the mapping between form and meaning while at the same time probing a phenomenon of very significant import to our understanding of language.

… anaphora has not only become a central topic of research in linguistics, it has also attracted a growing amount of attention from philosophers, psychologists, cognitive scientists, and artificial intelligence workers… [It] represents one of the most complex phenomena of natural language, which, in itself, is the source of fascinating problems… (Huang, 2000, p. 1)

The next section sketches an outline of an emergentist account of this phenomenon, which will be extended in the sections Beyond Principle A and Making Sense of the Syntax of Anaphora.




THE SYNTAX OF COREFERENCE

The prototypical example of anaphora involves reflexive pronouns, whose interpretation is determined by an expression elsewhere in the sentence (the “antecedent”). Crucially, there are constraints on the positioning of the antecedent, as the following contrast illustrates in a preliminary way.

Marvin disguised himself.

*Himself disguised Marvin.

As a first and informal approximation, it appears that a subject can serve as the antecedent for a direct object, but not vice versa3.

When the subject and object are identical, we use for the latter a so-called reflexive pronoun, formed by means of SELF… (Jespersen, 1933, p. 111)

The contrast is made all the more interesting by the fact that this generalization appears to be universal.

[Basic] subjects in general can control reflexive pronouns [but not vice versa] (Keenan, 1976, p. 315).

… there appears to be no language in which the patient argument outranks the agent argument for the purposes of anaphora (Falk, 2006, p. 66).

Children receive remarkably little exposure to key patterns of anaphora. The data in Table 3 comes from a search that I did in the CHILDES corpus of speech to Adam, Eve and Sarah. The samples consist mostly of hour-long bi-weekly child-caregiver interactions over a period of many months: from 2;3 to 5;2 for Adam, from 1;6 to 2;3 for Eve, and from 2;3 to 5;1 for Sarah (of the 42 instances of reflexives that were uncovered, 19 simply expressed the meaning “alone,” as in by himself , by itself and so on).


Table 3. Number of reflexive pronouns in maternal speech.

[image: Table 3]

Uncontestably, input has an important role to play in linguistic development, but its usefulness needs to be measured against each component of the three-part puzzle that language learners confront every time they encounter a new word: what is its form, what is its meaning, and what is its syntax?

A child's exposure to a handful of reflexive pronouns may well allow her to identify the form that reflexive pronouns take (him + self , her + self , etc.). It may even give her enough information to identify an important component of their meaning: himself refers to a male human, herself refers to a female human, and so on. However, the syntax of these items is another matter. Given that the absence or infrequency of a particular pattern does not suffice to ensure its unacceptability (e.g., Yang, 2016, p. 143), why should mere exposure to a sentence such as He hurt himself lead a child to automatically reject patterns such as the following?

*His sister hurt himself.

*He said she hurt himself.

As a large number of experimental studies have demonstrated, children are remarkably successful at avoiding this sort of overreach. Indeed, they typically use and interpret reflexive pronouns correctly from the earliest point at which they can be tested.

Children display adultlike comprehension of sentences including reflexives from about 3 years and produce such sentences spontaneously from about 2 years. Children … can compute the local domain and, within this, determine the antecedent (Guasti, 2002, p. 290).

The challenge for an emergentist approach to the syntax of coreference is thus two-fold. On the one hand, it must offer an account for coreference asymmetries that does not require grammatical principles or syntactic structure. On the other hand, it must also provide an explanation for how children are able to master the relevant contrasts so quickly, based on so little exposure to their occurrence in adult speech. I will begin by proposing an algorithm for interpreting reflexive pronouns, locating it in the larger theoretical landscape and illustrating its functioning in a representative range of cases.


The Basics of an Emergentist Analysis

Two generalizations define the interpretation of reflexive pronouns in English and many other languages.

i. The reflexive pronoun requires a “local” antecedent—roughly speaking, an antecedent in the same clause.

ii. The antecedent must be in some sense more “prominent” than the reflexive pronoun, consistent with the observation above that a subject (agent) can serve as antecedent for a direct object (patient), but not vice versa.

In the literature from the last 50 years or so, there have been just two basic ideas about how to characterize the prominence asymmetry.

One approach, embodied in Principle A of Universal Grammar, exploits the architecture of syntactic structure. Its key claim is that reflexive pronouns look to a higher (“c-commanding”) antecedent for their interpretation4.

Principle A (paraphrased)

A reflexive pronoun must have a c-commanding antecedent in the same clause (based on the binding theory proposed by Chomsky, 1981, p. 188).
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The c-command relation permits a structural definition of prominence: an expression can serve as antecedent for the reflexive pronoun only if it occupies a higher position in syntactic structure, as in the example directly above.

The second approach makes use of argument structure to capture the asymmetries underlying coreference. This can be done in a variety of ways. One popular idea is to arrange arguments in a hierarchy of grammatical relations, with the least oblique relation in the top (leftmost) position.

Subject < Primary object < Secondary object < Other complements

An anaphor must have a less oblique co-argument as its antecedent, if there is one (Pollard and Sag, 1992, p. 266).

Another idea makes use of a hierarchy of thematic roles, for which the literature offers various possibilities (for a review, see Rappaport Hovav and Levin, 2007). One early proposal looks like this.

Agent < Location, Source, Goal < Theme

A reflexive pronoun cannot thematically outrank its antecedent (Jackendoff, 1972, p. 148; see also Pollard and Sag, 1992, p. 297–99).

Both the relational hierarchy and the thematic-role hierarchy correctly license patterns of coreference in which the subject/agent serves an antecedent for a reflexive pronoun that function as a direct object/patient. Moreover, as desired, both also rule out patterns in which the reverse relationship holds (e.g., *Himself disguised Marvin).

The approach that I propose is based on argument structure, although without reference to either grammatical relations or thematic roles per se. Instead, I focus entirely on the manner in which the arguments are ordered and organized relative to each other within argument structure.

A key initial assumption is that the agent is universally and invariably the first argument of a transitive verb5 (AG = agent; PAT = patient).
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This makes sense from the processing perspective that underlies natural syntax. As the instigator of the action denoted by the verb, the agent is “the head of the causal chain that affects the patient” (Kemmerer, 2012, p. 50; see also Talmy, 1988, p. 61; Croft, 1991). Consistent with this observation, patienthood typically entails prior agency: an entity cannot become a patient until an agent has acted upon it (Bornkessel-Schlesewsky and Schlesewsky, 2009, p. 41). For instance, in the event described by the sentence The students painted the house, the patienthood of the house depends on prior action by the painters. At the level of event conceptualization, then, the agent is clearly ontologically prior and in this sense counts as the first argument, consistent with its traditional position in argument structure.

With this understanding of the organization of argument structure in place, it is now possible to formulate the following algorithm (α = the antecedent, x = the anaphor).
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Anaphor Algorithm

[image: yes]

The interpretive operation embodied in this algorithm has three key properties:

i. It applies to the semantic representation built by the mapping operations exemplified in the section How Mapping Works.

ii. It is triggered by the presence of a referential dependency (represented here as x) that is introduced by a reflexive pronoun.

iii. It resolves the referential dependency by associating it with a prior co-argument, represented in the algorithm by the symbol α.

A concrete example appears in the box above.

The first three steps map the words in the sentence directly onto a corresponding semantic representation, without the mediation of syntactic structure or grammatical rules. In the fourth and final step, the just-encountered reflexive pronoun receives an interpretation thanks to the Anaphor Algorithm, which links it to the verbal predicate's first argument, Marvin.

The Anaphor Algorithm has a quite obvious natural motivation: its job is to resolve referential dependencies immediately and locally, in response to internal processing pressures. At the point where the reflexive pronoun is encountered and identified as the verb's second argument, only the verb's first argument is immediately available to resolve the referential dependency.

Marvin disguised himself.
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There is therefore just one option for interpreting the reflexive pronoun—the desired result.

Herein lies an attractive explanation for the ease with which children acquire the syntax of anaphora. Indeed, in a way, there is nothing for children to acquire; they have only to surrender to the natural impulse to minimize processing cost. The consequence of that impulse is the immediate resolution of the referential dependency by selecting the nearest possible antecedent—a prior co-argument. In other words, all children need to do is as little as possible.

No one should be unhappy about this, not even the proponents of usage-based development who place their bets entirely on the availability of generous amounts of friendly input.

Despite the daunting scope of linguistic phenomena begging an explanation, usage-based theories of language representation have a simple overarching approach. Whether the focus is on language processing, acquisition, or change, knowledge of a language is based in knowledge of actual usage and generalizations made over usage events (Ibbotson, 2013, p. 1; see also Tomasello, 2009; Lieven, 2014, among many others).

The enormity of this challenge should not be underestimated. Attention must be paid to frequency effects involving not only tokens but also yet-to-be-defined types, at levels of analysis ranging from the very concrete to the highly abstract (Ambridge et al., 2015). Overgeneralizations have to be identified and corrected (e.g., Boyd and Goldberg, 2011). Distributional tendencies require careful assessment to determine whether they are robust enough to support a useful generalization and, if so, how many exceptions can be tolerated before a revision is required (Yang, 2016). And so on.

All in all then, we should be more than pleased if significant pieces of language emerge for free in response to processing pressures. Indeed, in a theory of natural syntax, input-dependent usage-based learning is no more desirable than Universal Grammar. One is too difficult, and the other is too easy. Emergence is just right—a modest amount of input interacting with natural cost-driven preferences and restrictions.



Some Basic Contrasts

On the assumption that the presence of a reflexive pronoun automatically triggers the Anaphor Algorithm, there is a natural account for the unacceptability of sentences like the one below.

*Himself disguised Marvin.

(compare: Marvin disguised himself).

Here, the usual operations produce a semantic representation in which the reflexive pronoun is the first argument, for which (by definition) there can be no prior co-argument.
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As a result, the Anaphor Algorithm is unable to do its work and the referential dependency is left unresolved, disrupting the mapping between form and meaning.

The next sentence illustrates another classic contrast—the antecedent for the reflexive pronoun in the following sentence has to be Marvin's brother, not Marvin.

[Marvin's brother] disguised himself.

This fact follows straightforwardly from the Anaphor Algorithm. As illustrated below, the prior argument is Marvin's brother, which is therefore automatically selected as the antecedent for himself .
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A third key contrast involves biclausal patterns such as the one below, in which there appear to be two potential antecedents for the reflexive pronoun.

Harry thinks [Marvin disguised himself].

On the processing account, the only permissible interpretation is the one in which the referential dependency introduced by the reflexive pronoun is resolved by the referent of Marvin, its co-argument. This is exactly the result guaranteed by the Anaphor Algorithm.
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Priority vs. Linear Order

The organization of argument structure is often reflected, as least loosely, in a language's canonical word order: agents are pronounced before patients in transitive clauses in more than 95% the world's languages (e.g., Dryer, 2011). However, a very small percentage of languages manifest the reverse order, apparently reflecting application of the Second-Argument Algorithm before the First-Argument Algorithm6. Malagasy, a language with verb–object–subject order, is a case in point.

[image: yes]

This does not matter for the syntax of coreference, however, since the Anaphor Algorithm operates on the semantic representation, not on the corresponding string of words. A striking illustration of this point comes from the following Malagasy sentence, in which the reflexive pronoun precedes its antecedent (the examples that follow are from Keenan, 1976, p. 314–315).
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Word order notwithstanding, the patient (here a reflexive pronoun) occupies its usual second position in argument structure. Its interpretation can therefore be determined by reference to the agent, which occupies a prior position in argument structure, despite its position in the spoken form of a VOS sentence.
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As predicted, the reverse pattern is unacceptable.

[image: yes]

Here, the intended antecedent (the patient argument, Rabe) precedes the reflexive pronoun in the string of words that make up the sentence. But this is irrelevant: because the agentive reflexive pronoun is associated with the first-argument position, there is no prior argument to which it can look for its interpretation.
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Examples like these confirm two key points.

i. the computation of coreference takes place in argument structure, not in the string of words produced by the speaker and heard by the listener.

ii. the organization of argument structure can be independent of the order in which a sentence's words are arranged in its spoken form.




BEYOND PRINCIPLE A

In all the cases considered to this point, the Anaphor Algorithm yields results comparable to those offered by Principle A. This is itself quite striking; it is more than a little surprising that a principle long used to illustrate the need for Universal Grammar and intended to apply to abstract syntactic structures could be challenged by an algorithm shaped by processing pressures and designed to help map a string of unstructured words directly onto a meaning.

It is tempting to wonder whether there might be cases of coreference for which only the Anaphor Algorithm offers an empirically successful account. A curious and little studied pattern of coreference found in a group of Austronesian languages offers a unique opportunity to explore this possibility. The key observation that has been made for these languages is that their system of anaphora defines prominence in terms of thematic roles. One language of this type, on which I will focus here, is Balinese, which is spoken by 3.3 million people on the island of Bali in Indonesia (similar systems are found throughout the Philippines; see, for example, Bell, 1976, p. 30 and 157; Schachter, 1976, p. 503–504; Andrews, 1985, p. 62–63; Kroeger, 1993).


Reflexive Pronouns in Balinese

Balinese exhibits an intriguing syntax built around a system of symmetrical voice. The signature feature of this system, whose presence has been detected in dozens of Western Austronesian languages, is the co-existence of two competing transitive patterns, one highlighting the agent and the other elevating the prominence of the patient (Himmelman, 2002, p. 14; Chen and McDonnell, 2019, p. 14)7
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Wechsler and Arka (1998) show that the preverbal NP in both voice patterns is the “subject” in that only it can undergo operations such as relativization, raising, control, and extraposition—all common tests for subjecthood. Based on standard assumptions about syntactic structure in generative grammar, the agent should therefore occupy the structurally highest position in an agent voice pattern and the patient should occur in that position in a patient voice construction.
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This leads to the following prediction about coreference in a theory that includes Principle A and therefore requires that a reflexive pronoun have a structurally higher antecedent.

Predictions of Principle A

• The agent argument should be able to serve as the antecedent of a patient reflexive in the agent voice.

• The patient argument should be able to serve as the antecedent of an agent reflexive in the patient voice.

In contrast, the Anaphor Algorithm creates a very different set of expectations. The starting point for this line of reasoning is the premise that the agent voice and patient voice patterns are both transitive and therefore have the same argument structure, with the agent as first argument and the patient as second argument.
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This leads to the following two predictions.

Predictions of the Anaphor Algorithm

• The agent argument should be able to serve as antecedent for a patient reflexive in both voice patterns.

• The patient argument should NOT be able to serve as antecedent for an agent reflexive in either voice pattern.

Let us consider the success of each prediction.



Testing the Predictions
 
Co-reference in the Agent Voice

Coreference in the Balinese agent-voice pattern closely resembles what we see in its English counterpart (the Balinese data in this section is drawn from the pioneering work of Arka and Wechsler, 1996; Wechsler and Arka, 1998. Both ida and ragan idane are gender-neutral, but I will translate them as he and himself for the sake of simplicity).
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The acceptability of coreference in this pattern complies with the prediction of Principle A, since the agent argument (the antecedent) is higher in syntactic structure than the reflexive pronoun.

[image: yes]

And, of course, it also complies with the prediction of the Anaphor Algorithm, since a patient reflexive can look to a prior agent argument for its interpretation.

[image: yes]

In other words, the two analyses make the same predictions about coreference in agent voice patterns, and both are correct. However, matters are very different when we consider coreference in patient voice patterns.



Co-reference in the Patient Voice

The pattern of coreference illustrated in the patient voice construction below offers a decisive insight into the true syntax of anaphora.
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Given that Balinese is an SVO language (see the section Reflexive Pronouns in Balinese), the reflexive pronoun in the above sentence occurs in a higher structural position than its antecedent. Principle A therefore predicts that the sentence should be unacceptable.
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In contrast, the Anaphor Algorithm predicts that the sentence should be well-formed, since—regardless of word order—the patient is located in the second-argument position and is therefore able to look to the prior agent argument for its interpretation.

[image: yes]

Crucially, the sentence is acceptable on the intended interpretation8.

The Anaphor Algorithm makes a further prediction: the patient-voice pattern below should be unacceptable.
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The antecedent (the patient argument ida) precedes the reflexive pronoun in this pattern and is higher in syntactic structure, perfectly positioned for the type of referential dependency required by Principle A.
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But this shouldn't matter if the Anaphor Algorithm is correct. Because ragan idane, the agent, occupies the first position in argument structure, there is no prior argument to which it can look for its interpretation.
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The sentence should therefore be uninterpretable and hence ill formed. This prediction is correct; the sentence is indeed unacceptable.

In sum, the facts from Balinese suggest that coreference in that language is not sensitive to syntactic structure. Rather, its unusual patterns of anaphora reflect the same algorithm that regulates coreference in English—an interpretive procedure that is shaped by the need to minimize processing cost. Moreover, consistent with proposals made by a long series of scholars, including Jackendoff (1972), Pollard and Sag (1992), and Wechsler (1998), coreference asymmetries are best characterized in terms of argument structure rather than syntactic structure. This is the very type of outcome predicted by the Strict Emergentist Protocol outlined in the section of that name.





MAKING SENSE OF THE SYNTAX OF ANAPHORA

If the ideas I have been outlining are on the right track, the syntax of coreference appears to be organized around a simple intuition: an anaphor must look to a prior co-argument for its interpretation. Consistent with the idea that referential dependencies are computed and resolved in the semantic representation, priority is defined in terms of the organization of argument structure, not word order. Thus, English, Malagasy, and Balinese all have strikingly similar systems of anaphora despite differences in the ordering of pronouns relative to their antecedents in the spoken form of particular sentences.

One way to make sense of the system of anaphora that I have proposed is to consider the possibility that sentence planning is aligned with the perceived structure of the event that is to be expressed. In the case of a transitive action, the cognitive path begins with an agent and proceeds from there to the next argument, creating the conditions for a patient reflexive to derive its reference from a prior agent argument.


Transitive pattern (Marvin disguised himself)

[image: Table 4]

This fits well with MacDonald's (2013) idea that the computational burden of planning and producing utterances promotes choices that reduce processing cost. In the case of anaphora, cost arises from the need to resolve a referential dependency, which can be facilitated by having the argument that introduces the referent in a position in argument structure prior to that of its pronominal co-argument.

The same reasoning can be applied to more complex argument structures, such as those associated with ditransitives.
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Two different argument structures seem to be in play here.

[There is] an operation that takes a verb with a semantic structure containing “X causes Y to go to Z” and converts it to a verb containing a structure “X causes Z to have Y” (Pinker, 1989, p. 82).

… the double object construction requires the semantics of caused possession and the to-dative construction requires the semantics of caused motion (Yang, 2016, p. 191).

In other words, in the prepositional pattern, the speaker acts on the notes by transferring them to Marvin. On this interpretation, the patient (the notes) is the second argument and the goal (Marvin) is the third argument, giving the representation depicted below (GO = goal).

[image: yes]

In the double object ditransitive, in contrast, the speaker acts on Marvin by having him receive the notes. Thus, in this pattern the goal is the second argument and the patient the third.

[image: yes]

On this view, then, there is no fixed thematic-role hierarchy for patient and goal arguments. Rather, they can be ordered in different ways relative to each other, depending on how the event to which they contribute is conceptualized. However, the Anaphor Algorithm remains essentially the same, requiring that a reflexive pronoun have a prior antecedent in argument structure.

[image: yes]

All of this leads to an important prediction about coreference: the patient argument should be able to serve as an antecedent for the goal argument in the prepositional pattern, and the opposite should be true in the double object pattern.

[image: yes]

By the same reasoning, anaphoric dependencies that run in the opposite direction should not be acceptable.

[image: yes]

These facts suggest that the “flow” of argument structure proceeds one way in the case of prepositional ditransitives (ag–pat–goal) and another way in the case of double object ditransitives (ag–goal–pat).


Prepositional ditransitive (I described Marvin to himself):

[image: Table 5]


Double object ditransitive (I showed Marvin himself in the mirror):

[image: Table 6]

Importantly, there is independent evidence that the two argument-structure patterns differ in the proposed way. The key insight comes from idioms, which typically consist of a verb and its “lowest” argument (O'Grady, 1998). Consistent with this observation, we find idioms such as the following.

Prepositional ditransitive—the goal is the third argument:

I threw Marvin to the wolves.

“I sacrificed Marvin to further my own interests.”

Double object ditransitive—the patient is the third argument:

I threw Marvin some crumbs.

“I made a minor concession to Marvin to placate him.”

As illustrated here, the idiom in the prepositional pattern consists of the verb and its goal argument (to the wolves), whereas the double object idiom is made up of the verb and its patient argument (some crumbs). This is exactly what one would expect if, as proposed, the third argument corresponds to the goal in the first pattern and to the patient in the second pattern.

In sum, we see in ditransitive patterns the same underlying forces that shape anaphoric dependencies in their simpler transitive counterparts. Put simply, coreference is managed in the course of sentence planning by reserving the use of reflexive pronouns for situations in which there is a prior co-argument from which they can derive their interpretation.



CONCLUSION

The principles that generative grammar uses to regulate coreference are widely acclaimed for their descriptive success and have come to be a showcase example of Universal Grammar—its “crowning achievement” according to Truswell (2014, p. 215) and a “window onto the mind” according to others (Huang, 2000, p. 16). Anaphora does indeed provide a potential glimpse into the language faculty, but what it reveals is arguably not Universal Grammar.

On the view outlined in this chapter, neither grammatical principles nor syntactic structure enters into the computation of coreference. Instead, the interpretation of reflexive pronouns is shaped by processing pressures that promote the rapid resolution of referential dependencies—the very requirement embodied in the Anaphor Algorithm. Put simply, coreference has a natural syntax.
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FOOTNOTES

1As used here, the term “natural” has the sense adopted in work on natural phonology (e.g., Donegan and Stampe, 1979) and natural morphology. As Dressler (1999, p. 135) suggests, the term “is synonymous to cognitively simple, easily accessible (especially to children), elementary and therefore universally preferred, i.e., derivable from human nature”.

2The terms “coreference,” “anaphora,” and “binding” overlap in their meaning and are often used interchangeably. The phenomena on which I focus in this chapter are mostly instances of coreference in that they take referring NPs rather than quantified expressions as their antecedents.

3In the spirit of Jespersen, I use the terms “subject” and “direct object” solely for the purposes of descriptive convenience; they have no technical standing in the emergentist theory I propose.

4Although first proposed four decades ago, this principle continues to have a wide currency in the literature and is a standard starting point for the study of coreference in textbooks (e.g., Carnie, 2013); for a more recent version of Principle A, see Reuland (2018). Haspelmath (forthcoming) offers a comparative overview of reflexive constructions in the world's languages.

5Passivization has the effect of downgrading the agent argument.

6This option shows up in many languages, including the very wide range of SOV languages that permit OSV patterns as an alternative word order (see O'Grady, 2021, p. 51ff).

7Patient voice patterns should not be confused with passives. In contrast to what one would expect in a passive, the agent argument is generally required in the patient voice, where it appears without the oblique marking typically found on agents in passive patterns the world over (e.g., a preposition equivalent to by). Even more striking is the fact that Balinese has a passive pattern, with morphosyntactic properties very different from those of the patient voice—including a passive prefix (ka-) and an optional agent that is introduced by an oblique marker (antuk).

[image: yes]

8As Wechsler and Arka (1998, p. 407) note, this pattern requires that the antecedent be a pronoun rather than a lexical NP. Levin (2014) proposes an analysis in the generative framework to accommodate the Balinese facts, but only by substantially modifying the nature of anaphora and increasing the abstractness of the syntactic representations required for his hypothesis.
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Usage-based linguists and psychologists have produced a large body of empirical results suggesting that linguistic structure is derived from language use. However, while researchers agree that these results characterize grammar as an emergent phenomenon, there is no consensus among usage-based scholars as to how the various results can be explained and integrated into an explicit theory or model. Building on network theory, the current paper outlines a structured network approach to the study of grammar in which the core concepts of syntax are analyzed by a set of relations that specify associations between different aspects of a speaker’s linguistic knowledge. These associations are shaped by domain-general processes that can give rise to new structures and meanings in language acquisition and language change. Combining research from linguistics and psychology, the paper proposes specific network analyses for the following phenomena: argument structure, word classes, constituent structure, constructions and construction families, and grammatical categories such as voice, case and number. The article builds on data and analyses presented in Diessel (2019; The Grammar Network. How Linguistic Structure is Shaped by Language Use) but approaches the topic from a different perspective.
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INTRODUCTION

In the usage-based approach, language is seen as a dynamic system that is shaped by domain-general processes, such as conceptualization, analogy and (joint) attention, which are not specific to language but also used in other cognitive domains, e.g., in visual perception or (non-linguistic) memory (Bates and MacWhinney, 1989; Bybee, 2010; Ibbotson, 2020; see also Diessel, 2017). Given a particular communicative intention, speakers have to make a range of linguistic decisions in order to express the intended meaning in an utterance (Levelt, 1989), and listeners have to make similar decisions in order to interpret the elements they encounter in a sentence or phrase (MacDonald et al., 1994). Domain-general processes influence both speaking and listening, which may have long-term effects on the development of linguistic structure if speakers’ and listeners’ linguistic decisions become routinized through frequency or repetition (Diessel, 2019, p. 23–39).

Frequency of language use plays a crucial role in the emergentist and usage-based study of language (see Diessel, 2007; Diessel and Hilpert, 2016 for reviews). Linguistic elements that are frequently used to express a particular communicative intention become entrenched in memory, which does not only make these elements more easily accessible in future language use but may also alter their structure and meaning: Frequent expressions are prone to undergo phonetic reduction, semantic bleaching and chunking and may develop into lexical prefabs, grammatical markers or bound morphemes (Bybee and Hopper, 2001; Bybee, 2010).

The dynamic view of linguistic structure poses new challenges to linguistic theory. In particular, it makes it necessary to reconsider the format of linguistic representations. Traditionally, linguistic representations are derived from a small set of primitive categories and rules, or constraints, that are defined prior to the analysis of any particular structure. In this approach, grammatical categories, such as noun, case and phrase, are used as “tools” for analyzing stable and discrete representations of linguistic structure (Jackendoff, 2002, p. 75). However, if we think of language as a dynamic system, there are no primitive concepts of grammatical analysis and linguistic representations are emergent and transient. I use the term “emergent” in the sense of systems theory (Thelen and Smith, 1995) for a particular type of development whereby a complex phenomenon evolves from the interaction of many parts whose accumulated properties are not sufficient to explain the holistic properties of the phenomenon they created; and I use the term “transient” for phenomena that are in principle always changing—that never really reach a fixed state.

Over the past 25 years, linguists and psychologists have produced a large body of empirical results supporting the emergentist view of linguistic structure (e.g., MacWhinney, 1999; Tomasello, 2003; Bybee, 2010). However, while researchers agree that linguistic structure is emergent and transient, they have not yet developed an explicit theory or model to explain the various findings and to generate specific hypotheses for future research. To be sure, there are some interesting proposals as two how frequency and experience shape linguistic structure and how emergent linguistic knowledge is represented in speakers’ minds. Yet, many of these proposals are too vague and general in order to provide a structured model of grammar.

For instance, some scholars have argued that exemplar theory provides a good framework for analyzing linguistic structure (e.g., Abbot-Smith and Tomasello, 2006; Bybee, 2006; Bod, 2009). On this view, all aspects of linguistic knowledge are represented by a cluster of similar tokens that reflect a language user’s experience with particular linguistic elements. Similar tokens overlap in memory and strengthen the activation value of linguistic representations, which in turn may influence their future use.

Exemplar theory has been quite successful in modeling the emergence of speech sound categories (Johnson, 1997; Bybee, 2001; Pierrehumbert, 2001); but when it comes to grammar, exemplar theory provides nothing but a crude approximation of the effect of frequency on a speaker’s linguistic knowledge. Of course, like all other linguistic elements, grammatical categories are reinforced in memory through repetition; but this is not sufficient to explain how grammatical structure is derived from language use (see Diessel, 2016 for discussion).

Grammar is a highly complex system that involves schematic representations and different types of categories that interact with each other in intricate ways. Both abstract schemas and interacting categories are difficult to explain in a pure exemplar model. In order to analyze the emergence and interaction of grammatical categories, one needs a different approach that takes into account the full range of domain-general processes (and not just exemplar learning) and that differentiates between different aspects of linguistic knowledge (e.g., semantic vs. syntactic knowledge, schematic vs. lexical knowledge) and different types of categories (e.g., word class categories, phrasal categories, grammatical relations).

In this paper, I argue that network theory (Baronchelli et al., 2013; Barabási, 2016) provides a useful framework for the analysis of grammar in the emergentist approach (see Bates and MacWhinney, 1989 for an early network model of grammar). Network theory is based on mathematical graph theory and has been used by researchers from various disciplines to investigate a wide range of phenomena including electric power systems, economical systems, traffic systems, social relationships, the brain and the World Wide Web (Buchanan, 2002; Sporns, 2011; Barabási, 2016). Like exemplar theory, network theory can explain emergent phenomena; but the network approach is much more powerful than the standard model of exemplar theory.

The basic structure of a network model is simple. All network models consist of two basic elements: (i) nodes, also known as vertices, and (ii) connections, also known as links, arcs or relations. However, there are many different types of network models with different architectures, different mechanisms of learning and change, and different measurements for the emergence of structure (Barabási, 2016), making network theory a very powerful instrument for analyzing complex (adaptive) systems such as a person’s linguistic knowledge.

Network models are widely used by cognitive scientists to analyze the mental lexicon (see Siew et al., 2019 for a recent review) and have also been invoked by usage-based linguists to explain certain grammatical phenomena such as morphological paradigms (Bybee, 1995; Hay and Baayen, 2005) and the taxonomic organization of constructions (Goldberg, 1995; Hilpert, 2014). However, while these accounts have shed new light on some aspects of linguistic structure, grammatical categories have hardly ever been analyzed within a network model (but see Croft, 2001). In fact, although usage-based linguists agree that grammatical categories are emergent and transient, in practice, they often use them as predefined concepts, similar to the way grammatical categories are used in the “toolkit” approach (Jackendoff, 2002, p. 75).

Challenging this practice, the current paper argues that grammatical categories, such as noun, noun phrase and case, are best analyzed in the framework of a structured network model in which all grammatical concepts are defined by particular types of links or relations that specify associations between different aspects of a speaker’s linguistic knowledge. The approach is inspired by connectionism (Elman et al., 1996; Chang et al., 2006) and draws on research in morphology (Bybee, 1995; Hay, 2003) and construction grammar (Croft, 2001; Bybee, 2010; see also Diessel, 1997, 2015). However, it differs from all previous accounts in that it proposes a specific network architecture for the analysis of particular grammatical concepts. Concentrating on some of the most basic concepts of syntax, this paper considers the following phenomena:

1. Constructions

2. Argument structure

3. Word classes

4. Constituent structure

5. Grammatical categories such as voice, case and number

6. Construction families

As we will see, all of these phenomena can be analyzed as dynamic networks shaped by domain-general processes of language use. The paper builds on ideas presented in Diessel (2019), but these ideas will be discussed from a different perspective and in light of other data. We begin with one of the most basic concepts of usage-based research on grammar, i.e., the notion of construction.



CONSTRUCTIONS

In accordance with many other researchers, I assume that linguistic structure consists of constructions that combine a particular form with meaning (Goldberg, 1995, p. 5). However, contrary to what is sometimes said in the literature, constructions are not primitive units, as, for instance, suggested by Croft (2001):

Constructions, not categories and relations, are the basic, primitive units of syntactic representation (Croft, 2001, p. 46).

I agree with Croft that syntactic categories (e.g., noun, verb) and grammatical relations (e.g., subject, object) are non-basic and derived; but I disagree with the claim that constructions are basic and primitive. It is not entirely clear what Croft means with this, but contrary to what the above quote suggests, I maintain that constructions are emergent and transient like all other aspects of linguistic structure. Specifically, I claim that one can think of constructions as networks that involve three different types of associative relations: (i) symbolic relations, connecting form and meaning, (ii) sequential relations, connecting linguistic elements in sequence, and (iii) taxonomic relations, connecting linguistic representations at different levels of abstraction (Diessel, 2019, p. 41–112; see Schmid, 2020 for a related proposal).


Taxonomic Relations

Taxonomic relations have been at center stage in construction grammar since its beginning (Goldberg, 1995, p. 72–77). It is a standard assumption of usage-based construction grammar that linguistic structure is represented at different levels of schematicity that are connected by taxonomic or inheritance relations, as illustrated in example (1).(1)

[image: image]

One piece of evidence for the existence of constructional schemas and constructional inheritance comes from overgeneralization errors, such as John fall that toy, in L1 acquisition (Bowerman, 1988). Assuming that the ambient language only includes intransitive uses of the verb fall, the transitive use suggests that this child must have acquired a transitive schema in order to use fall as a transitive verb (for a recent discussion of overextension errors of argument-structure constructions in L1 acquisition see Diessel, 2013; see also Brooks et al., 1999).

Schematic representations of linguistic structure emerge as generalizations over lexical sequences with similar forms and meanings. While this can happen at any time, the basic constructions of a language are learned during early childhood. There is a large body of research on schema extraction in infancy (e.g., Gómez and Gerken, 1999; Gómez, 2002; Gerken, 2006; see Frost et al., 2019 for a recent review) and the acquisition of argument-structure constructions during the preschool years (e.g., Tomasello and Brooks, 1998; Brooks and Tomasello, 1999; see Diessel, 2013 for a review). The emergence of constructional schemas involves a wide range of cognitive processes, but in particular, it involves categorization and analogy, which are crucially influenced by similarity and type and token frequency (Tomasello, 2003; Bybee, 2010).



Sequential Relations

Language unfolds in time and all linguistic elements are arranged in linear or sequential order. The sequential arrangement of linguistic elements is motivated by semantic and pragmatic factors, such as the given-before-new principle (Chafe, 1994) and iconicity of sequence (Diessel, 2008). Yet, linguistic elements that are frequently used together become associated with each other, regardless of any semantic or pragmatic considerations. This is reflected in the emergence of lexical chunks, or lexical prefabs, that are bound together by sequential links or relations (Wray, 2002; Arnon and Snider, 2010; Lorenz and Tizón-Couto, 2017).

Sequential links are the result of automatization, which is a well-known process of human cognition (Logan, 1988) that does not only concern language but also non-linguistic phenomena such as counting and dancing (Ghilardi et al., 2009). Sequential links have an inherent forward orientation as evidenced by the fact that the speech participants are usually ahead of the speech stream. This has been a hotly debated topic of recent research in psycholinguistics (Altmann and Kamide, 1999; Levy, 2008; Kuperberg and Jaeger, 2016). There is plenty of evidence that speech participants “predict” upcoming elements in an unfolding sentence or discourse (Kamide et al., 2003; Fine et al., 2013).

Since automatization is driven by frequency of occurrence, sequential relations are weighted. All else being equal, the more frequently a linguistic string is processed, the stronger the sequential links between its component parts. This holds for both lexical strings and schematic processing units or constructional schemas (cf. 2). Both are organized in “chunk hierarchies” (Gobet et al., 2001) that reflect the combined effect of conceptual factors and automatization.(2)
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Symbolic Relations

Finally, symbolic relations are associations between form and meaning. Following de Saussure (1916), the pairing of form and meaning, or signifier and signified, is commonly interpreted as a linguistic sign. In the literature, linguistic signs are usually characterized as stable concepts; but if we look at the development of linguistic signs in acquisition and change, we see that symbolic associations are emergent and gradient, just like all other associative connections of the language network. Specifically, I claim that symbolic relations arise from recurrent paths of semantic interpretation that become entrenched and conventionalized through repetition and social interaction (Diessel, 2019, p. 90–112).

The construction-based literature has emphasized the parallels between lexemes and constructions (Goldberg, 1995; Croft, 2001; Hilpert, 2014). Both are commonly defined as signs or symbols; but while one might think of constructions as symbolic entities, it is important to recognize that the conceptual processes involved in the semantic interpretation of constructions are distinct from those of lexemes.

In cognitive psychology, lexemes are commonly characterized as cues or stimuli that do not represent meaning but serve to evoke a particular interpretation (Barsalou, 1999; Elman, 2009). Every lexeme is interpreted against the background of an entire network of conceptual knowledge. The lexeme “sky,” for instance, designates an area above the earth that is associated with a wide variety of concepts including “sun,” “cloud,” “rain,” “bird,” “flying,” “blue,” “thunder,” and “heaven” (cf. 3). Since the concept of “earth” is entailed in the meaning of “sky,” it is generally activated as its conceptual base. Yet, the activation of all other concepts varies with the context.(3)
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Psychologists refer to this as “spreading activation” (Collins and Loftus, 1975; Anderson, 1983; Dell, 1986). On this account, lexemes provide access to a figure node, or figure concept, of an association network from where it spreads to related background nodes or background concepts. The best piece of evidence for spreading activation comes from lexical priming (Tulving and Schacter, 1990; Hoey, 2005). When people are given a word prior to a lexical decision task, they respond faster to semantically and/or phonetically related items than to unrelated words.

Like lexemes, constructions provide cues for the creation of meaning, but the conceptual processes evoked by constructions are distinct from those of lexemes. Constructions are linear processing units that emerge as generalizations over lexical sequences with similar forms and meanings. Since (schematic) constructions abstract away from particular lexical units, they do not directly tap into world knowledge (like lexical items). Rather, constructions provide processing instructions as to how the concepts evoked by a string of lexemes are integrated into a coherent semantic interpretation. Argument structure constructions, for instance, instruct the listener to assign particular semantic roles (e.g., agent, recipient, theme) to certain lexical expressions (cf. 4). Thus, contrary to what is commonly assumed in the construction-based literature, I submit that, while constructions are meaningful, the semantic processes evoked by constructions are crucially distinct from those evoked by lexemes (Diessel, 2019, p. 107–112; see also Chen, 2020 for a recent network-based approach to the study of constructional semantics).(4)
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In sum, constructions are not basic or primitive units. Rather, constructions can be seen as dynamic networks that involve taxonomic, sequential and symbolic relations. Each one of these relations is shaped by an intricate interplay of several cognitive processes including conceptualization, analogy, categorization, pragmatic inference, automatization and social cognition. Together, the three relations define constructions as emergent and transient concepts. Crucially, these concepts interact in complex ways at a higher-level network where linguistic elements are organized in syntactic categories and paradigms. In order to analyze this higher-level network, I propose two further types of relations: (i) filler-slot relations, which specify associations between the slots of constructional schemas and lexical or phrasal fillers, and (ii) constructional relations, which specify associations between constructions at the same level of abstraction1. In what follows, I argue that these relations are crucial to the analysis of various grammatical phenomena including argument structure, word classes, phrase structure, grammatical categories such as voice, case and number, and construction families.



ARGUMENT STRUCTURE

Traditionally, argument structure is determined by verbs (Levin and Rappaport Hovav, 2005), but in construction grammar, argument structure is not just a matter of verbs but also of constructions (Goldberg, 1995). Verbs select a set of participant roles and argument-structure constructions provide slots for certain semantic types of participants. If a verb and a construction specify the same participant roles, they are semantically compatible with each other and may fuse. This is, in a nutshell, Goldberg’s Semantic Coherence Principle (Goldberg, 1995, p. 50), which has been very influential in the constructivist approach to the analysis of argument structure. However, this principle is not without problems. As I see it, there are two general problems that can be easily resolved if we think of argument structure as a network.

The first problem is that there are many idiosyncrasies. In Goldberg’s theory, fusion is a matter of semantic compatibility, but very often fusion is not semantically motivated. Take, for instance, the double-object construction (She gave her friend a present), which denotes an act of transfer and typically occurs with transfer verbs, e.g., give, send, offer, bring. Most of these verbs also appear in the to-dative construction (She gave a present to her friend), but there are various idiosyncrasies. Donate and say, for instance, designate transfer—physical or communicative transfer—like give and tell; yet, unlike give and tell, donate and say occur only in the to-dative construction (She donated some money to the Red Cross; He said no to her) but not in the double object construction (∗She donated the Red Cross some money; ∗He said her no). Conversely, there are verbs such as forgive and envy that may occur in the double-object construction (She forgave him his faults; I envy you your car), although these verbs do not denote any obvious sense of transfer (Goldberg, 1995, p. 130).

Goldberg is aware of these idiosyncrasies and considers them “exceptions” (Goldberg, 1995, p. 129–132); but since lexical inconsistencies of this type are very common, some scholars have questioned the importance of high-level schemas for the analysis of argument structure. In particular, Boas (2003, 2008) has argued that argument-structure constructions are organized around particular verbs, or narrow verb classes, and that fully schematic constructions are only of minor importance to the analysis of argument structure (see also Faulhaber, 2011).

A related problem is that current theories of argument structure do not account for the statistical asymmetries in the distribution of individual verbs. As many corpus linguists have pointed out, verbs and constructions are skewed in their distribution. Give, for instance, is more frequent in the double-object construction than statistically expected and less frequent than expected in the to-dative construction; but for bring it is the other way around (Gries and Stefanowitsch, 2004).

Lexical idiosyncrasies and asymmetries have also been noted with regard to many other types of argument-structure constructions. Consider, for instance, the active-passive alternation. Most transitive verbs can appear in both active and passive voice, but in some languages, the active-passive alternation is not fully productive. German, for example, has a number of transitive verbs (i.e., verbs selecting an accusative object) that do not occur in passive voice, e.g., kennen “to know,” wissen “to know,” besitzen “to own,” kosten “to cost,” bekommen “to get” (Eisenberg, 2004, p. 128–130). In English, most transitive verbs can be passivized (a notable exception is the main-verb use of have, see below); but there are statistical biases in the distribution of individual verbs. For example, the verbs get, want and do occur with a higher frequency ratio of active/passive uses than one would expect if the co-occurrence of verbs and constructions was random; but for the verbs use, involve and publish it is the other way around: They are biased to appear in passive voice (Gries and Stefanowitsch, 2004, p. 109).

Both the item-specific constraints on the occurrence of individual verbs and the distributional asymmetries in the co-occurrence of particular verbs and argument-structure constructions are motivated by general conceptual and discourse-pragmatic factors (e.g., Pinker, 1989; Goldberg, 1995). Nevertheless, they are not strictly predictable from these factors. There are, for instance, no obvious semantic or pragmatic reasons why the main-verb use of have, meaning “to own” or “to possess,” cannot be passivized given that the verbs own and possess are frequently used in passive voice (e.g., The farm was owned by a wealthy family; He was possessed by a devil); and there is also no obvious semantic or pragmatic reason why the English verb know can appear in passive voice while its German counterparts wissen and kennen are banned from the passive construction.

Taken together, these findings suggest that speakers “know” how individual verbs are used across argument-structure constructions, on top of any semantic or pragmatic factors that may motivate their use in a particular construction. Considering these findings, I suggest that argument structure is best analyzed in the framework of a dynamic network model in which verbs and constructions are related by filler-slot associations that are determined by two general factors: (i) the semantic fit between lexemes and constructions (i.e., Goldberg’s Semantic Coherence Principle), and (ii) language users’ experience with particular co-occurrence patterns (cf. 5) (see Diessel, 2019, p. 121–141 for a more detailed account).(5)
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Good evidence for this hypothesis comes from psycholinguistic research on sentence processing. For instance, Trueswell (1996) showed that the processing difficulty of (reduced) passive relatives varies with the frequency with which individual verbs occur in passive voice. Since a verb such as consider is much more frequent in the passive than a verb such as want (Gries and Stefanowitsch, 2004, p. 109), passive relatives including consider cause significantly fewer processing problems in comprehension experiments than passive relatives including want (cf. 6a–b).

(6) a. The secretary (who was) considered by the committee was …b. The director (who was) wanted by the agency was …

Similar effects have been observed in psycholinguistic research with other types of constructions and other verbs (e.g., MacDonald et al., 1994; Spivey-Knowlton and Sedivy, 1995; Garnsey et al., 1997), supporting the hypothesis that speakers’ knowledge of argument-structure constructions includes filler-slot associations between individual verbs and the verb slots of particular constructions.



WORD CLASSES

The same network approach can be applied to grammatical word classes and phrase structure (Diessel, 2019, p. 143–171, 191–195). Traditionally, word class categories are seen as properties of lexical items (e.g., tree is a “noun”), but one can also think of word classes as slots of constructional schemas. Consider, for instance, the contrast between nouns and verbs in English. There are morphological, phrasal and clausal constructions including noun slots and verb slots, to which I refer as N/V-schemas (cf. 7a–c).(7)
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Following Croft (1991, p. 36–148) and Langacker (1991, p. 59–100), I assume that word class schemas give rise to particular conceptualizations of lexical expressions in order to use these expressions for particular speech act functions. N-schemas conceptualize the content of a lexeme as a non-relational and a-temporal entity that is used to perform an act of reference; whereas V-schemas conceptualize the content of a lexeme as a relational and temporal entity that is used to perform an act of predication. The lexeme fax, for instance, refers to an entity if it occurs in an N-schema (cf. 8a), and it designates a process if it occurs in a V-schema (cf. 8b).

(8) a. John sent me a fax.b. John faxed me a message.

N/V-schemas attract particular semantic types of lexical items: items that designate an entity such as the word table typically occur in N-schemas; whereas items that designate an action, such as the word drink, tend to occur in V-schemas (see Croft, 1991, p. 87–93 for quantitative corpus data from several languages supporting this analysis). However, crucially, while the co-occurrence of lexemes and word class schemas is semantically motivated, this is not just a matter of semantics but also of experience. Speakers “know,” for example, that a word such as crime is exclusively used in N-schemas despite the fact that crime designates an action, and they also “know” that table and drink appear in both N-schemas and V-schemas despite the fact that table (in its basic use) designates an entity and drink an action. In other words, speakers associate particular lexemes with specific word class schemas and the strength of these associations is again determined by two factors: the semantic fit between lexemes and schemas, and language users’ experience with particular co-occurrence patterns (cf. 9).(9)
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The network approach to nouns and verbs can be extended to other word classes and subclasses (Diessel, 2019, p. 157–171). Count nouns and mass nouns, for instance, are expressed by different types of N-schemas. In English, count noun schemas construe an item as a bounded entity (e.g., That’s a cake), whereas mass noun schemas construe an item as an unbounded substance (e.g., I like cake) (Talmy, 2000, p. 50–55). Both schemas are associated with alternating and non-alternating lexemes (cf. 10). Cake, for instance, is an alternating lexeme, whereas cat is non-alternating (e.g., That’s a cat vs. ∗I love cat).(10)
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The associations are semantically motivated and entrenched by frequency of language use, but speakers can create novel connections, as in the oft-cited example There was cat all over the driveway, which nicely illustrates that the English mass noun schema evokes a particular conceptualization if it is applied to a new item (Langacker, 2008, p. 128–132).

Note that while word class categories are defined by semantically motivated filler-slot relations, they are also influenced by formal considerations. For example, speakers of English associate particular verb forms with particular past tense schemas based on their phonetic properties (Bybee and Slobin, 1982), which is readily explained by filler-slot relations. To illustrate, the vast majority of English verbs form the past tense by adding the -ed suffix (e.g., walk → walked). However, given a nonce verb such as spling, speakers may create the past tense form splang based on the phonetic similarity between spling and certain “irregular” verbs such as sing that form the past tense by changing the vowel [I] to [æ] (cf. 11) (Bybee and Modor, 1983).(11)
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The formation of the English past tense has been a showcase for the power of the network approach in early research in connectionism (Rumelhart and McClelland, 1986). However, if we think of nouns and verbs in terms of networks (as in 11), the same approach could also be used to model the emergence of grammatical categories, if the input nodes and output nodes of a (neural) network are specified for certain conceptualizations and speech act functions.

Finally, the network approach sheds new light on cross-linguistic aspects of word classes. Most European languages have roots that are categorically linked to N-schemas or V-schemas (English is unusually flexible in this regard). However, there are other languages like Nootka (Jakobsen, 1979) and Mundari (Evans and Osada, 2005) in which lexical roots are linked to both N-schemas and V-schemas with almost no restrictions (cf. 12).(12)
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This has led some researchers to argue that languages like Nootka and Mundari do not distinguish between nouns and verbs (e.g., Jelinek, 1995), but this claim is potentially misleading as it restricts the analysis of grammatical word classes to “lexical nouns and verbs.” While lexical roots are categorically unspecified in Nootka and Mundari (with some minor restrictions; Jakobsen, 1979), there is no doubt that these languages have formally distinct N/V-schemas in which lexical roots are used as nouns and verbs for reference and prediction (Croft, 2001). Recent research in typology has questioned the existence of language universals, including the existence of universal word classes (Evans and Levinson, 2009). However, the distinction between N-schemas and V-schemas appears to be a universal trait of language that is foundational to the cognitive and linguistic organization of grammar (see Diessel, 2019, p. 152–161 for discussion).



CONSTITUENT STRUCTURE

Like word classes, constituent structure involves filler-slot relations. The best evidence for the traditional toolkit approach comes from the analysis of syntactic constituents (Jackendoff, 2002). In generative grammar, syntactic constituents are discrete building blocks that are combined to larger structures by a set of phrase structure rules (in older versions of generative grammar) or a single syntactic operation called “merge” (in recent versions of generative grammar). The resulting structures are commonly represented in phrase structure graphs consisting of nodes and arcs that could be interpreted as some kind of network (Diessel, 2019, p. 172–173).

However, while phrase structure graphs bear some resemblance with network models, the traditional approach to the study of constituent structure is not consistent with the emergentist view of grammar in the usage-based approach. If we think of grammar as an emergent phenomenon, we need a more dynamic model of grammar that explains how constituent structure is derived from language use.

In what follows, I argue that traditional phrase structure graphs can be re-analyzed as dynamic networks of interrelated constructions. In order to understand the dynamics of these networks, one has to consider both the processes that give rise to syntactic constituents and the processes that explain how the various phrasal constituents are related.


Phrasal Constructions

In the usage-based approach, syntactic constituents are emergent constructions that are shaped by the interaction between two cognitive processes: conceptualization and automatization. To begin with, phrasal constructions are semantically motivated by general conceptual factors. As Langacker (1997) and others have pointed out, syntactic constituents such as NP, VP, and PP are organized around relational terms that entail, or select, other types of linguistic expressions (notably pronouns and nouns). Verbs, for instance, designate actions or events that entail particular participants (see above), and adjectives designate properties that entail particular referring terms (e.g., furry entails an animal). Like verbs and adjectives, most grammatical function words select certain types of co-occurring expressions. Prepositions, for instance, denote semantic relations that entail nominal expressions, and auxiliaries designate temporal, aspectual or modal concepts that entail a co-occurring verb.

Since phrasal categories are organized around relational terms, they (usually) form coherent conceptual groups that may be expressed as separate intonation units (Chafe, 1994). However, while syntactic constituents are semantically motivated, they are also influenced by other factors, notably by frequency or automatization. As Bybee (2002, p. 220) notes, “the more often particular elements occur together, the tighter the constituent structure.”

In the unmarked case, conceptualization and automatization reinforce each other, but they can also be in conflict with each other. For instance, although auxiliaries are conceptually related to a co-occurring verb, the English auxiliaries have, be and will are often prosodically bound to a preceding pronoun (e.g., I’ve, she’s, we’ll) rather than a subsequent verb. Since the occurrence of contracted auxiliaries correlates with the joint (or transitional) probability of a pronoun and an auxiliary (Krug, 1998; Barth and Kapatsinski, 2017), it seems reasonable to assume that frequent strings such as I’ve, she’s, and we’ll are stored and processed as lexical chunks, or lexical constituents, that deviate from canonical phrase structure groups (Bybee and Scheibman, 1999).

Similar mismatches between syntactic constituents and lexical phrases have been observed with other types of expressions. Articles, for instance, are conceptually related to nominal expressions, but in German and French they are often grouped together with a preceding preposition, rather than a subsequent noun, as evidenced by the fact that these languages have developed a new set of contracted forms such as German zum (from zu dem “to the.DAT”) and French au (from à le “to the.M”).

Both conceptualization and automatization are domain-general processes (Diessel, 2019, p. 23–29). Since automatization is driven by frequency of language use, the strengthening effect of automatization varies on a scale (though this scale may not be linear). As a consequence of this (and the above described interaction between automatization and conceptualization), constituent structure is gradient and much more diverse and lexically particular than commonly assumed in traditional phrase structure analysis.



Filler-Slot Relations

Like lexemes, phrasal constituents are associated with particular slots of constructional schemas that can be modeled by filler-slot relations. The transitive construction, for instance, includes two slots for nominal constituents functioning as subject and object or agent and theme (cf. 13).

(13) [The man]SUBJ saw [the woman]OBJ.

In traditional phrase structure grammar, the slots of argument-structure constructions can be filled by any kind of NP, but there are well-known asymmetries between subject and object fillers. The subject slot of the transitive construction, for example, is usually filled by definite expressions, pronouns or definite NPs, that tend to be shorter and higher on the animacy scale than object NPs. Functional linguists have pointed out that the asymmetries between subject and object fillers are semantically and pragmatically motived by the meaning of the (transitive) verb and the discourse context (Chafe, 1994). However, a number of recent studies have argued that, apart from any semantic or pragmatic motivations, speakers associate certain types of phrasal fillers with certain structural positions. Good evidence for this hypothesis comes from psycholinguistic research on subject and non-subject relative clauses (cf. 14a–b).

(14) a. The student (who) the teacher met … NON-SUBJECT RELATIVEb. The student (who) met the teacher … SUBJECT RELATIVE

There is abundant evidence that non-subject relatives are more difficult to process than subject relative clauses (i.e., relatives in which the head noun functions as subject of the relative clause) (see Gordon and Lowder, 2012 for a review). Yet, the processing load of non-subject relatives varies with the type of argument fillers they include. In early psycholinguistic research on relative-clause processing, the experimental stimuli of relative clauses were usually formed with full lexical NPs (as in 14a–b), but recent research has shown that the processing load of non-subject relatives is greatly reduced if they include a pronominal subject rather than a lexical NP (cf. 15a–b) (e.g., Roland et al., 2012).

(15) a. The client (who) the lawyer talked to …b. The client (who) he talked to …

Some researchers explain the faciliatory effect of pronominal subjects on the processing of non-subject relatives by discourse factors such as topicality or givenness. According to Fox and Thompson (1990), non-subject relatives serve to “ground” the noun they modify by relating it to a “given” relative-clause subject (see also Fox and Thompson, 2007). In accordance with this hypothesis, several experimental studies have shown that pronominal subjects denoting a familiar or given referent facilitate the processing of non-subject relatives compared to relative constructions with lexical subjects denoting a new or unfamiliar subject (e.g., Mak et al., 2006; Roland et al., 2012).

However, in addition to discourse factors, such as topicality or givenness, relative-clause processing is influenced by language users’ experience with particular argument fillers (Reali and Christiansen, 2007). In corpora, non-subject relatives typically include personal pronouns as subjects, notably, first and second person pronouns are very frequent. In the Switchboard corpus, for example, I and you account for more than 80% of all subjects of non-subject relative clauses (Roland et al., 2007; see also Fox and Thompson, 2007). Building on this finding, Reali and Christiansen (2007) conducted a series of self-paced reading experiments comparing the processing of subject and non-subject relatives with certain types of subject and object fillers, as illustrated with the pronoun you in (16a–b).

(16) a. The consultant that you called emphasized the need for additional funding.b. The consultant that called you emphasized the need for additional funding.

In accordance with their experimental hypothesis, these researchers found that reading times correlate with the relative frequency of individual pronouns (and nouns) in subject and non-subject relatives in a very large corpus. While subject relatives are usually read faster than non-subject relatives, the relationship is reverse when argument slots are filled by pronouns that are frequent in non-subject relatives and infrequent in subject relative clauses (i.e., first and second person pronouns). Considering this finding, Reali and Christiansen argue that their “results point toward the need for a model that includes statistical information as a factor” in addition to “discourse constraints” (Reali and Christiansen, 2007, p. 18). Consistent with this view, we may propose a network model in which particular types of argument fillers are probabilistically associated with the argument slots of subject and non-subject relatives, as shown in (17).(17)
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That speakers associate particular types of referring terms with particular slots of constructional schemas has also been proposed in research on the to-dative and double-object constructions (Bresnan et al., 2007; Bresnan and Ford, 2010) and the genitive alternation (Szmrecsanyi and Hinrichs, 2008; Wolk et al., 2013). What all of these studies have found is that the processing of syntactic structures is predictable from their relative frequency in large corpora, indicating that speakers’ syntactic knowledge of constituent structure is crucially influenced by their experience with particular constructional schemas and phrasal or lexical fillers (cf. Diessel, 2019, p. 191–195).



PARADIGMATIC ALTERNATIVES: VOICE, CASE, NUMBER, AND NEGATION

In the three previous sections, we have been concerned with filler-slot relations. In the remainder of this paper, we will consider constructional relations, which specify associations between constructions at the same level of abstraction. Constructional relations have long been ignored in usage-based construction grammar, but a number of recent studies have argued that constructional relations, also known as lateral or horizontal relations, are key to understand grammatical phenomena (e.g., Diessel and Tomasello, 2005; van Trijp, 2010; Van de Velde, 2014; Norde and Morris, 2018).

Constructional relations can be divided into two basic types: (i) relations of similarity, which constitute construction families, and (ii) relations of contrast, which constitute paradigmatic alternatives of grammatical categories such as voice, case and number (Diessel, 2019, p. 199–248). We begin with the latter.

Paradigmatic alternatives are related constructions, such as active and passive sentences or singular and plural nouns, that are commonly seen as members of particular grammatical categories such as voice and number. In formal syntax, paradigmatic alternatives have been analyzed in terms of syntactic or morphological derivations. Construction grammar has abandoned the idea that linguistic structures are derived from one another or from underlying representations. Nevertheless, like any other grammatical theory, construction grammar must account for alternating categories such as active and passive voice.

If we think of grammar as a network, paradigmatic alternatives constitute pairs of horizontally related constructions. Crucially, one of the alternating categories typically serves as the default. For instance, in the case of voice, the active construction functions as the default: active sentences are more frequently used than passive sentences (Biber, 2006) and occur within a wider range of contexts (Weiner and Labov, 1983). Moreover, the linguistic encoding of active and passive sentences is asymmetrical. As it turns out, across languages, passive constructions are often marked by an extra morpheme, as illustrated by example (18b) from Sre (Mon-Khmer, Vietnam), in which the passive verb is marked by a particular passive prefix. Note, also, that in addition to the passive prefix, the agent of a passive sentence in Sre is marked by a preposition that does not occur in the corresponding active construction (cf. Engl. This letter was written by John).
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Encoding asymmetries of this type also occur with many other grammatical categories including number (car vs. car-s), tense (walk vs. walk-ed), aspect (go vs. is go-ing), case (car vs. car’s), degree (beautiful vs. more beautiful) and polarity (He is lazy vs. He is not lazy). Linguistic typologists refer to these asymmetries as structural markedness (Croft, 2003; see also Greenberg, 1966). Markedness is an important concept of grammar that is readily explained within a network model (Diessel, 2019, p. 223–248).

Since the occurrence of an extra morpheme correlates with frequency of language use, it has been argued that the encoding asymmetries of grammatical categories are shaped by domain-general processes of language use (Haspelmath, 2008; Haspelmath et al., 2014). Specifically, we may hypothesize that frequency of language use gives rise to particular linguistic expectations. To simplify, all else being equal, listeners expect speakers to use the more frequent member of an alternating pair of constructions. Yet, if, for whatever reason, the less frequent member is used, speakers may find it necessary to indicate their choice of construction by an extra morpheme (Kurumada and Jaeger, 2015). The best example for this is perhaps the alternation of polarity constructions. Since the majority of sentences are affirmative, negative sentences usually include a negative marker (cf. 19).(19)
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This strategy of morphological flagging is arguably the driving force behind the emergence of structural markedness (Diessel, 2019, p. 223–248). The default construction is often “zero-coded” (Haspelmath, 2006, p. 30), whereas the less frequent member takes an extra morpheme (cf. 20).(20)
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This does not only hold for syntactic constructions, such as active and passive sentences, but also for morphological constructions including inflectional categories such as number and case. Consider, for instance, the following forms of the noun pa. t. ti meaning “dog” in (21) from Malayalam (Dravidian, India).

(21) pa. t. ti “dog.NOM.SG”pa. t. ti-ye “dog.ACC.SG”

pa. t. ti-ka. l “dog.NOM.PL”

pa. t. ti-ka. l-e “dog.ACC.PL”

In Malayalam, nouns are inflected for number and case, which is usually described as a morphological paradigm consisting of a lexical root and a set of inflectional affixes. However, in construction grammar, each word form constitutes a construction in which the root is stored and processed together with a sequentially related affix (or string of affixes). The various word forms constitute a network that reflects language users’ experience with individual members of the paradigm (cf. 22).(22)
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As can be seen, the various word forms differ in terms of frequency (as indicted by the strength of the boxes), which correlates with the occurrence of grammatical markers. The most frequent word form is nominative singular, which is formally unmarked, as it functions as the default. All other word forms carry at least one extra marker (for number or case), and plural nouns in accusative case take two markers (for both number and case), as they are the least frequent and least expected member of the paradigm.

What this example shows is that every construction has a particular “ecological location” in the grammar network that is defined by its relationship to other constructions in the system (Diessel, 2019, p. 223–248). This does not only concern paradigmatic alternatives of grammatical categories such as voice, number and case, but also groups of similar constructions, to which I refer as “construction families.”



CONSTRUCTION FAMILIES

The term construction family is used in analogy to the notion of lexical family in the study of the mental lexicon, which is commonly characterized as an association network (Anderson, 1983; Dell, 1986). In order to explore the structure of this network, psycholinguists investigate how lexemes are accessed in online language use (Collins and Loftus, 1975; Anderson, 1983; Schreuder and Baayen, 1997).

Lexical access is a competition process that is determined by several factors. First, all else being equal, frequent items are more easily accessed or activated than infrequent ones (Forster and Chambers, 1973 among many others). Second, lexical access is facilitated by priming: if the target word is preceded by a lexical prime, it is more easily activated (Dell, 1986). And third, lexical access is crucially influenced by neighborhood density, which refers to the number of items that are phonetically and/or semantically similar to the target word. The word cat, for instance, has many phonetic neighbors, e.g., rat, hat, vat, pat, mat, bat and at, whereas cup has only a few, e.g., cut, up. Neighborhood density can slow down lexical access in word recognition tasks (Luce and Pisoni, 1998), but has facilitatory effects on the activation of lexemes in speech production (e.g., Dąbrowska, 2008) and word learning (e.g., Storkel, 2004). Taken together, these findings have led psychologists to characterize the mental lexicon as an activation network in which lexemes are grouped together into families of semantically and/or formally similar expressions (cf. 23).(23)

[image: image]

Like lexemes, constructions are organized in families of semantically or structurally similar grammatical patterns that influence each other in processing and acquisition (Diessel, 2019, p. 199–222). Construction families share some properties with paradigmatic alternatives such as active and passive sentences (see above). Yet, in contrast to the latter, the members of a construction family are only loosely associated with each other. They do not form tightly organized paradigms of grammatical categories such as voice and number, but are open-ended groups of constructions that do not (usually) exhibit the encoding asymmetries to which typologists refer as markedness. Consider, for instance, the following examples of the English resultative construction (cf. 24).

(24) a. John painted the door red.b. Bill broke the mirror into pieces.

c. The lake froze rock solid.

d. We drank the pub dry.

e. John drank himself sick.

Resultative constructions designate an action that puts an NP argument into a particular state (Boas, 2003). Like many other argument-structure constructions, resultative constructions vary along several parameters. They generally include a resultative element, but this element can be an adjective or a prepositional phrase (24a–b). The verb is usually transitive, but there are also intransitive resultative constructions (24c). If the verb is transitive, the direct object may or may not be selected by the verb (24a–b vs. 24d). If the verb is intransitive, the construction either lacks a direct object (24c) or includes a “fake object,” usually a reflexive pronoun (24e) (Boas, 2003, p. 4–8). Considering this variation, Goldberg and Jackendoff (2004, p. 535) argued that resultatives do NOT form a “unified phenomenon” but “a sort of family of constructions.”

Like resultatives, copular clauses constitute a family of semantically and formally related constructions (e.g., Hengeveld, 1992 and Stassen, 1997). In English, for example, the copula be may be accompanied by a nominal, an adjective or a prepositional phrase (25a–c). If be is followed by a nominal, the copular clause may express identity (25a) or existence (25d); and if be is followed by an adjective, the copular clause expresses either a permanent state (25b) or a transitory event (25e) (which in some languages are formally distinguished by the use of different copular verbs, e.g., Spanish ser vs. estar).

(25) a. John is my friend.b. Bill is tall.

c. The glass is on the table.

d. There was an old man.

e. Mary is tired.

Crucially, while the members of a construction family may be subsumed under a constructional schema, they are also horizontally related to one another. One piece of evidence for this comes from structural priming. Like lexemes, constructions prime each other (see Pickering and Ferreira, 2008 for a review). In the simplest case, the priming effect is caused by the prior use of the same construction. For instance, as Bock (1986) demonstrated in a pioneering study, speakers’ choice between the double-object construction (e.g., Give me the money) and the to-dative construction (e.g., Give the money to me) is crucially influenced by the prior use of these constructions. If the previous discourse includes a double-object construction, speakers tend to describe a scene depicting an act of transfer by a double-object construction, but if the previous discourse includes a to-dative construction, they are likely to describe the same scene by a the to-dative (cf. Bock and Griffin, 2000; Gries, 2005).

Crucially, structural priming does not only occur when prime and target have the same structure; it also occurs with distinct but similar constructions, suggesting that these constructions are related in speakers’ linguistic memory. For example, Bock and Loebell (1990) showed that sentences including a directional prepositional phrase prime the to-dative construction (cf. 26a–b), and Hare and Goldberg (2000) showed that sentences including a verb such as provide (with) prime the double-object construction (cf. 27a–b). In the first case, prime and target have similar structures but different meanings, and in the second case, they have similar meanings but different structures.

(26) a. The wealthy widow drove an old Mercedes to the church.b. The wealthy widow gave an old Mercedes to the church.

(27) a. The farmer provided the cows with something to eat.b. The farmer gave the cows something to eat.

Taken together, this research suggests that argument-structure constructions are organized in construction families with overlapping structural and/or semantic properties (cf. 28) similar to lexical expressions in the mental lexicon (see 23 above).(28)

[image: image]



CONCLUSION

To conclude, there is a large body of empirical results supporting the usage-based view of linguistic structure as a dynamic and emergent phenomenon. However, there is no consensus in the usage-based literature as to how the many results can be explained and integrated into a coherent model. In particular, the analysis of syntactic phenomena is unclear in this approach.

In this paper, I have argued that linguistic structure is best analyzed within a dynamic network model of grammar. The general idea has been expressed in previous studies. In fact, usage-based linguists seem to agree that grammar constitutes some kind of network (Langacker, 2008; Bybee, 2010). However, while the network view of grammar is frequently invoked in the usage-based literature, it has not yet been developed into an explicit theory or model.

In this paper, I have proposed network accounts for several core concepts of syntax including the notion of construction, grammatical word classes and constituent structure, which are commonly treated as primitive concepts of syntactic analysis. However, as we have seen, all of these concepts can be analyzed as emergent phenomena if they are construed as networks.

At the heart of the proposed analyses is a set of associative relations that concern different aspects of a speaker’s linguistic knowledge and that are shaped by various cognitive processes. Specifically, I have proposed the following set of relations:

1. Symbolic relations, which can be seen as pathways of semantic interpretation that arise when linguistic forms are routinely used to evoke a particular meaning.

2. Sequential relations, which are associations between linguistic elements in linear order that have developed into automated processing units.

3. Taxonomic relations, which specify hierarchical connections between lexical strings and constructional schemas at different levels of abstraction.

4. Filler-slot relations, which describe associations between individual slots of constructional schemas and particular lexical or phrasal fillers.

5. And constructional relations, which are lateral associations between similar or contrastive constructions that are grouped together in a family or paradigm2.

Taken together, the proposed relations provide a framework for the analysis of a wide range of grammatical phenomena as emergent concepts. In Diessel (2019), I have proposed additional network analyses for other grammatical phenomena and have discussed some of the topics of the current paper in more detail. Let me conclude with some general remarks on future research. There are many open questions, but here are three general points which, I believe, are of particular importance.

First, the various associative relations have different properties. For example, while one might assume that symbolic relations involve bidirectional associations between form and meaning, sequential relations are unidirectional in that sequential relations have an inherent forward direction, as evidenced by the fact that the language users anticipate upcoming elements in the speech stream. Each relation is influenced by particular cognitive processes and has specific properties that have to be investigated in more detail. This requires both experimental research and computational modeling. There are various computational frameworks using network models, but the conceptual and computational tools of Network Science appear to be particularly useful (Barabási, 2016). These tools have been used in psycholinguistic research on the mental lexicon (e.g., Vitevitch, 2008), but have not yet been used in research on grammar. Second, constructions and lexemes are the basic units of the grammar network. Construction grammar has emphasized the parallels between lexemes and constructions—both are commonly described as signs or symbols. Yet, in this paper, I have argued that constructions are best analyzed as networks and that the symbolic associations of constructions and lexemes have different properties. In my view, the notion of construction has to be revised in the context of a dynamic network model, but this needs careful consideration.

And third, the grammar network has been devised to account for dynamic processes in both language change and language acquisition. The latter comprises L1 acquisition and the acquisition of a second language. There are conspicuous parallels between language change and language acquisition (Diessel, 2011, 2012), but there are also differences between them. For instance, language change is influenced by social factors, such as prestige, which is of no or little importance to (early) L1 acquisition, but may have an impact on second language learning. Moreover, early L1 acquisition is a bottom-up process whereby children extract linguistic schemas from the ambient language (Gómez and Gerken, 1999); whereas language change typically involves the extension and modification of existing schemas, rather than the creation of entirely new ones; and L2 acquisition is influenced by interference from a learner’s native language (Diessel, 2019, p. 37–39). These differences raise questions about the general architecture of the grammar network and its status. Can we model language acquisition and language change within the same network or do we need two separate models to account for acquisition and change? Does L2 acquisition involve two separate networks or just one? And how do we account for language attrition in the context of a grammar network model?
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FOOTNOTES

1 Like constructions, lexemes are horizontally related in the mental lexicon (e.g., Collins and Loftus, 1975). In order to account for the associations between lexemes, one might posit a particular type of “lexical link” in addition to the above relations (Diessel, 2019, p. 17–18, 200–202). However, lexical links play only a minor role in this paper.

2 In addition, one might posit a particular type of “lexical link” in order to account for horizontal associations between lexical items (see footnote 1).
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There are times when a curiously odd relic of language presents us with a thread, which when pulled, reveals deep and general facts about human language. This paper unspools such a case. Prior to 1930, English speakers uniformly preferred male-before-female word order in conjoined nouns such as uncles and aunts; nephews and nieces; men and women. Since then, at least a half dozen items have systematically reversed their preferred order (e.g., aunts and uncles, nieces and nephews) while others have not (men and women). We review evidence that the unusual reversals began with mother and dad(dy) and spread to semantically and morphologically related binomials over a period of decades. The present work proposes that three aspects of COGNITIVE ACCESSIBILITY combine to quantify the probability of A&B order: (1) the relative accessibility of the A&B terms individually, (2) competition from B&A order, and critically, (3) cluster strength (i.e., similarity to related A'&B' cases). The emergent cluster of female-first binomials highlights the influence of semantic neighborhoods in memory retrieval. We suggest that cognitive accessibility can be used to predict the word order of both familiar and novel binomials generally, as well as the diachronic change focused on here.

Keywords: binomials, historical change, American English, accessibility, cluster or neighborhood effect, emergent generalization


INTRODUCTION

Before the 1930s, English speakers systematically preferred the following word orders when using pairs of common nouns referring to male and female entities: uncle and aunt, nephew and niece, pa and ma, grandpa and grandma, father and mother, grandfathers and grandmothers. These orderings all reflected a preference to produce the male term first, a preference which remains generally operative today (Levy, 2005; Wright et al., 2005; Lohmann and Takada, 2014; Iliev and Smirnova, 2016; Tachihara and Goldberg, 2021). Yet by 2010, English speakers came to prefer the reversed order in each of the phrases just mentioned (e.g., aunts and uncles, nieces and nephews, grandma and grandpa).

Figure 1 provides three examples of the unusual reversal of preferred word order. The x-axes in each panel represent decades from 1900 to 2019 and the y-axis represents the relative percentages of each order in the Google N-gram online corpus, containing 500 billion words (Michel et al., 2011). Female-first order is represented in red, and male-first, in blue. “Pa and ma” shows the shift to ma and pa order as early as 1950 (top); “fathers and mothers” displays a reversed preference of mothers and fathers by roughly 1970 (middle), and “nephews and nieces” shows the preference reversal by the mid 1970s (bottom).


[image: Figure 1]
FIGURE 1. The historical shifts in preferred order from pa and ma to ma and pa (top), from fathers and mothers to mothers and fathers (middle), and from nephews and nieces to nieces and nephews (bottom) in Google Books N-gram (Michel et al., 2011). The x-axes represent time 1900–2019 and the y-axes represents the relative percentages of each order. Female-first order is represented in red and male-first in blue.


Figure 2 represents the difference in probability of female-first order at two time points: 1930 and 2010, for each of the 45 items included in the current analysis. The length of the lines represents the extent of the shift for each item. The size of the endpoints represents the relative token frequency at the two time points (regardless of order). As is clear from Figure 2, the word-order preference has not shifted equally in all items.


[image: Figure 2]
FIGURE 2. The probability of female-first order for 45 gendered binomials at two time points: 1930 (circles) and 2010 (triangles), based on data from Google Books N-grams. The size of the endpoints represents the frequency of the binomial (in either order). Time points (and lines) are omitted for items below a threshold frequency of 0.05 per million words.


Here we ask, what caused the word order shift and why have some gendered binomials shifted more than others? The question arises because the order of words in familiar phrases rarely changes (e.g., Bybee, 2002; Hopper and Traugott, 2003; Brinton and Traugott, 2005; Traugott and Trousdale, 2013). Accordingly, reversals in the preferred word order of familiar binomials are highly unusual; instead, people tend to reproduce binomial phrases in the same order they have witnessed them used (Malkiel, 1959; Cooper and Ross, 1975; Morgan and Levy, 2016). For instance, Mollin (2013) documented the ordering of more than 200 frequently occurring binomials across two centuries. Of those, 93% displayed a preference toward one order over another. She found only 1% of binomials reversed their preferred order, observing that mother and father was such a case, as we return to in the section, Social Influences.

Given the rarity of reversals in word order, it is striking that a dozen gendered binomials have come to reverse their preferred order, displaying a female-first preference today, despite a continuing bias in English toward male-first order in other cases. In what follows, we aim to explain and quantify why certain cases have reversed their preferred order, and why other cases have not undergone the reversal, at least not yet (e.g., brothers and sisters). In doing so, we discuss and relate several factors that are recognized to play a role in novel and familiar binomial order more generally. We then provide a quantitative analysis, based on a century of data culled from Google Books Ngrams.

Mollin (2013) offers a detailed diachronic study of binomial terms that is particularly relevant in the current context (see also Mollin, 2014; Kopaczyk and Sauer, 2017). While we note that reversals in preferred word order are rare, she emphasized that changes in DEGREE OF FIXEDNESS are common. Degree of fixedness refers to the ratio of tokens ordered one way over the number of tokens ordered in either way. Mollin (2013) argued that decreases in fixedness appear to pose a challenge to usage-based models of language because they represent a shift away from conventionality toward novelty. That is, usage-based models of language predict speakers' productions should reflect the statistical regularities they witness, so any systematic change requires explanation. In fact, many changes have been studied and explained through processes of reduction (Frishberg, 1975; Hopper and Traugott, 2003; Brinton and Traugott, 2005), reanalysis (Langacker, 1977; Eckardt, 2006), language contact (Thomason, 2003), or changes in meaning or emphasis (Traugott, 1988; Grieve-Smith, 2019). However, none of these standard explanations applies to the shift toward female-first order in gendered binomials: Female-first binomials are not reduced versions of male-first orderings; they are not analyzed differently than male-first orderings, as all are transparent conjunctions; and they are not a result of language contact, as none of the terms is borrowed. Mollin (2013) proposes that the change is due to the women's liberation movement in the 1970's, an intriguing idea we discuss in the following section. Ultimately, however, the timing and specifics of the change lead us to propose a more mechanistic account.

Much has been written about factors that make one word in a binomial more likely to be produced first. As discussed below, these factors include frequency, definiteness, and priming, as well as semantic animacy, relevance to the speaker, prototypicality, and concreteness (Cooper and Ross, 1975; Benor and Levy, 2006; Onishi et al., 2008; Lohmann and Takada, 2014; Morgan and Levy, 2016; Tachihara and Goldberg, 2021). As additionally reviewed below, a good deal of work has also demonstrated that prior experience with one order or the other predicts future uses (Cooper and Ross, 1975; Mollin, 2013; Morgan and Levy, 2015; Conklin and Carrol, 2020). Yet neither of these factors on its own predicts a change in word order, because the meanings of the terms has hardly changed, and previous male-first word order failed to persist across diachronic time.

We propose that the historical shift was precipitated by two independently motivated female-first binomials, namely mother and daddy and mother and dad. These cases initiated an emergent cluster of female-first binomials which began to slowly attract highly similar binomials, particularly binomials that were not themselves highly entrenched in the opposite, male-first order. The emergent cluster illustrates how new sub-regularities can arise in language.

We also suggest a unified account of binomial orderings based on the cognitive accessibility of the parts and the whole, where cognitive accessibility refers to the speed or ease with which concepts are retrieved from memory (Tulving and Pearlstone, 1966; see also Ferreira and Dell, 2000; MacDonald, 2013). Although “accessibility” is not often mentioned in work on historical change, nor even in work on binomial word order (except in Onishi et al., 2008; Lohmann and Takada, 2014; Tachihara and Goldberg, 2021), we argue that A&B order is predicted by the relative accessibility of the parts (A vs. B) and the degree of competition from the alternative order (B&A). In what follows, we describe how prior work on binomials can be interpreted straightforwardly in terms of accessibility, and importantly, we provide evidence for a third additional factor, cluster strength. The emergent cluster of related cases serves to motivate the historical shift in word order, and we argue, is also directly related to cognitive accessibility. We thus propose unifying these three factors affecting binomial order by observing that they jointly determine which order is more accessible from memory, as represented in (1):

(1) P(A&B) ~ Cognitive accessibility of the A term compared to the B term

− Competition from B&A

+ Cluster strength of binomials related to A&B (A'&B')

After discussing a possible role for social factors, we propose the catalyst for the historical change. We then quantify each of the relevant factors (section Cognitive Accessibility), and explain how each is related to accessibility. This allows us to test a multiple linear regression model that combines the proposed factors.



SOCIAL INFLUENCES

Mollin (2014) thoroughly documents and reviews the historical ordering of over 200 of the highest-frequency binomial expressions in English between 1800 and 2000. In Mollin (2013), she observes a decrease in fixedness away from male-first ordering among several high-frequency gendered binomials in the 1970s, as depicted in the red box in Figure 3 (Mollin's, 2013, Figure 9, box added). For example, while “boys and girls” overwhelmingly preferred male-first order before 1970, the percentage of male-first order (boys and girls) was reduced from nearly 100% to closer to 80% by the 2000s.


[image: Figure 3]
FIGURE 3. Examples of gendered binomials which show an increasing trend away from male-first order during the 1970s as indicated by the red box (added). From Mollin (2013, Figure 9).


Because the decrease in fixedness of these cases appears to begin in the 1970s, Mollin suggests that the shift was caused by the changing cultural roles for women in American society during the wave of advocacy for gender equality in that period. We take this to suggest that the change was due to a difference in construal: as females began to be viewed as more and more equal to males in terms of perceived power, agency, and importance, the semantic motivation for male-first order was weakened. To presage the current results, we do find a general decrease in male-first order over the past century. But the timing of the shift among gendered binomials was gradual, with reversals of preferred order observable across decades. As Mollin (2013) acknowledges, the unfreezing of mother and father began well before the 1970s, and mom and dad has always preferred female-first order (Figure 3). To address this, she suggests that terms referring to parents may require a special explanation:

“If we consider the changes plotted in Figure [3] …in more detail, it is interesting that the binomials in which the tendency to name the woman first … are those referring to the parental roles of men and women [emphasis added]: contrary to usage in the nineteenth century, in which father(s) and mother(s) was strongly preferred, we have witnessed an unfreezing trend to the point of reversibility, with a mild preference today to name mothers first. One may speculate that this is because the mother's typically more central role in child raising is now seen to be more important than the traditionally larger familial authority of the father. … All parental binomials now prefer the female element to come first, especially Mom and Dad, which is almost frozen” (Mollin, 2013, p. 196).

We argue that a trend toward more gender-equality cannot explain the full pattern of results. Because Mollin (2013) considered the most frequent binomials, her dataset did not include the full set of gendered binomials considered here. For instance, nephews and nieces, uncles and aunts, and grandfather and grandmother were not included, because they are not among the most frequent binomials. Yet the shift away from male-first order also began in these cases even though the societal roles played by nephews vs. nieces, uncles vs. aunts, or grandmothers vs. grandfathers have not changed dramatically, or at least not in ways that garnered much public discussion or awareness.

Critically, the male-before-female preference has been reversed in more than a half dozen gendered binomials (recall Figure 2). This is challenging to reconcile with the fact that English speakers continue to display a male-first bias elsewhere. For instance, Wright et al. (2005) reports a male-first bias (in addition to a shorter-first bias) when participants were asked to produce first names that were stereotypically male or female. Tachihara and Goldberg (2021) likewise reports a male-first bias when people name familiar couples, over and above effects of length and reported feelings of closeness. Finally, Lohmann and Takada (2014) found a male-first bias in modern corpus data. Thus, a general (potentially weakened) male-first bias remains evident in English outside of the cases that are the focus of the current analysis1.

We do not mean to dismiss the importance of societal stereotypes. Hegarty et al. (2011) demonstrated that the male-first preference itself arises from a stereotypical difference in perceived power or masculinity. In particular, they asked participants to name fictional gay couples, in which one member of each couple was described as having a trait that was considered stereotypically more masculine. Participants were told, for instance, that one member of each couple earned more money or was physically larger. Results showed that participants tended to name the person assigned the stereotypically masculine property before the other member of the couple. Since both members of each couple were men or both were women, perceived dominance and not gender per se was responsible for this bias in word order. Presumably the cultural stereotype that assigns males more dominance or power underlies the continuing male-first bias (see also Benor and Levy, 2006). A general trend toward greater perceived gender-equality cannot fully account for the ordering reversal among the cluster of cases focused on here given that an overall male-first bias in binomials remains evident. Yet, it is possible (and we are optimistic) that the difference in perceived dominance between males and females has lessened over the past century, and it is reasonable to assume that a perceived difference in dominance may vary across different binomials (boys may be viewed more equitably compared to girls than kings are in comparison to queens, for example). We return to this point in the Discussion, observing that such changes would be a welcome addition to the current account.



GROUND ZERO FOR FEMALE-FIRST BINOMIALS: MOTHER AND DAD(DY)

If the shift is not due to increasing gender equality in the 1970s, when and how did it begin? In what follows we offer a mechanistic account based on cognitive accessibility. The analysis is based on data collected as follows.

In order to determine the frequencies of individual terms and binomial phrases as units, we analyzed the largest corpus available, Google Books N-grams, which includes roughly 500 billion words (Michel et al., 2011)2. The same trend toward female-first order among a cluster of binomials is also evident in COHA, the corpus of historical American English (Davies, 2010). However, the frequency estimates for smaller corpora are less reliable, so we use the larger corpus, even though it is not ideal (Pechenick et al., 2015). For example, corpus size is not stable across time points in Google Books N-gram. To address this, we use the percentages provided by Google N-grams at each decade rather than raw frequencies. To obtain frequency information that was comparable, we multiplied percentages by one million, a very conservative estimate of corpus sizes. We then converted frequencies to a log scale, since log values are recognized to predict accessibility (Carroll, 1967; Baayen, 2002; Balota et al., 2004). The data was comprised of the 45 binomials listed in Figure 2 (and in Appendix). For each binomial, we sampled frequencies in both orders, for the first year of each of 10 decades: 1920, 1930, 1940…2010, and in 2019, the last year available.

We propose that the subregularity of female-first binomials evident today was catalyzed by the binomials, mother and daddy and mother and dad. Both displayed a preference for female-first order as early as any preference is detectable, circa 1920 as shown in Figure 4.


[image: Figure 4]
FIGURE 4. (Top) Mother and dad was more common than dad and mother (1900–2019), (Bottom) Mother and daddy was more common than daddy and mother since (1900–2019).


Although uncommon today, both binomials were more commonly used than mom and dad before 1950 (Google Books Ngram) (Emily Morgan, personal communication, 2/16/21)3. Why did these cases show the preference for female-first order, flouting the robust male-first bias at that time?

Recall that the male-first preference is itself part of a more general tendency to position the label of a referent perceived to be more stereotypically masculine, powerful or important first (Benor and Levy, 2006; Hegarty et al., 2011). This raises the possibility that the female-first order of mother and dad(dy) was motivated by an interpretation of mother as the parent who was more powerful or in control than dad (or daddy). Indeed, mother and daddy sounds odd today, since mother is a formal term, used primary by adults, while daddy is informal, affectionate, and typically used by children. Yet the earliest uses of these phrases offer little indication that the female parent (mother) was construed as more in control or more important than the male parent (daddy). Consider a typical early example, in (2) (boldface added). The character, Anita, speaks directly to both parents, but asks permission specifically from her father, indicating that he has more authority; moreover, in the same conversation, Anita refers to her parents as father and mother, a male-first binomial4:

(2) “I have been to see Mrs. Lawrence,” said Anita, “and she asked me if I would write a letter for her. She didn't, of course, tell me not to say anything about it to you, mother and daddy, but I would rather not tell you to whom the letter is to be written. You must trust me, my own dear daddy. It is a very simple letter, just to say that Lawrence has disappeared and Mrs. Lawrence and the little boy are in kind hands.” “Of course we trust you,” answered Colonel Fortescue, smiling. “You are a very trusty person, Anita.” “Like my father and mother,” answered Anita (COHA, 1916, Betty at Fort Blizzard by Seawell, 1916).

The binomial terms in mother and daddy are asymmetric in that daddy was and remains an affectionate appellation, especially in comparison to the more formal relational term, mother. This may imply a closer relationship between the child and male parent. However, to the extent that this is true, it predicts that daddy should have been ordered before mother, not the other way around. That is, when speakers refer to familiar couples, they tend to order the individual they feel closer to before the other member of the pair (in both English and Japanese, despite the languages' different overall word orders; Tachihara and Goldberg, 2021; see also Lohmann and Takada, 2014). To summarize, insofar as daddy is a term of endearment and mother is more formal, the reason speakers in the 1920s violated the general bias toward male-first order in the case of mother and daddy and mother and dad is not likely due to the semantic and pragmatic properties of the individual terms.

A more compelling explanation for the order of mother and dad(dy) is that mother was roughly 100 times more frequent than daddy or dad. Figure 5 illustrates this massive difference in frequency: the relative frequencies of daddy and dad are so low that they are hard to see in the figure. We suggest that the dramatic difference in frequency resulted in mother being more cognitively accessible than daddy or dad, making it likely that the word mother would be retrieved from memory more quickly than either daddy or dad. This then explains why mother was originally ordered before daddy, even though nearly all other binomials at the time preferred male-first order.


[image: Figure 5]
FIGURE 5. The frequencies of individual terms: mother was two orders of magnitude more frequent than daddy or dad during the period when mother and daddy and mother and dad emerged (see this figure, 1900–1950).


The analysis below suggests that the appearance of mother and daddy and mother and dad led to a cascading effect across semantically and morphologically similar cases, resulting in the cluster of female-first binomials that exists today. More generally, as we detail, the root cause of mother and daddy's order and the gradual shift among many other gendered binomials and the ordering of conventional binomials and the ordering of novel binomials is: cognitive accessibility. We review three relevant aspects of accessibility immediately below.



COGNITIVE ACCESSIBILITY

As noted in the introduction, cognitive accessibility refers to the speed and accuracy of recalling a memory trace, regardless of whether the memory represents a semantic concept, an episodic event, a word, or a phrase. The intended message is by far the most important factor determining which words and constructions are accessed when we produce language in natural contexts (e.g., Tulving and Pearlstone, 1966). That is, we generally use words and constructions that are well-suited to the messages we want to convey, recalling, and combining them from long-term memory appropriately. While errors can and do occur, most utterances are at least “good-enough” to avoid catastrophic misunderstandings because speakers successfully access words and constructions that are semantically appropriate. Given this, we assume that if A&B and B&A were associated with different meanings, the intended message would predict which order is expressed. Yet in the cases of gendered binomials focused on here, aunts and uncles conveys the same content as uncles and aunts, aside from possible differences in emphasis, which we return to in the Discussion. We therefore put aside any differences in the overall semantic construal of one order over the other when considering the relative accessibility of male-first vs. female-first order.

In wain how familiar and proposed influences on binomial order are related to aspects of cognitive accessibility. The proposed factors combine, we suggest, to predict the order of gendered binomials across the century, including the shift in preferred order of particular interest here. In this section we explain how the probability of producing the order, A&B, rather than B&A, is predicted by the factors repeated in (3). We explain how each factor is quantified in turn below.

(3) P(A&B) ~ Relative accessibility of A, B terms individually

− Competition from B&A

+ Cluster strength of cases related to A&B (A'&B').


Calculating the Relative Accessibility of A, B Terms Individually

Much has been written about the factors that influence which term in a binomial is expressed first5. Benor and Levy (2006) assessed the role of 20 different factors, while Morgan and Levy (2016, p. 389) usefully narrowed the relevant influences to those in (4):

(4) (i) General before specific: (e.g., boards and 2x4s)

(ii) Perceptual markedness (animates first, self before others, concrete before abstract)

(iii) Powerful first: culturally prioritized (e.g., male first, alcohol first)

(iv) Iconicity: order reflects temporal order of events (e.g., sit and stay; achieved and maintained)

(v) Higher frequency first

(vi) Shorter length first.

Importantly, experimental work investigating the recall or accessibility of individual words has found parallel influences, related to semantics (i–iv), frequency (v), and length (vi) (Tulving and Pearlstone, 1966; McDonald et al., 1993; Müeller, 1997; Wright and Hay, 2002; Indefrey and Levelt, 2004). We address each in turn. Semantics is recognized to influence the relative accessibility of different words in experimental contexts in which the overall message to be conveyed is held constant or is not relevant to the task. For example, other things being equal, words that label animate entities, concrete entities, or words with an emotional valence tend to be accessed before inanimate, abstract, or neutral words, respectively (Balota et al., 1991). In the case of the gendered binomials under consideration, the content of the terms is well-matched along most semantic dimensions: generality and iconicity are not relevant to gendered binomials, and both terms refer to agentive humans, who fulfill largely symmetric roles. The primary difference in meaning between the two terms is systematic and simple: gender. As already discussed, entities that are perceived to be more powerful or important tend to be named first and we assume that males tend to be named first because they are stereotypically perceived to be more powerful. While little work has directly tested whether words referring to males are generally easier to access than words referring to females, there is suggestive evidence that words that refer to stronger or more “potent” entities are more accessible than words that refer to weaker or less “potent” entities (Osgood, 1969; Wurm et al., 2004). Relatedly, more powerful entities are more likely to be encoded as agents (Frenzel et al., 2015). We capture the idea that terms referring to entities perceived to be more dominant are more accessible by simply adding a fixed numerical weight (1.0) to all male terms in the calculation of their accessibility. It is possible that this value has changed over the past century, as women have become more independent and powerful in society (recall Social Influences). We also recognize that what we treat as a fixed value added for dominance should perhaps vary depending on the binomial involved (e.g., perhaps the difference in perceived dominance between the terms Mr. and Ms., should be less than that between Mr. and Mrs., for instance). We return to this point when we discuss the results of the model. The current analysis is conservative on this point, however, as we leave the value of the dominance constant fixed at 1.0.

Frequency is also known to play an important role in accessibility during recall generally, and in binomial order, specifically. Words that have been encountered more frequently tend to be accessed faster (e.g., Forster and Davis, 1984). Every psycholinguistic study takes frequency into account when predicting the speed and accuracy of retrieving words from memory, regardless of whether the task is lexical decision (“is this a word or not?”), comprehension, picture naming, or repetition. When words are presented without semantic context, frequency is an excellent predictor of the N400, a component in ERP analyses implicated in lexical access (King and Kutas, 1995). As expected then, the more frequent term in a binomial tends to occur first. For instance, Fenk-Oczlon (1989) was the first to recognize the importance of this factor and found the higher frequency word to be ordered first in 84% of the 400 binomials she examined. Benor and Levy (2006) likewise found the relative frequency of individual terms to be predictive, although less strongly than Fenk-Oczlon had (roughly 68% of cases positioned the more frequent word first). The influence of the relative frequencies of the individual terms is a straightforward effect of accessibility. Since the frequencies of individual terms can vary across decades, the current analysis determines (log) frequencies at each decade.

Finally, the relative length or complexity of words or phrases is also known to affect cognitive accessibility in general, and binomial order in particular: holding frequency constant, shorter simpler words, and phrases are easier or faster to retrieve from memory than longer words or phrases (Baddeley et al., 1975; McDonald et al., 1993; Müeller, 1997; Wright and Hay, 2002; Levelt and Sedee, 2004; Benor and Levy, 2006). We therefore include length (in syllables) in the determination of the relative accessibility of each male and female term, by subtracting the number of syllables of each term in the calculation of its accessibility.

It would be possible (and some might say preferable) to treat semantics, frequency, and length as distinct factors. However, we combine them here to reduce the number of parameters and to emphasize our belief that they combine to predict relative accessibility. To summarize, as represented in (5), we calculate the relative accessibility of the female term relative to the male term by subtracting the cognitive accessibility of the male term from the female term:

(5) Relative cognitive accessibility of F vs. M terms:

[logfreq(Fem) – #syllables]accF – [logfreq(Masc) – #syllables + 1.0]accM

By subtracting the accessibility of one term from the other, we capture the fact it is the relative accessibility of the terms that matters since one or the other of the two terms must be expressed before the other.

Other effects known to be relevant to binomial ordering and accessibility more generally include definiteness and priming. That is, if one term is more identifiable or more primed in the discourse context, the likelihood of it being pronounced first increases (Morgan, 2016, chapter 3; Benor and Levy, 2006). We do not include these factors in the current analysis only because it was not feasible to hand-code the passages surrounding binomials in Google Books Ngrams. Fortunately, there is no reason to assume that one or the other term should be systematically more topical or primed in contexts in which a binomial is used, beyond asymmetries in the frequencies of the individual terms, which are taken into account in the formula in (5). As we return to in the Discussion, the relevance of priming and definiteness lends support to the current claim that accessibility provides a unifying construct.

It turns out that the terms for females are rarely more frequent than the male term in our binomials, and this together with the positive constant for entities perceived to be more powerful or masculine, the female terms in nearly all of the gendered binomials in the data set are, in absolute terms, less accessible than the male terms. The two exceptions, as already discussed, are mother and daddy and mother and dad. Thus, the factor in (5)—the relative accessibility of the individual terms—cannot on its own predict a shift from male-first to female-first order.



Competition From B&A

The usage-based constructionist approach which we adopt treats words, familiar phrases, and grammatical constructions as learned pairings of form and function, represented in a complex web that comprises our knowledge of language (e.g., Bybee, 2010; Goldberg, 2013; Kapatsinski, 2018). As expected, the frequencies of phrases influence how quickly and accurately they are accessed as units and this has been found to be the case in children and adults (Bannard and Matthews, 2008; Arnon and Snider, 2010; Ambridge et al., 2015; Arnon et al., 2017; Christiansen and Arnon, 2017). By the same token, the frequencies of each binomial as a unit influences its preferred word order as well. For instance, in a large self-paced reading-time study, Morgan and Levy (2016) report that prior experience with A&B binomials results in faster reading times for the A&B order and slower reaction times for B&A order, with a stronger effect as the frequency of A&B increases. As they emphasize, the influence of the frequency of the binomial as a unit supports the usage-based claim that multi-word units are retained in memory. Conklin and Carrol (2020) found converging results with newly-introduced binomials; reading times decreased as exposure increased, while reading time to the reversed order decreased as exposure increased. Similarly, the most frequently occurring cases tend to be more fixed in their order than less frequent cases (Cooper and Ross, 1975; Gustafsson, 1976; Mollin, 2013; Morgan and Levy, 2015).

Accessibility is recognized to be negatively affected by interference or competition (e.g., Underwood, 1957). In fact, memory researchers have found that if a memory is partially activated but repeatedly loses in a competition with another memory, the former becomes more difficult to subsequently access (Anderson et al., 1994). We can therefore expect that the more frequent or entrenched a binomial is in one order, the less likely it will be to reverse its order. That is, insofar as the meaning of gendered binomials is unaffected by order, witnessing one order is tantamount to not witnessing the other order. We therefore describe the influence of the frequency of the binomial as a unit in terms of competition: greater familiarity with one order leads to greater interference from that order during the production or comprehension of the other order. This can be described as statistical preemption: repeatedly witnessing a particular gendered binomial (“A&B”) in one order statistically preempts the use of the other order with the same intended meaning (e.g., Boyd and Goldberg, 2011; Goldberg, 2011, 2019; Perek and Goldberg, 2017). This entails that binomials appearing more frequently in the male-first order should compete more strongly against the female-first order being used. The strength of competition for female-first order is defined here as the log frequency of the male-first order, which (again calculated for each decade) is defined in (6).

(6) Competition: logFreq(M&F)

The inclusion of this term could raise concerns about circularity if low frequency of M&F order entails high probability of female-first order. However, this is not the case. The frequency of the male-first order can be low even if the probability of female-first order is also low, as is the case in many low-frequency binomials in our dataset (e.g., actor and actress, Mr. and Ms., waiter and waitress). We expect competition from male-first order to be a negative predictor of female-first order.



Cluster Strength

The final factor relevant to accessibility is cluster strength, which is key to motivating the historical shift toward an increased probability of female-first order. Cluster strength is often discussed under the notion of “neighborhood density.” We prefer the term cluster strength for three reasons. First, neighborhood effects are typically discussed in terms of phonological or orthographic neighbors rather than semantic or morphological neighbors, while the latter are relevant here. Secondly, work on neighborhood density has often focused on an inhibitory effect, which occurs when neighbors require an incongruent response. For instance, in lexical decision tasks (i.e., “is this a word?”), responses to non-word strings are slowed by real-word neighbors. That is, it takes longer to recognize that strink is not a word (many neighbors, e.g., stink, string) than it takes to recognize that ngilm is not a word (Forster and Shen, 1996; Baayen et al., 2006; Hendrix and Sun, 2020). What is relevant for our purposes is that cluster strength is recognized to be faciliatory in recall tasks, and when neighbors allow a congruent response (Roodenrys et al., 2002; Derraugh et al., 2017). For instance, Pecher et al. (2005) required participants to determine whether a word referred to an animate entity or not; they found that reaction times to animate words (e.g., cat) were faster when the word had more animate neighbors (e.g., rat, bat). Finally, we prefer cluster strength because the relevant factor is relational: cluster strength is not dependent on the size or density of a cluster of cases on its own, but is instead dependent on the relationship between an item and a cluster (see also Suttle and Goldberg, 2011; Goldberg, 2019).

To appreciate the relevance of cluster strength, it is important to recognize that memories are represented in a distributed, associative network. This is clear from decades of work on priming (e.g., Tulving and Schacter, 1990; Hoey, 2005). For example, thinking about the ocean often leads to thoughts of the beach; relatedly, the word ocean primes the word beach, making the latter more accessible and easier to recall. Similarly, we can expect the phrase aunts and uncles to prime nieces and nephews. We can also expect mother and daddy to prime ma and pa. Insofar as a cluster of similar cases is primed when a speaker plans to produce a binomial, it will facilitate the production of a congruent word-order; In the current case, female-first word order.

Thus, key to the current proposal is the idea that an emergent cluster of female-first binomials has attracted other binomials, to the extent that other binomials are semantically and morphologically similar to instances in the cluster. To avoid circularity, we calculate cluster strength of each binomial at decade, n, on the basis of other binomials which had already shown a female-first bias in the previous decade, n−1. Cluster strength is the factor of most interest to us, as it is most relevant to the diachronic change. That is, the cluster of female-first binomials has gained strength over time as more gendered binomials assimilated into the cluster. To be treated as part of a cluster at each decade for the purposes of calculating similarity between binomials, we imposed two criteria. The binomial needed to have a preference, during the prior decade, for female-first order, however slight [P(F&M) > 0.50], and the binomial needed to occur with non-negligible frequency. Frequency was considered non-negligible if it was predicted to occur at least once in a corpus of one million words.

We considered the similarity, at each decade, between each binomial and each instance of the female-first cluster during the prior decade. While similarity is context-sensitive and can be challenging to calculate, the current focus on gendered binomials makes it possible to quantify it straightforwardly. We calculated morphological similarity and semantic similarity between any pair of binomials on the basis of 0–2 point scales as follows:

Semantic similarity between gendered binomials (F1, M1) and (Fa, Ma)

0.25: both are gendered binomials

1: both label relatives as part of a family tree: e.g., (ma, pa) and (nieces, nephews)

2: both label the same semantic relationship: e.g., (ma, pa) (mother, father)

Morphological similarity between (F1, M1) and (Fa, Ma)

0: no shared morphology: e.g., (nieces, nephews) and (aunts, uncles)

1: some shared morphology: e.g., (ma, pa), (grandma, grandpa)

2: one term is identical; or binomials differ only in plurality: e.g., (mother, father), (mothers, fathers)

Then, to determine cluster strength for each binomial at each decade, we additively compared each binomial with each unique binomial in the cluster in the prior decade6. Thus, the cluster strength between a binomial (F&M) and instances of the female-first cluster in the prior decade {Fi & Mi, for all i} was determined as follows:

[image: image]

Since our goal is to predict the proportion of female-first orderings, the cluster strength of other female-first orderings is predicted to be faciliatory.

Before we introduce the mixed model, it might be useful to consider oversimplified snapshots of a representative handful of cases depicted in Figure 6 at three time points (1910, 1950, 1974). The blue circles represent a >50% bias toward male-first order, while red circles represent a (changed) preference for female-first order. The thickness of each circle indicates that binomial's relative token frequency (in either order).


[image: Figure 6]
FIGURE 6. The three panels capture simplified snapshots of historical change for a handful of representative items. Blue circles represent a bias toward male-first order, while red circles represent a bias for female-first order. The thickness of the circles indicates their relative token frequencies (in either order).


The left panel of Figure 6 captures the initial, virtually uniform bias toward male-first order that had existed in 1910 and before. The middle panel shows the innovative mother and dad(dy) along with ma and pa, which reversed its preference relatively early, due, we hypothesize, to a combination of its low frequency and high similarity to mother and dad(dy). The right panel is the preferred orders for the binomials by mid-1970; aunt and uncle and nephew and nieces had both shifted their preferences. Notably father and mother still preferred male-first order, presumably due to its relatively high frequency (= strong entrenchment) in male-first order, despite its high similarity to then-existing female-first cases (= high cluster strength). Closer to the bottom of each panel, we find sons and daughters which has not reversed its preference, despite labeling part of a family tree (= reasonably high cluster strength) and relatively low frequency; its failure to shift may be due to the fact that daughters is markedly less accessible than sons (it is less frequent and longer). Because such just-so stories might be told for a multitude of patterns, we aim to quantify the influence of each variable in the analysis below.




ANALYSIS AND RESULTS

We analyze the combination of factors defined as in (8) and their interactions, with the formula in (9). We registered an analysis at As.Predicted.org (https://aspredicted.org/xx635.pdf), but only after data for the 14 items had been collected so we do not claim it is preregistered7. Data and analyses are available at the Open Science Framework (https://osf.io/v6r53/).

(8) Proposed factors for the probability of female-first order (P[F&M])

Relative accessibility of F & M:
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Competition:
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Cluster Strength: similiarity of F & M to other binomials in female first cluster in prior decade:
[image: image]

(9) P(F&M) ~ AccessiblityF−M * Competition * ClusterStrength + decade + (1 + decade | item)

We used a mixed-effect linear model to predict the probability of female-first ordering in 45 gendered binomials, as determined in the first year of each decade 1920–2010 and 2019 (2020 data was not available as of February 2021). Because the decades span a linear period, we treated decade as a numerical fixed effect, and included by-item random intercepts and slopes. As planned, we do not consider the interaction of decade with the other factors, since there is no reason to believe that our three accessibility factors should influence production differently in different decades. We collected percentages of instances for any given year rather than a frequencies, because the size of the Google N-gram corpus differs across years. We then converted percentages to frequencies by multiplying by 1 million. All factors were scaled. Results of the linear mixed model are provided in Table 1.


Table 1. Results of fixed effects in the linear mixed model, predicting the P(F&M) order from the relative accessibility of female and male terms, the log-frequency of M&F order, and the cluster strength of related cases as weighted by semantic and morphological similarity.

[image: Table 1]

As expected, all three proposed accessibility factors as well as decade significantly predicted the probability of female-first order. Since frequencies were calculated based on a single year within each decade, the time series is not continuous. As predicted, higher competition from the male-first order reduces the probability of female-first order (ßcompetition= −0.631, p < 0.001). The relative accessibility of the female term compared to the male term showed a significant positive effect (ßaccessibilty = 0.190, p < 0.01). There is also an overall effect of decade (ßdecade = 0.178, p < 0.001), indicating that the probability of female-first order has increased over time.

Most relevantly in the current context, results confirm that cluster strength is a significant predictor of female-first order (ßcluster = 0.067, p < 0.05), beyond the main effect of decade. We find two significant interactions involving cluster strength. The effect of competition (log-frequency of the male-first order) interacts with cluster strength (ßcompetition:cluster = −0.062, p < 0.05), and there is 3-way interaction between competition, accessibility and cluster strength (ßcompetition:acc:cluster = 0.122, p < 0.001). The 2-way interaction with competition (from male-first order) tells us that the effect of cluster strength is stronger for items that are less entrenched (less frequent) in the competing male-first order. Yet the 3-way interaction essentially tells us that there is a clear positive effect of cluster strength even when frequency of the competitor is high as long as the accessibility of the female term is not particularly low in comparison to the male term.

To make sense of these interactions, Figure 7 depicts the correlation between cluster strength and the probability of female-first order, plotted separately for higher and lower values of competition from male-first order, and for the relative accessibility of the female term compared to the male term. Data is separated along the median values for both competition and relative accessibility of the female term. The positive influence of cluster strength on female-first order is evident in the upward slope in all panels: higher cluster strength correlates with higher probability of female-first order. Clearly the top right panel is unlike the others in that it is missing any data with high cluster strength: in our dataset there happened to be no high frequency (strong competition) binomials in which the female term was particularly less accessible than the male term, and which named a pair of roles within a family tree.


[image: Figure 7]
FIGURE 7. Scatterplots depicting the correlation of cluster strength on the probability of female-first order in the following decade, plotted separately for stronger and weaker competition and for higher and lower relative accessibility of the female term. Data is separated along the median values for both competition (log frequency of male-first order) and relative accessibility. Log-frequency of the binomials to capture the interaction between frequency and cluster strength.




DISCUSSION

All three factors related to accessibility had a significant influence on the ordering of gendered binomials in the current dataset of 45 items. The relative accessibility of the female term compared to the male term can be illustrated most strikingly in the case of the initial cluster—mother and dad; mother and daddy—which appeared with a female-first preference as early as 1920, influenced by the fact that mother was 100x as frequent as dad or daddy. Also, as expected from prior work, higher frequency binomials displayed a lower probability of female-first order. Since virtually all gendered binomials except the two just mentioned (and ladies and gentlemen) preferred male-first order in 1920, we take this to demonstrate that, the more entrenched binomials were in the male-first order, the easier they were to access, in comparison to the innovative female-first order. Importantly, neither factor on its own can explain the shift in word order, since in the vast majority of cases, the male term was and remained more accessible in absolute terms, and the male-order was originally the preferred order.

Results also show that the probability of female-first order has increased over time. This is consistent with the idea that speakers have come to perceive less of a power differential between males and females, a suggestion foreshadowed in Mollin (2013) as discussed in section Social Influences. The current analysis assigns this change to an independent factor, “decade,” which we acknowledge is rather unmotivated. Recall that we were conservative and simply added a fixed constant to the calculation of accessibility for each male term, which was intended to capture “dominance,” without decreasing it across time. For instance, we could have reduced the dominance constant assigned to male terms by 0.08 at each decade, adding 1.0 to male terms in 1920 and 0.2 today. This would have increased the influence of relative accessibility of the individual terms, while reducing or eliminating the role of “decade.” However, since we had no independent way to verify this, we conservatively kept the dominance constant fixed. In any case, an increase in perceived gender-equality cannot predict the reversals in preferred order, since a male-first bias remains operative today; for instance, there is a bias to produce male names first when naming familiar and unfamiliar couples, even with length and closeness controlled for (e.g., Wright et al., 2005; Lohmann and Takada, 2014; Tachihara and Goldberg, 2021).

To account for the historical reversals in preferred word order among roughly a dozen binomials, the factor of particular interest is cluster strength. We predicted that an emergent cluster of female-first binomials slowly attracted other binomials that were semantically and/or morphologically similar, and results bear this out. That is, the particular items which reversed their preferred order to become predominantly female-first comprise a semantic cluster: they all name symmetric roles in a larger family tree. The reversals include terms for parents (ma and pa, mothers and fathers, mama and papa), terms for grandparents (grandma and grandpa, grandmother and grandfather), and nieces and nephews, aunts and uncles. As predicted, gendered binomials for items with only weak similarity to the cluster have barely shifted at all, even with relatively low entrenchment in the male-first order (e.g., king and queen, actor and actress, waiter and waitress). That is, the current analysis finds that the cluster of cases displaying a female-first preference in one decade (n−1) predicts a small but significant probability of other binomials preferring female-first order in the following decade (n) in proportion to the semantic and morphological similarity of the binomial to each instance in the prior cluster.

Notably, attraction to a cluster of similar cases is a relatively weak effect. This is expected, as attraction of new cases to a cluster is a slow and uneven process that occurs on the time scale of decades. The attraction of the female-first cluster has not been sufficient to change any cases in which the female term is longer (e.g., son and daughter, grandson and granddaughter), nor have any items shifted which are particularly frequent in the competing male-first order shifted (husband and wife). The fact that cluster strength is a relatively small effect is also clear empirically from the fact that brothers and sisters has failed to reverse its preferred order.

The role of cluster strength in binomial ordering could be further explored in other cases of historical changes, although as mentioned at the outset, outright shifts in the preferred word order of familiar phrases are quite rare. Candidate reversals among binomials in English include salt and pepper, math, and science (Mollin, 2013) and cheese and biscuits (Sharon Glass, personal communication, 2/17/21). These cases each came to display the same order preferred today as each phrase gained in frequency, raising the possibility that the apparent preference of the alternative order was affected by small numbers early on (see Figure 8). But to the extent that these cases have reversed their preferred orders, the current account predicts a cluster of related cases may have influenced the changes. For instance, salt and pepper may have been affected by a preference for salt and water/sugar/vinegar, and cheese and biscuitsmay have been influenced by cheese and crackers/butter/bread/milk.


[image: Figure 8]
FIGURE 8. Data from Google Books Ngrams for salt and pepper (blue) and pepper and salt (red).


Benor and Levy (2006) observe several “set, open constructions” with a fixed A term and an open B term, here provided in (10)–(12):

(10) nice and <easy/warm/clean/quiet/soft/neat…>

(11) sit and <talk/watch/wait/talk/listen…>

(12) good and <bad/evil/ready/decent/faithful/true…>

On the currentaccount, these three casesconstitute clusterswhich we predict should attract other cases with similarmeanings and/ormorphology8.

The current proposal, that accessibility unifies recognized influences on binomial order, finds additional support from the fact that priming and definiteness are recognized to influence binomial order (Benor and Levy, 2006; Morgan, 2016, chapter 3). That is, if one term is primed in the discourse, it can be expected to be temporarily more accessible than it would be otherwise. Relatedly, entities that have previously been evoked in the discourse become temporarily more accessible (Ariel, 1988). The temporary increase in accessibility of one term can lead to the production of that term first, even if the opposite order is otherwise favored. For instance, in example (13) from the COCA corpus (Davies, 2008), chairs and table is produced even though the opposite order is favored by roughly 12:1 overall. Presumably, the atypical order in (13) is influenced by the fact that sat down primes chairs.

(13) She stepped out onto the tiny balcony, a glass of cheap chilled white wine in hand, and sat down on an elderly chairs and table ensemble that nearly filled the petite balcony (COCA ACAD, 2011, from Davies, 2008, boldface added)

Instances that can be attributed to topicality or relevance are similar. For instance, in general, the order cars and trucks is far more prevalent than the reverse order (by roughly 9:1). Yet in example (14), trucks and cars is used, presumably because the passage is about noise, which makes trucks more relevant since trucks are noisier than cars (see Tyrkko, 2017 for discussion of intentional stylistic choices).

(14) all night she would hear the trucks and cars speeding by (COCA FIC, 2018 from Davies, 2008)

Thus, the recognized role of priming and definiteness in binomial ordering, as well as greater relevance of one term over the other, are consistent with the current claim that accessibility unifies the relevant factors, as these factors straightforwardly increase accessibility.

The current appeal to accessibility implies that the influences related to content, frequency, and length should be consistent across languages, since factors that influence accessibility from memory are presumably universal. That is, we do not expect to find languages that systematically prefer to order the less frequent term in a binomial before the more frequent term, or the less important term before the more important term, or the longer term before the shorter term. Much more cross-linguistic comparisons are needed to investigate this assumption, but early work is consistent. For instance, English and Japanese show remarkably similar semantic influences in binomial ordering despite markedly different word order patterns in other constructions (Lohmann and Takada, 2014; Tachihara and Goldberg, 2021). Polinsky (1997) likewise reported that “importance” influences binomial order in another verb-final language (like Japanese), namely, Tsez, of the Nakh-Daghestanian family spoken in the northeast Caucasus of Russia. That is, she observes that entities deemed to have higher importance in the culture tend to be produced first, e. g., enij-no kid-no (“mother and daughter”) rather than # kid-no enij-no (“daughter and mother”).

We of course do not assume that translations of one binomial into other languages should prefer the same word order: word frequencies and length differences, as well as differences in construal based on cultural differences are expected to vary across languages. Moreover, we have emphasized that learned clusters of cases influence accessibility; this factor entails that word order is influenced by semantically and morphologically related binomials in a given language, in addition to the factors which can be determined by considering any individual binomial on its own.

Prior work on binomial order has not always been explicit about the production process. One exception is Benor and Levy (2006, p. 236), who hypothesize the process as follows.

We assume that every corpus instance of a binomial was generated as follows. First, the speaker/writer determines the individual words constituting the binomial, as well as the context surrounding the binomial. Given the words and context, the speaker/writer then chooses an order in which to produce the words (Benor and Levy, 2006, p. 236).

This proposal presupposes that both words of a binomial are already fully accessed before the speaker chooses one order over the other. Benor and Levy acknowledge that for novel binomials, the speaker may access one term first, although they note that their model does not account for this possibility because it assumes that both A&B terms serve as input to the decision process (Benor and Levy, 2006, p. 238). The current proposal takes a different perspective. By emphasizing the role of cognitive accessibility, we recognize that speakers begin to form an intended message before they fully access all of the required words and constructions needed to express that message (Palmer and Pfordresher, 2003). While the intended message in context provides the most reliable cues for speakers to access appropriate words and constructions, some words and constructions are easier to access than others. When producing a binomial, if one term matches part of the intended message and is fully accessed faster than either the other term or the full binomial, we can expect that term to be uttered first. We take this to account for the influence of the relative accessibility of the individual terms in the current analysis.



LIMITATIONS

The current analysis is based on a relatively small set of 45 binomial terms of English. The dataset is limited because our interest is binomials of common nouns that refer to male and female individuals. A larger scale study that includes more gendered binomials would be worthwhile but is beyond the scope of the current project. Although each of the factors included in the current model has been independently motivated, future work is needed that includes and quantifies additional effects of discourse-pragmatic factors (priming, definiteness, relevance) on accessibility. We anticipate effect sizes to depend on the type of corpus or task used and the particular constructions examined.

We have based our analysis on data from Google Books Ngrams because it is far and away the largest corpus of historical English, with roughly 500 billion words (Michel et al., 2011). At the same time, we acknowledge that the corpus is not ideal, as it is based on books rather than on a representative sample of speech (Pechenick et al., 2015). For instance, we can expect the corpus to underestimate the frequency of informal terms such as mommy and daddy. Another drawback in using corpus data to investigate accessibility is that there is no easy way to take age of acquisition into account, although age of acquisition is known to influence accessibility (Ellis and Morrison, 1998). While we rely on the larger Google Ngram data here, we note that the same trends toward reversing the preferred order among gendered binomials is evident in the COHA corpus, a carefully curated corpus of historical American English (Davies, 2010).

We acknowledge several arbitrary choices, including the specific values assigned to degrees of similarity. We note here that we did not guess and check multiple value assignments to find values that worked best, but we were instead conservative and simply chose three fixed points on scales of semantic and morphological similarity at the outset. Remarkably, the current results are readily interpretable and consistent with our hypotheses given these limitations. Future work is needed to investigate the influence of clusters on other types of subregularities in language. It is also necessary to determine whether cluster strength is best calculated in terms of type frequency as we have done here, or whether it is important to instead weight instances in the cluster by their token frequencies. Finally, we registered our analysis (on As.Predicted.org, https://aspredicted.org/see_one.php), but only after data for 14/45 items had been collected, so the analysis cannot count as preregistered.



CONCLUSION

We began this paper by presenting a small puzzle that had been overlooked: an entire cluster of familiar binomial terms reversed their preferred ordering from male-first to female-first order over the last century. English speakers in the first half of the twentieth century used to display a robust preference for uncles and aunts, nephews and nieces, pa and ma, for instance; today, English speakers are far more likely to produce aunts and uncles, nieces and nephews, ma and pa. The shift toward female-first order spread to include a dozen cases, exemplifying a case of what might be called, constructional diffusion: a change in one (lexically-filled) construction has led to changes in similar constructions over time, dynamically resulting in an emergent subregularity in English. On the basis of data collected from the Google Books Ngram corpus as elsewhere, we analyzed why and how the change took root and spread.

Ease of retrieval from memory has allowed us to unify a wide range of influences on the accessibility of the parts of binomials (A vs. B) and on the binomial as a unit (A&B vs. B&A). Adopting a usage-based constructionist perspective leads us to treat both words and multi-word units as constructions. Therefore, the same factors that influence the accessibility of individual words are predicted to influence the accessibility of constructions, including familiar word combinations. These include frequency, semantics (importance, power, agency, definiteness, closeness to the speaker), priming, interference and neighborhood effects (or clustering).

We have suggested that the catalyst which triggered the shift was the arrival on the scene of the phrases, mother and daddy and mother and dad. These cases preferred female-first order because mother was orders of magnitude more frequent than daddy or dad, and was therefore the more accessible term. As the conventional word order of mother and daddy and mother and dad became fixed, these binomials slowly began to attract highly similar cases, particularly highly similar cases that were not themselves highly entrenched in the opposite (male-first) order. The hypothesized effect of cluster strength was found to be a significant predictor of the probability of female-first order.

We wish to emphasize that meaning—that is, the intended message in context—provides the most important and reliable cues for accessing constructions: we produce language on the basis of the messages we intend to convey. The analysis of gendered binomial phrases has allowed us to (mostly) control for the effect of the intended message, since the same message can be conveyed regardless of word order (“aunt and uncle”≈ “uncle and aunt”). Moreover, the semantic difference between the individual terms in the gendered binomials considered here (e.g., “aunt” vs. “uncle”) differ primarily along a single semantic dimension (gender). This opportunity to adequately control for meaning has allowed other influences on accessibility to become clear.

The current analysis explicitly unifies the role of the emergent cluster of related cases with factors discovered in previous work. We suggest that all influences on binomial ordering fall under the umbrella of cognitive accessibility: ease of retrieval from memory. In particular, the probability of A&B order is predicted by (1) the relative accessibility of the A and B terms individually, (2) competition from B&A order, (3) similarity to and number of related A'&B' cases. The same factors should predict the word order of both familiar and novel binomials in addition to the historical change that we address in the current work.

While we assume that the factors affecting accessibility from memory are shared across all humans, particular constructions are expected to differ in terms of frequency, cultural-based construal, and formal properties such as length and complexity. Moreover, subclusters that are in some way irregular, can emerge as in the current case, because constructions are related to one another in memory. While we acknowledge that studying the relationship between memory retrieval and sentence production on the one hand, and historical word order shifts on the other, is uncommon, we feel the current data argues in favor of doing just that.
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FOOTNOTES

1It would be interesting to investigate whether the male-first bias has been reduced over time in other cases of gendered binomials beyond the pairs of common nouns considered here. This could be tested by comparing historical trends for conjoined names or by investigating whether older speakers show a stronger tendency to produce male-first binomials compared to younger speakers.

2The Google Books N-grams corpus is freely available: https://books.google.com/ngrams.

3The binomial, ladies and gentleman has also preferred female-first order since at least 1800 (Mollin, 2013). As its female-first preference was evident a century before other binomials began to shift, its influence on other binomials appears to have been minimal, likely because it is used in restricted contexts making it more dissimilar to other cases. Its order appears to be motivated by politeness considerations (Cooper and Ross, 1975; Holmes, 2000; Mollin, 2013), and, we suggest, additionally by accessibility considerations since gentlemen is longer than ladies and was originally complex (“gentlemen”).

4Early examples of mother and dad can also be found in texts which presuppose a traditional family structure. For instance, in the following example from 1937, the father's role as the sole breadwinner is presupposed just before Mother and Dad is used:

(a) “This is a very good way if it is based fairly on the father's income. …your family should.discuss the matter freely. Mother and Dad should decide how much money can be spent for clothing” COHA−NF.

5Benor and Levy (2006) also find that avoidance of two weak syllables also appears to play a role. We do not include this factor because length has the identical effect in the binomials considered here.

6There are hints that neighborhood size is determined by the number of distinct types rather than the number of tokens (De Jong et al., 2003). We leave it to future work to determine whether token frequencies of the instances or the token frequency of the cluster collectively additionally plays a role (see e.g., del Prado Martín et al., 2004).

7We also changed the registered analysis to be more conservative. The originally planned analysis was (outcome ~ freq1 * acc * cluster + (1|decade) + (1|item)). This analysis finds strong effects for all three accessibilty factors: Competiton (“freq1”), Accessibility and Cluster at p < 0.0001. We feel the current analysis is more appropriate, so we report it even though using the registered analysis would have made our current points more forcefully. We also include the log frequency of male-first order as the Competition term as described earlier.

8When determining that other binomials are similar in meaning, caution is required. For instance, a person who is nice and clean is not necessarily clean and nice (but is rather, “pleasantly clean”); someone who is good and ready is not necessarily ready and good (but is rather, “ready for action”). We expect binomials to be less influenced by the existence of clusters that are dissimilar in meaning, since during production, the strongest accessibility cues depend on the intended message, we expect shared morphology to influence accessibility.
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APPENDIX


Table A1. All 45 gendered binomial terms in the current dataset, listed in male-first order.
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Recent work on the application of neural networks to language modeling has shown that models based on certain neural architectures can capture syntactic information from utterances and sentences even when not given an explicitly syntactic objective. We examine whether a fully data-driven model of language development that uses a recurrent neural network encoder for utterances can track how child language utterances change over the course of language development in a way that is comparable to what is achieved using established language assessment metrics that use language-specific information carefully designed by experts. Given only transcripts of child language utterances from the CHILDES Database and no pre-specified information about language, our model captures not just the structural characteristics of child language utterances, but how these structures reflect language development over time. We establish an evaluation methodology with which we can examine how well our model tracks language development compared to three known approaches: Mean Length of Utterance, the Developmental Sentence Score, and the Index of Productive Syntax. We discuss the applicability of our model to data-driven assessment of child language development, including how a fully data-driven approach supports the possibility of increased research in multilingual and cross-lingual issues.

Keywords: child language assessment, natural language processing, computational linguistics, language model, IPSyn, neural network


INTRODUCTION

Measuring the level of syntactic development in child language precisely is useful both in language research and in clinical settings. Although several metrics have been proposed to quantify progress in language development, such as the Index of Productive Syntax (IPSyn; Scarborough, 1990), the Developmental Sentence Score (DSS; Lee and Canter, 1971), and the Language Assessment, Remediation and Screening Procedure (LARSP; Fletcher and Garman, 1988) the most widely used metric remains the Mean Length of Utterance (MLU; Brown, 1973). Although less detailed than many available alternatives, MLU is simple and fast to compute consistently, while metrics based on identification of specific language structures have traditionally required expert manual analysis. Additionally, MLU use in many languages other than English is considerably more straightforward than adaptation of metrics that rely on identification of specific lexical or grammatical items, and MLU is less susceptible to issues relating to differences among varieties of the same language. While there may seem to be inherent trade-offs associated with the use of approaches to tracking language development based on detailed language-specific structural analysis and based on superficial utterance characteristics, we investigate whether accurate measurements of language development can be made quickly, reliably and without reliance on analyses requiring linguistic expertise. Specifically, through the use of data and neural network approaches to natural language processing, we aim to track language development in a way that is as fine-grained as can be obtained with carefully crafted language-specific metrics, but as fast, reliable and widely applicable as with MLU. Our present goal is not to create a new metric, but to examine whether computational models built only from transcribed utterances can capture how child language utterances change through the course of language development at a fine enough resolution to serve as a foundation for new ways to measure syntactic development.

With the development of computational models for syntactic analysis of child language utterances (Sagae et al., 2004, 2010), automatic accurate computation of syntax-based metrics of language development became possible. Identifying the Index of Productive Syntax (IPSyn; Scarborough, 1990) as a measurement tool that has been used widely in research but requires a substantial amount of manual analysis, Sagae et al. (2005) proposed mapping the language structures targeted in IPSyn computation to patterns in parse trees generated by an automatic parser, eliminating manual effort from the process of calculating IPSyn scores. This work provided initial evidence that automatic IPSyn scoring was possible, and served as the basis for subsequent work to make the concept practical, for example through CLAN-IPSyn (accessible at http://talkbank.org). These efforts have highlighted both the promise of more widespread and consistent assessment of syntactic development and the difficulty in matching the quality of analyses produced by experts (MacWhinney et al., 2020; Roberts et al., 2020).

Scoring schemes originally intended for manual computation, such as IPSyn, are designed partly to account for the strengths and limitations of human annotators, without regard for how to leverage syntactic analysis technology. Recognizing the different strengths in manual and automatic syntactic analysis, Lubetich and Sagae (2014) examined the extent to which IPSyn-like scoring can be performed automatically without a pre-defined list of targeted syntactic structures, leaving it up to a data-driven model to select the relevant structures in the output of an automatic syntactic parser. Their approach is to teach a machine to reproduce IPSyn scores just by looking at automatically generated parse trees, with no information about how IPSyn scores are computed or what they mean. Starting from the assumption that these parse trees contain sufficient syntactic information to assess language development, figuring out what structures to focus on is left to the machine.

The ability demonstrated by this approach to produce scores that track language development almost as accurately as with IPSyn, but without the expertise that went into the design of IPSyn, raises the important question of whether computational models of language can learn to measure syntactic development in children from only language data, without any given knowledge about the language acquisition process. This question is not whether a computational model can perform the steps necessary for IPSyn scoring, as in the work of Sagae et al. (2005), or whether a computational model can learn IPSyn scoring from examples, as in the work of Lubetich and Sagae, but whether a computational model derived from child language samples alone can encode its own metric that tracks language development over time as accurately as, or even more accurately than an expertly designed metric like IPSyn. In other words, if the goal is not to model an existing language development metric, but to model the language itself and how it changes over time in individual children, will the resulting model encode a usable language development metric? We investigate this question by creating such a model using neural networks. We base our approach on language modeling using a type of recurrent neural network, but unlike typical language models used in natural language processing that are trained to predict tokens in a string, we additionally have our model sort child language samples chronologically during training. This sorting consists of scoring different language samples produced at different times such that the score for the sample produced later is higher than the score for the sample produced earlier. This is intended to require the model to learn how utterances produced at different stages of development differ. Once the model is trained, it can be used to score a language sample, in the same way one would use existing metrics like IPSyn or MLU. Unlike previous work on automated assessment of child language development, this process does not use a syntactic parser or any information about how to measure language development, such as existing metrics. Although we focus on English, our approach, which requires only transcribed utterances, shares with MLU the advantage of not relying on language-specific resources or language-specific expertise, while having a substantially greater resolution, comparable to that achieved with IPSyn. Using North American English data from the CHILDES database (MacWhinney, 2000), we show that our neural language model successfully discovers how to score child language samples according to language development more accurately than existing implementations of MLU and automated IPSyn scoring. This result suggests that neural network language models are capable of encoding how syntactic development in progresses in English-speaking children, and creates promising directions for accurate data-driven measurement of language development.



MATERIALS AND METHODS

Our experiments involve a specific kind of language model based on a type of recurrent neural network, more specifically the Long Short-Term Memory network, or LSTM (Hochreiter and Schmidhuber, 1997). The model is trained using longitudinal child language data from the CHILDES Database. We first describe the neural network model, and present details about the data used. We then describe how the model was trained and how our experiments were conducted.


Background: Recurrent Language Modeling

Our approach assumes an LSTM language model (Sundermeyer et al., 2015), which is a kind of recurrent neural network language model. This kind of neural language model has been applied successfully in various settings in natural language processing. We provide here only a brief overview of recurrent neural language models to facilitate discussion of our neural network model for language development. For a detail description of LSTM language models, see Sundermeyer et al. (2015).

The general language model formulation commonly assumed in natural language processing and computational linguistics is based on word predictions. Specifically, the model is designed to estimate the probability of strings in the language as the product of the conditional probabilities of each word in the string given the preceding words. Essentially, the model predicts words in a string (a sentence or an utterance) from previous words:

[image: image]

Here, the probability of the string P(S) is the probability of the word sequence (or token sequence) t1t2…tN of length N−1, to which special tokens representing the beginning of sentence (BOS) and end of sentence (EOS) have been prepended and appended, respectively, making t0 BOS, and tN EOS. The probability of this sequence is the product of the probability of each word ti given the preceding words t0…ti−1. Notice that the product above does not include the probability of t0; since, by how we defined our strings, every string starts with the special token BOS, its probability is 1 and does not affect the product. The probability of the special token EOS, on the other hand, is the probability of ending the string (i.e., ending the utterance or sentence) given all the previous words.

In a language model implemented using neural networks, or a neural language model, these word predictions are made based on spreading activation according to parameters of the neural network. In perhaps its simplest form, where the sequence t0…ti−1 is approximated according to a first-order Markov assumption as simply ti−1, resulting in a kind of model known as the bigram model, a simple feedforward network takes ti−1 as input and produces ti as output, as illustrated in Figure 1, where the token ti−1 is represented by a value of 1 in a specific node in the input layer, while the other nodes have value zero, and the output is the node with highest value in the output layer. Notice that the network is made of units organized in layers, and the input word corresponds to a single unit in the input layer. Activation from the input layer spreads to the first hidden layer (the embedding layer), and from there to the second hidden layer, and from there to the output layer, where the unit with highest activation is chosen as the network's prediction. The first hidden layer is often referred to as the embedding layer, and in a trained neural language models it is known to encode meaningful representations of words. Although only two hidden layers are shown (including the embedding layer), the use of more hidden layers is common. In a feedforward network, activation spreads in one direction, from input to output. A unit's activation is a function of the sum of the incoming activation for that unit. The parameters that the model learns from data are the weights that are applied to the connections between units of the network. Typically, the parameters of this kind of network are initialized randomly. Among other things, this means that each word in the vocabulary of the model is initialized to be represented by a random embedding. Over the course of training, where weights are adjusted gradually to increase the probability of predicting the correct output word, the weights learned in the embedding and hidden layers have been found to encode representations of the input and the task that improve prediction of the output. For example, word representations in the embedding layer form a meaningful multidimension space that encodes semantic and syntactic relationships among words (Turian et al., 2010; Mikolov et al., 2013). Intuitively, when learning to predict what word follows chairs, the network learns that chairs is the plural of chair, that chairs is related to seat, etc.
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FIGURE 1. A simple feedforward neural network with an input layer, an embedding layer, a hidden layer, and an output layer. This network can implement a bigram language model with units in the input and output layers representing different words in a vocabulary. When a word is active in the input layer, the unit with highest activation in the output layer is the model's prediction for the next word.


In a recurrent neural network, the input is a sequence, and each symbol in the sequence is presented to the network one at a time in consecutive time-steps. In the first time-step, the first symbol is presented, in the second time-step, the second symbol is presented, and so on. In a recurrent neural language model, the input sequence is the string, and the symbols that make up the string are the words, or tokens. The intuitive difference between the feedforward network described in the previous paragraph and a recurrent network is that hidden units in a recurrent network receive activation not just from lower layers, but also from hidden units in the previous time-step. In recurrent language models, the hidden layers are recurrent, with the exception of the embedding layer, which is not recurrent. The term hidden layer is then understood not to include the embedding layer, which is commonly referred to as simply the embedding layer. The result of the recurrence in the network is that, as the string is processed word by word one step at a time, the hidden representation from which the output prediction for word ti is made is influenced by its preceding words t0…ti−1. A simple recurrent network is illustrated in Figure 2. In Figure 3, we show the same network unrolled in L time steps, where L is the length of the input sequence. LSTM language models are recurrent language models designed to address specific shortcomings of simple recurrent neural networks. A discussion of these shortcomings and the way in which LSTMs address them are beyond the scope of this brief overview of recurrent neural language models, but are discussed in detail by Goldberg (2017, chapter 15).


[image: Figure 2]
FIGURE 2. A simple recurrent neural network. The hidden layer receives activation from the embedding layer and from the hidden layer in the previous time step.



[image: Figure 3]
FIGURE 3. A simple recurrent neural network unrolled for L time steps, where L is the length of the input string.


One insight about recurrent language models, such as LSTM language models, that is important in understanding our neural network model of child language development is that models with enough hidden units trained with enough data have been found to encode syntactic structure in their hidden representations (Futrell and Levy, 2019; Linzen and Baroni, 2021). Just as the word embedding that result from training neural language models come to encode detailed word representations over the course of training with large corpora because the network learns that such representations are useful in the next-word prediction task, the representations in the hidden layers of a recurrent language model encode syntactic structure because ultimately syntax is important in the next-word prediction task. Intuitively, knowledge of the grammar of the language is necessary to complete or continue sentences. Given enough data and enough parameters, a recurrent language model trained using backpropagation discovers and encodes syntactic information about the language in its hidden layers. Although the syntactic information encoded by neural language models is not always represented in a way that is readily understandable, text generated randomly from large neural language models is surprisingly grammatical and complex, confirming that these models must capture the syntax of the language. Additionally, these language models have been found to be directly useful in tasks explicitly about syntactic structure (Kiperwasser and Goldberg, 2016). Decoding the syntactic and other structure information encoded in neural language models in the context of our current understanding of linguistics is currently a topic of active research (Linzen et al., 2016; Futrell and Levy, 2019; McCoy et al., 2020; Linzen and Baroni, 2021).



A Neural Network Model of Child Language Development

Our model of child language development is based on the simple assumptions that language is acquired over time and development is monotonic. It is intended to pick up on what changes in utterances through language development, and not to reflect cognitive mechanisms. Monotonicity here does not mean that the child's language is always increasingly more similar to some ultimate form, and it does not mean that development progresses linearly, but simply that typical development does not regress. In other words, the assumption is that given two appropriately sized language samples (lists of utterances) from the same child collected at different times during language development, it should be possible for a model to distinguish between the earlier and later samples. The key idea is that if a model can sort these language samples chronologically, it must do so by figuring out what changes in the language over time. Since recurrent neural language models encode some information about syntax, they are a promising way to encode the language samples to be compared and sorted. Importantly, the goal is to have one model that makes accurate predictions across different children. Even though some children may learn certain things at different rates and at different ages, the model must be able to sort the language samples for a new individual child it has never encountered before. Although the idea of ordering language samples is the key for how we intend to capture changes in language over time, the model is ultimately intended to score individual language samples, in the same way one would score a language sample using an instrument such as IPSyn. We design our model to score individual language samples, but train it, or learn the neural network parameters from data, by repeatedly choosing a pair of language samples, scoring each sample individually, and adjusting the model's parameters to make it more likely that the sample originally produced at a later time receives a higher score.

Our neural model of child language development can be thought of as being composed of two modules, which together can assign a score to a language sample containing a certain number of utterances from a child. The first module consists primarily of an LSTM language model, or more precisely a Bidirectional LSTM (BiLSTM) encoder (Graves, 2012), which is used to encode utterances into a vector representation. Given a language sample composed of a certain number of utterances, the LSTM language model encodes each utterance simply by processing the utterance one word at a time. Recall that every utterance ends with a special EOS token. It is the activation of the topmost hidden layer of our model at the last time step, which corresponds to having the EOS token as input, that we use as (half of) the representation of the sentence. This specific representation is chosen because it is the result of the model having processed all of the words in the utterance, and the recurrent nature of the model makes it possible, in principle, for information about the entire utterance to be captured at this last time step. A common practice when encoding strings with an LSTM network is to repeat the process on the reversed string with separate parameters, resulting in a bidirectional model. The string is then encoded forwards and backwards. In the forward pass, the hidden representation for the EOS token is used as half of the representation for the sentence. In the backward pass, the hidden representation for the BOS token gives us the other half of the representation for the sentence. These two halves are simply concatenated. Once representations for individual utterances are computed, a single representation for the entire language sample composed of these individual utterances is simply the average of the representations of the individual utterances. Each utterance representation is a vector, and the representation for the entire language sample is taken to be the average vector of all utterance vectors in the sample.

Once a vector representation for a language sample is computed using the encoder module containing the BiLSTM language model, the second module of the model derives a numerical score from the representation of the language sample. The scores assigned to language samples from a single child are meant to increase according to the chronological order of the language samples. In other words, the score corresponding to a set of utterances produced by a child of age 3;00 should be greater than the score assigned to a set of utterances produced by the same child at age 2;06. The module that assigns the score to a language sample given its representation consists of a feedforward network that has one hidden layer and a single output unit. The input to this module is the representation obtained with the first module, and the activation of the output unit is the score for the sample. Figure 4 shows our model, with input consisting of several utterances, which are each encoded to create a representation for the entire set of utterances (labeled as Language Sample Vector), from which a score is computed.
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FIGURE 4. Our model for encoding and scoring language samples composed of utterances. Each utterance is encoded by a Bidirectional LSTM network. Utterance representations consisting of the concatenations of the first and last tokens are averaged into a vector that represents the entire language sample. From this language sample vector, a score is computed for the entire language sample.


With the two modules that together encode a list of utterances and produce a language development score, the remaining questions are how to make the encoder module focus on how the grammar of utterances change over the course of language development, and how to make the score produced by the second module track language development based on what the first module encodes. These two questions are addressed jointly through end-to-end training of the model. An important distinction between our utterance encoder and a typical neural language model trained as described above using a word prediction objective is that our encoder is trained using the language sample sorting task directly. When a typical language model is trained without a specific task as an objective, it learns from its training strings what it needs for its word prediction task. The same network architecture can also be trained on tasks that are not word prediction tasks. In the word prediction case, the error signal that is used to adjust the weights of the network comes directly from the model predicting a different word from what was observed in a specific position in a training string. In our case, an error signal is obtained when the language model has been used to encode the utterances in two distinct language samples, the scorer module assigns scores for these two language samples, and the sorted order of the scores does not correspond to the chronological order of the samples. In such a case, the error is propagated through the entire network so that weights can be updated in a way that is specific to the task.

Training the model requires longitudinal language data from multiple children. For each child, 100-utterance language samples are organized chronologically. Parameters (network weights) for both modules are initialized randomly. During training, the model is presented with data from each child 20 times, and each time a maximum of 100 samples are chosen randomly from the samples from that child. Every language sample is encoded with the first module and scored with the second module. Within the set of 100 randomly chosen samples, every sample is paired with every other sample to create 100 × 99 training pairs, each composed of two samples. In each sample, the chronological order is known. The scores for the two samples are then compared. The model's training objective is to make sure chronologically later samples have higher scores than earlier samples. The number of times data for each child is presented (20), and the number of samples chosen randomly for each child (100) are meta-parameters of the model. The model's meta-parameters and meta-parameter tuning process are described in the next section.

The model is trained end-to-end, with a pair of language samples being provided to the model, each sample being scored and compared, and parameters across the entire model being adjusted in response to errors. This means that the two modules are trained together and influence each other. With weight updates (parameter learning) in neural networks being error-driven, each time an incorrect prediction is made (i.e., the model fails to predict the chronological order the samples), the error is propagated from the ultimate prediction, down to the representation of the average of the utterances in each sample, down to the representations of each individual utterance produced by the language model encoder, and all of the parameters in the entire model are updated to make the correct prediction more likely. Over the process of training the entire model, the language model learns to prefer encodings of the utterances that will make the chronological ordering task more accurate. As a result, the encoder learns to model language development by focusing on the differences in the representations of the two language samples from different times. Because the training material consists of data from multiple children, the model prefers patterns that apply generally, and not to individual children.

Intuitively, one can imagine a very patient intelligent entity with limited memory and no knowledge of grammar, but high sensitivity to details, looking at two sets of utterances produced by the same child several months apart. This entity knows what set of utterances was produced later, and starts to look for patterns that could be used to determine the chronological order of the samples. Initially, the presence of individual words or sequences of words might seem promising, but when presented with a long list of pairs of languages samples, this entity notices that certain structural patterns are more predictive of chronological order. If it is really structural patterns that are most predictive of order of the samples, over many passes over many pairs of samples, the entity will learn a list of what patterns to look for, and how to weigh these patterns against other patterns. This list might end up being similar in many ways to the list of structures used in metrics like IPSyn. This is approximately what motivates our model.

Finally, to prevent the model from picking up on differences in the topics discussed at different ages or the differences in vocabulary, we use the morphosyntactic tags (MacWhinney, 2000) from US English CHILDES transcripts instead of the surface word forms as the tokens in our model. These tags differentiate between parts-of-speech such as nouns, verbs, adjectives, adverbs, prepositions, pronouns, etc. Experiments using the observable surface forms (the words themselves) produced very similar results.



Implementation Details

The encoder in our model is a BiLSTM with a 50-unit embedding layer and seven hidden layers, each with 200 units for each direction (forward and backward). To encode a language sample, the BiLSTM encoder produces encodings for each utterance as a vector of 400 dimensions resulting from the concatenation of the topmost hidden layer for each direction at the last time step (i.e., the 200-dimensional vector obtained after processing the EOS token in the forward direction, and the 200-dimensional vector obtained after processing the BOS token in the backward direction). We chose the size of the language samples to be 100 utterances, motivated partly by the size of the language samples used to computer IPSyn scores.

The scoring module is a feedforward network with one hidden layers of 200 units, and a single output unit. It takes the representation of a language sample as a vector of 400 dimensions and produces a real-valued score. The ranking task used to train the network involves encoding and scoring two language samples, and comparing the resulting scores for each language sample.

The network is trained end-to-end for 20 epochs, and the data for each child in the training dataset is observed once per epoch. The number of epochs was chosen by observing performance on a small part of the available training data that was used as held out or validation data after each epoch. Changes in results after 15 epochs as small, and no significant improvement was observed during meta-parameter tuning after 20 epochs. The number of hidden layers, hidden units and embedding dimension was similarly tuned by using a small held out portion of the training set as a validation set. The meta-parameters of the model were not tuned exhaustively, and it may not be the optimal values. Parameters of the model were optimized using the Adam optimizer (Kingma and Ba, 2015) using a learning rate of 1e-05 and the margin ranking loss function:
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Here, xA is the score for language sample A, xB is the score for language sample B, and y is +1 if A comes before B chronologically and −1 if B comes before A chronologically. When the model's predictions for the scores of the two samples order the samples correctly, the loss is zero. Otherwise, the loss is greater than one, and the value is used in parameter updates to reduce loss.



Data

To train and evaluate our model, we used data from the CHILDES Database. Training our model requires longitudinal data from multiple children, and we included in our dataset utterances from corpora that contained transcripts collected from the same child at least 6 months apart. Additionally, we included only corpora from which we could extract at least 75 language samples containing 100 complete utterances not including repetitions, and for which we could determine the age of the child in months. Having a certain number of language samples per child ensures that the data will be useful to the model during training, and that we reduce the amount of noise in our evaluation. While it is possible that corpora with fewer than 75 samples would also be useful, we found there were a sufficient number of corpora that fit our criteria. Data from other children that did not fit our criteria was used as development data and in the process of meta-parameter tuning. The corpora and 16 children included in the final dataset are:

• Braunwald: Laura

• Brown: Adam, Eve, Sarah

• Clark: Shem

• Demetras1: Trevor

• Kuczaj: Abe

• MacWhinney: Ross

• Sachs: Naomi

• Snow: Nathaniel

• Suppes: Nina

• Weist: Benjamin, Emily, Jillian, Matt, Roman.

The transcripts for each child were split into samples of 100 utterances each, and the child age corresponding to each sample was recorded to determine the reference ordering during training and evaluation. From each transcript in CHAT format (MacWhinney, 2000), we used the %mor line, containing part-of-speech and morphological analysis for each utterance. To conduct experiments excluding word forms to avoid having our model capture the effect of topic in ordering samples, we simply used the most basic form of each lexical item's tag (e.g. n for nouns, v for verbs, adj for adjectives, etc.), excluding the base form of words and morphological information.



Experiments

To investigate the extent to which our model can capture information about language development, we implemented our model using PyTorch (http://pytorch.org) and used the dataset described in the previous section for training and evaluation. All computation was performed on a workstation with two 8-core Xeon processors, 256 Gb of RAM and an Nvidia Titan X GPU. We compared the ability of our model to track language development chronologically with how well three baseline metrics perform the same tasks. Our baselines are the Mean Length of Utterance (MLU; Brown, 1973), the Developmental Sentence Score (DSS; Lee and Canter, 1971) and the Index of Productive Syntax (IPSyn; Scarborough, 1990). MLU, DSS and IPSyn scores were obtained for all language samples used in our experiment using the implementations available in the CLAN tools for language analysis (MacWhinney, 2000). These baselines are meant to represent what can be obtained with a straightforward approach that does not require structural analysis of language samples (MLU), and more precise assessment instruments that were designed based on fine-grained language-specific knowledge that require linguistic analysis (DSS and IPSyn).

While scores for MLU, DSS, and IPSyn were obtained simply by running the available tools on each of the language samples, to obtain scores for our model we used our dataset in a leave-one-child-out cross-validation scheme. This means that with a dataset including data for 16 children, we trained 16 different models, each excluding all data from one child. Transcripts for each of the 16 children were then scored using a model that was trained with no data for that specific child. To score transcripts from children outside of our dataset, we would simply train a single model using data for all 16 children in our dataset. Our leave-one-child-out cross-validation allows us to estimate how the model performs on unseen children by each time training with data from 15 children and scoring transcripts from a child excluded from the model.

Unlike in previous work to automate measurement of syntactic development (Sagae et al., 2005; Hassanali et al., 2014; MacWhinney et al., 2020) or to obtain a data-driven approximation to an existing metric (Lubetich and Sagae, 2014), the target for the scores in our model is not simply another value that can be derived for each transcript, such as an IPSyn score or age in months. Since the goal of our model is to track development over time and assign scores that reflect the chronological order of language samples for a child, we evaluate our model and compare it to baselines based on this task directly. For each child, we compute the Spearman rank correlation coefficient between the scores for each language sample and the child's age in whole months corresponding to each language sample. The Spearman coefficient, or Spearman's ρ, ranges from −1 to +1 and reflects the strength of the correlation between two rankings. Our reference ranking is the age in months. A perfect Spearman rank correlation of +1 would indicate that the scores assigned by our model perfectly sort the language samples chronologically. A Spearman rank correlation of zero would indicate that there is no correlation between the order derived from the scores of our model and chronological order. The stronger the correlation, the better suited for tracking language development we consider a metric to be.




RESULTS

We compute Spearman coefficients for each child between age and MLU, age and DSS scores, age and IPSyn scores, and age and the scores assigned to transcripts by our model. Since we compare these coefficients to each other directly, we obtain a bootstrapped error estimate for each coefficient by resampling the set of transcripts used to compute the Spearman coefficient 10,000 times. Table 1 shows the results obtained for each of the 16 children using MLU, DSS, IPSyn, and our neural network model. For the convenience of having a single value that represents how well each of these metrics correlate with language development over time, we also provide the average values of all children per metric. However, we caution that the meaning of such an average value may not be straightforward to interpret in isolation, and especially across different datasets. Since the set of transcripts for each child contains transcripts from a different range of ages, it is expected that the rank coefficient from some children will be higher than for others. Intuitively, it is easier for any of these metrics to rank two samples 2 years apart than it is to rank two samples 2 months apart. Therefore, these scores are meant to be interpreted in relation to each other. For example, we would not claim that IPSyn scores have an average rank correlation of 0.77 with age, and rather that the average rank correlation is 0.77 for this specific dataset.


Table 1. Spearman rank correlation coefficients between age in months and four language development scores for the 16 children in our dataset.
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The results in Table 1 show that, while MLU is an effective approach to approximate the level of language development over time across a variety of children, both DSS and IPSyn perform better, as expected. The average Spearman coefficient between age and MLU is 0.662, the lowest correlation between age and a tested metric. The coefficients for DSS and IPSyn are very close, 0.763 and 0.770, respectively. The average Spearman coefficient between age and our model is 0.807. The scores obtained with our model correlate with age to a higher degree than DSS or IPSyn scores do in this dataset, but this is likely due at least in part to the fact that the model was tuned with these transcripts in mind. Although meta-parameter tuning was performed based on results obtained using transcripts from children not used in our evaluation, various factors such as the number of units and layers in the network and the learning rate were influenced by observing the training process itself, even if separate validation transcripts were used. Still, our results indicate that our model, which uses no pre-specified language-specific knowledge and learns its parameters entirely from transcripts, performs on par with metrics designed by experts to capture language-specific phenomena. This is a significant result in that the model derives all of its knowledge of the language and of the task from the training dataset consisting of utterance sets from various children.

In Table 1, we observe that for some children, there is a very strong correlation between age and all of the different scoring approaches we used. For example, among the three children in the Brown (1973) corpus, all rank correlation coefficients are above 0.9, with the single exception of DSS for one of three children (Adam). The rank correlation between MLU and age is strongest for the children in this corpus, perhaps not surprisingly given the role of these data in establishing MLU as an effective metric. On the other hand, the correlation between MLU and age is weakest in the four children in the Weist corpus (Weist and Zevenbergen, 2008). Among the other metrics, only our model outperforms MLU across all four children in this set, although the age correlation of our model for one of the children (Emily, 0.432) is substantially below the age correlation values for DSS (0.643) and IPSyn (0.629).



DISCUSSION


Toward Data-Driven Metrics for Language Development

The use of automated methods for computation of fine-grained language development scores that take syntactic structure into account is a promising application of current natural language processing techniques. Despite some success in the application of automatic syntactic analysis to this task (Sagae et al., 2005; Hassanali et al., 2014; Lubetich and Sagae, 2014), these past efforts served more to demonstrate feasibility than to provide practical tools that can be used routinely in a variety of research situations. Roberts et al.'s (2020) recent effort to perform an independent evaluation of an implementation of automatic IPSyn scoring, and the subsequent effort to improve automatic scoring based on that evaluation (MacWhinney et al., 2020) highlight the amount of care and engineering effort required to make reliable automatic scoring widely available. The very small number of languages for which a detailed metric such as IPSyn is available further stresses the scale of the larger task of making resources available for language development research in various languages, allowing for both greater depth of language-specific findings and cross-lingual research. We present a different way to approach this situation through data. While our current goal is not to provide a new metric for English or any specific language, we show that current neural network language modeling is capable of capturing some aspects of the language development process to the extent necessary to track language development in individual children at a level of precision substantially greater than with MLU and comparable to that obtained with a detailed language-specific metric such as IPSyn. Our results can serve as the foundation for data-driven metrics in different languages, requiring only longitudinal data in the form of transcripts. Once the model is trained, it can be used to score a language sample from a new child by first encoding the utterances using the BiLSTM language model, and scoring the resulting using the feed-forward network. Unlike the training process, which requires several passes through a sizable collection of transcripts, scoring new language samples can be done seemingly instantly with a current consumer-grade general-purpose computer. The amount of computation required for scoring a language sample is greater than what would take to obtain the MLU score for the same language sample, but it is comparable to the amount of computation required for automatic IPSyn scoring.

The use of language samples from multiple children during training results in a model that produces scores that are not specific to any one child and are comparable across children. Since training consists of repeated attempts to predict the order of language sample pairs from different children using a single scoring model, these scores can be used to compare the level of development of a child to that of another child, or to a mean value for a group, in a similar way to how MLU or IPSyn scores are used. However, unlike MLU and IPSyn, which operate on known scales defined explicitly, the scores from our data driven model are dependent on the dataset used for training. With the model as described above, there is not even a pre-defined range for the scores produced by the model. In fact, scores from models trained with different datasets may not be directly comparable numerically. To keep the scores of a practical language development metric that uses our approach and a specific dataset within a pre-defined range, a sigmoid function can be applied to the value produced by the scoring module.

The results in Table 1 provide a strong indication that neural network language models trained with longitudinal data can capture structures relevant to the measurement of language development. In addition to adding to the growing body of knowledge related to whether and how neural networks can derive syntactic structure from text alone, our work also points to an area of application of this apparent ability of recurrent networks to model language structure. However, our experiment involved data for only 16 children, and much work still needs to be done toward a usable metric or a set of metrics for various languages. Further validation of our approach through extrinsic methods, such as verifying that previous research results obtained with IPSyn, LARSP, or DSS scores can be replicated with scores obtained from our fully data-driven model, would be needed to examine the potential practical utility of the approach.

One aspect in which metrics such as IPSyn and DSS that hold a considerable advantage over a fully data-driven approach is interpretability of scores. With IPSyn and DSS, scores are tied directly to a known procedure in a way that is fully transparent. Furthermore, subscales can give additional insight through a more detailed view of language development. While neural network models should not be considered uninterpretable, and a growing body of research is dedicated specifically to understanding what neural language models learn (Rogers et al., 2020), this kind of work is still in its infancy, and not yet at a stage that can provide clear information about what specific kinds of information a model such as ours learns from language data.



The Role of Syntax in Measuring Language Development

Previous research on interpreting what kind of syntactic information is encoded in neural language models and on explicit modeling of syntax with neural networks suggest that our model's ability to track language development over time must be due to our BiLSTM encoder's ability to capture at least some relevant aspects of syntax, and the entire model's ability to capture what structures are expected to appear through the process of language acquisition. Previous work has shown that even with the simple language model objective of word prediction, BiLSTM and related neural network architectures can learn some syntactic structure (Futrell and Levy, 2019; McCoy et al., 2020; Linzen and Baroni, 2021). In discussing structures that are not learned well by recurrent neural networks using the next-word prediction task, Linzen et al. (2016) suggest that even in those cases, the use of other training objectives may result in learning of these structures. In fact, the success of syntactic parsers built on top of BiLSTM encoders with the explicit objective of predicting syntactic structure of input strings (Kiperwasser and Goldberg, 2016) shows convincingly that BiLSTMs are capable of capturing syntactic structure, especially given an appropriate objective. Beyond investigations into whether recurrent neural networks encode syntax, the apparent fluency of LSTM language models for language generation, including in machine translation (Sutskever et al., 2014), suggest these models learn a fair amount of syntax, since fluent generation would be unlikely without it. Still, the question remains if our model learns to score language development based on syntax or other more superficial features of the utterance strings, such as length.

While it is a safe assumption that our model does learn to leverage utterance length in scoring, since it contains information relevant to the task, as shown by MLU, it is unlikely that the performance of the model can be attributed to superficial string characteristics alone. The levels of rank correlation with age obtained with scores produced by our model, compared to those obtained with MLU, with DSS and with IPSyn further suggest that our model captures syntactic development. Given the similarity of the correlation coefficients obtained with our model and with IPSyn and the extent to which IPSyn scores are based on syntactic structures, it is reasonable to expect that our model's success is due to its modeling of syntax. Initial experiments with the original word forms in the utterances produced very similar results as the ones presented, but it was not clear if the model learned what changes in the grammar as language development progresses, or what children tend to talk about at different ages. To isolate the effect of syntactic structure, we used only plain part-of-speech tags to represent the words in the utterance strings, completely removing any information about topic. This makes it likely that the model does in fact rely on syntactic structure, especially since our neural language model encoder is trained not with the word prediction objective, but the language sample ordering objective.

To examine the extent to which our model relies on utterance length, we performed an ablation experiment where we remove structure from the utterances used to train our model, but leave utterance length intact. This is done simply by replacing each token with the same arbitrary symbol, so that each utterance is as long as before, but it is made of the same symbol (word) repeated over and over. This ablated model that only considers length is trained and evaluated in the same way as our model. Recall that the levels of age correction for MLU and our model are 0.662 and 0.807, respectively (Table 1). The correlation coefficient for age and our length model is 0.711, putting it closer to MLU than to our full model. Although this ablated model scores language samples based on length, like MLU, the advantage it has over MLU is that it can consider the distribution of lengths of the utterances in the sample, and not solely the mean. For each child in our dataset, the coefficients for MLU and for the length model were similar, with the exception of Naomi from the Sachs corpus (0.732 with MLU vs. 0.910 with the length model) and Nathaniel from the Snow corpus (0.190 with MLU vs. 0.476 with the length model).

Although it is clear that our model captures more than just utterance length, the question of what else it captures remains. To examine our conjecture that the model identifies syntactic information in utterances, we performed an additional experiment using our fully trained model. Recall that our model is composed of two modules: a BiLSTM network that encodes utterances, and a feed-forward network that produces a score based on the encoding produced by the BiLSTM network. If the model learns syntactic structure, this information would be present in the BiLSTM network. To test whether our model in fact uses identifiable syntactic structure, we used the syntactic structure annotation available in the American English transcripts in the CHILDES database. Each utterance in these transcripts is accompanied by a syntactic analysis in the form of a dependency structure that represents grammatical relations computed automatically by a data-driven parser (Sagae et al., 2010). Using the same transcripts as in our evaluation of our model, we find the 20 most common syntactic dependency types across all utterances, and try to determine whether our BiLSTM utterance encoder can detect the presence of each of these dependency types in individual utterances. The 20 most common syntactic dependency types in our dataset, ordered more to less common, are: SUBJ (subject), ROOT (main verb), JCT (adjunct), DET (determiner), OBJ (object), AUX (auxiliary), POBJ (object of a preposition), PRED (predicate nominal), LINK (complementizer, relativizer, or subordinate conjunction), MOD (non-clausal nominal modifier), COMP (clausal complement), COM (communicator), INF (infinitival to), NEG (negation), QUANT (quantifier), NJCT (nominal adjunct), COORD (coordination), CONJ (conjunction), CMOD (clausal nominal modifier), and XMOD (non-finite nominal modifier). Explanations for each of these dependency types in the context of syntactic analysis of CHILDES transcripts can be found at https://talkbank.org/manuals/MOR.html.

For each of these syntactic dependency types, we construct a dataset containing an equal number of utterances where the corresponding grammatical relation appears and utterances where the corresponding grammatical relation does not appear. We then encode each of these utterances using our BiLSTM utterance encoder to obtain a vector representation for the utterance, as described in section A Neural Network Model of Child Language Development. This vector is the concatenation of the encodings of the beginning of sentence token (BOS) and the end of sentence token (EOS). We then train a classifier to detect whether each of these fixed length vectors correspond to an utterance where the grammatical relation in question appears or does not appear. For example, we take an equal number of utterances containing a CMOD dependency relation (approximately, a relative clause) and not containing a CMOD relation, and train a binary classifier (in this case, a feed-forward network with 50 hidden units) to predict if the original utterance contains a CMOD relation. These vector encodings do not contain the tokens in the original utterance, so this prediction must be made based on what information from the utterance the model encodes once it is trained. Over the course of training of the model, these vector encodings are expected to capture the information necessary for ordering utterances chronologically. If a specific syntactic structure, such as a relative clause represented by the syntactic dependency type CMOD, is useful to the model in the ordering task, we expect to be able to detect whether or not the utterance contains a relative clause from the vector alone. We use an equal number of utterances containing and not containing each dependency type so that identification of dependency types cannot be made based on frequency information. Finally, we test each classifier on an unseen set of utterances also consisting of an equal number of utterances containing and not containing the dependency type in question.

The accuracy of these classifiers, shown in Table 2, confirm that our model does capture a substantial amount of syntactic information. Since each syntactic dependency type is tested with an equal number of utterances containing and not containing the dependency type, an accuracy of 50% would correspond to no ability to detect the dependency type from the vector encoding of the utterance, while an accuracy of 100% would correspond to perfect ability to detect the dependency type, which would require the presence of the syntactic dependency to be encoded in the vector. Since the syntactic annotation used to train our classifiers experiment is produced automatically, and therefore noisy, it would be unrealistic to expect accuracy of 100%. Each dependency type was identified by its corresponding classifier with accuracy of at least 60%. CJCT (85.9%), ROOT (84.4%), and SUBJ (82.3%) were the dependency types identified with highest accuracy, and MOD (61.3%), QUANT (64.1%), and XMOD (69.2%) were the dependency types identified with lowest accuracy. These results support our expectation that our model encodes syntactic structure.


Table 2. Accuracy in detection of the 20 most common syntactic dependency types in our dataset from utterance encodings produced by our model.
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Language-Specific and Population-Specific Considerations

Being completely data-driven, we expect our model to be suitable for modeling language development in languages other than English. However, since training our model requires a number of transcripts from the same child over some period of time, application of our method to the vast majority of languages is far from trivial. While the CHILDES Database does contain a limited amount of suitable data for a few languages, no languages have an amount of data that even approaches what is available for English. Although the apparent trade-off between a top-down approach where structures are enumerated by an expert and a bottom-up approach where relevant structures emerge from data may seem to favor the top-down view for the moment, we are experiencing an unprecedented increase in the availability of language data of many different kinds. For many reasons, child language data is not as readily available as many other kinds of language data, but collection of the necessary data to create a model similar to ours in other languages appears to be a feasible, although non-trivial, task. Although concerns about safety and privacy remain, the ability to record, store and share naturally occurring language, and advances in automatic transcription (Gurunath Shivakumar and Georgiou, 2020) make the effort to build the necessary datasets increasingly more manageable. While we are still in a situation where large areas of research are too heavily focused on English, it is our hope that a data-driven approach will create new opportunities for multilingual and cross-lingual research, as has been the case with automatic syntactic parsing (Zeman et al., 2018).

An exciting possibility created by a data-driven, bottom-up modeling approach is that language development can be considered not just from the perspective of different languages, but from the perspective of different populations with different varieties of the same language. Even within the context of American English, one must consider that within the United States alone there are substantial language differences among populations, and the validity of metrics is usually examined for one variety, with applicability to other varieties being the topic of separate studies (Oetting et al., 2010). While MLU values can be interpreted in the context of different populations, this advantage is due to how coarse-grained the metric is. More precise metrics based on inventories of specific structures would need to be adapted based on expertise of the relevant language structures for each population. Given the appropriate datasets, the data-driven view allows for precise, fine-grained scoring relative to a population represented in a specific dataset, without the need for the assumption of a mainstream or standard variant at the expense of other equally valid variants. Although MLU is the most convenient approach for assessment of language development, since it does not require a language-specific scoring scheme like IPSyn does, and it does not require a longitudinal dataset like our data-driven approach does, it is not as precise as the alternatives considered. When considering the application of an approach like IPSyn or our data-driven approach to a new population whose language may not be identical to that of populations used to validate these metrics, one is faced with a typical top-down vs. bottom-up trade-off. If no data is available and data collection is impractical, one might be well-served by turning to language expertise to adapt a metric like IPSyn. When considering the amount of variety in English, and especially going beyond English, this approach may be difficult to scale, and will continue to be difficult to scale. The data issue, on the other hand, is likely to continue to become easier to deal with, based on the trend observed for the past couple of decades. While this brings non-trivial questions about best practices for construction of datasets that represent a language or a specific variant of a language, it is preferable to address these questions imperfectly but explicitly than to leave them unacknowledged, hiding the potential for inequity in research results.




CONCLUSION

Advances in natural language processing, and specifically in language modeling using neural network approaches, create exciting opportunities for modeling language development, including how grammatical structures develop over time. Motivated by recent work that shows that recurrent neural networks learn some aspects of syntactic structure when given appropriate training objectives (Kiperwasser and Goldberg, 2016; Futrell and Levy, 2019; Linzen and Baroni, 2021) and by previous work on data-driven measurement of syntactic development (Lubetich and Sagae, 2014), we show that a model composed of a Bidirectional LSTM to encode language samples and a feedforward network to score encoded samples can be as effective at producing language development scores that can track child language development over time as detailed language-specific metrics designed by experts, such as the Index of Productive Syntax (Scarborough, 1990). Although our goal is not to create a new metric for language development in English, and several issues remain unaddressed before our work can be leveraged into metrics that can be used in practice, our work is significant in that it shows that recurrent neural networks, without any pre-specified knowledge about language beyond the inductive bias inherent in their architecture, can learn the child language acquisition process to the extent necessary to track language development in sets of transcripts as accurately as established metrics. We support our claim that our model learns syntactic structure by showing that it outperforms a baseline based on Mean Length of Utterance, and by removing all semantic information from transcripts to prevent the model from leveraging topic information and other cues.

In addition to demonstrating how neural language models can capture the language development process successfully, we hope that our work will serve as the basis for future work on modeling and measuring language development that, due to its bottom-up data-driven nature, will focus on a wider variety of languages and language varieties, creating the possibility for new language-specific and cross-lingual research on child language and development of syntax.
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Processes governing the creation, perception and production of spoken words are sensitive to the patterns of speech sounds in the language user’s lexicon. Generative linguistic theory suggests that listeners infer constraints on possible sound patterning from the lexicon and apply these constraints to all aspects of word use. In contrast, emergentist accounts suggest that these phonotactic constraints are a product of interactive associative mapping with items in the lexicon. To determine the degree to which phonotactic constraints are lexically mediated, we observed the effects of learning new words that violate English phonotactic constraints (e.g., srigin) on phonotactic perceptual repair processes in nonword consonant-consonant-vowel (CCV) stimuli (e.g., /sre/). Subjects who learned such words were less likely to “repair” illegal onset clusters (/sr/) and report them as legal ones (/∫r/). Effective connectivity analyses of MRI-constrained reconstructions of simultaneously collected magnetoencephalography (MEG) and EEG data showed that these behavioral shifts were accompanied by changes in the strength of influences of lexical areas on acoustic-phonetic areas. These results strengthen the interpretation of previous results suggesting that phonotactic constraints on perception are produced by top-down lexical influences on speech processing.
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INTRODUCTION

There is a close relationship between the lawful patterning of speech sounds and the cognitive processes that allow listeners to recognize and produce spoken language. All human languages impose constraints on how speech sounds can be combined to form syllables and words. These phonotactic constraints are systematic, language-specific and productive (Chomsky and Halle, 1968; Berent, 2013). They capture the intuition of English speakers that srib would not make a good English word, but slib would. This patterning has critical implications for language processing. Infants leverage the lawful patterning of speech sounds to segment the speech stream and recognize words (Jusczyk et al., 1993; Mattys and Jusczyk, 2001). Adults show systematic biases toward recognizing, producing, and remembering unlawful forms in ways that are consistent with the constraints of their native languages (see Fromkin, 1971; Cohen and Massaro, 1983; Gathercole et al., 1999; Warker and Dell, 2006). While there is general agreement that there is a rich relationship between phonotactic structure and language processing, there is less agreement about the nature of this relationship. The purpose of this paper is to clarify the contribution of interactive spoken word recognition dynamics to phonotactic phenomena.


Phonotactic Repair and Contrasting Accounts of Phonotactic Mechanisms

Phonotactic systems are self-reinforcing. Systematic perceptual, articulatory, and cognitive biases favoring lawful forms ultimately produce diachronic changes in phonological systems as the language processors of one generation provide the language models for the next (Reali and Griffiths, 2009). For this reason, any comprehensive understanding of phonological systems rests in part on understanding online mechanisms that enforce phonological regularity. In this work, we focus on perceptual phonotactic repair processes. In a key demonstration of perceptual phonotactic repair, Cohen and Massaro (1983) showed that listeners have a systematic bias toward interpreting ambiguous phonemes in nonword contexts in a way that produces allowable English onset consonant clusters. Given an /l/-/r/ continuum, listeners showed a bias toward /l/ responses to produce legal sl- clusters (versus illegal */sr/), but a bias toward /r/ in other contexts to produce legal tr- clusters (versus illegal */tl/). Subsequent work replicated these phenomena (Pitt, 1998; Breen et al., 2013) and identified illusory vowel epenthesis as an additional perceptual mechanism for repairing unlawful consonant clusters (Dupoux et al., 1999; Kabak and Isardi, 2007).

Generative linguistic theory provides one account of how this repair is enacted. It argues that language learners discover a set of abstract rules or constraints on phonotactic structure through exposure to the words of their native language, perhaps guided by innate learnability constraints (Chomsky and Halle, 1968). In approaches such as optimality theory (Prince and Smolensky, 2004) or harmonic grammar (Smolensky and Legendre, 2006), learners apply this knowledge of words to rank or weight a set of constraints that mediate all aspects of language usage, including the creation and adoption of new word forms. Generative accounts are not intended as processing models, but they do suggest a broad implicit model in which all speech input is evaluated against a grammar and repaired by modifications identified by the grammar. They primarily focus on the ability of grammars to account for patterns of attested structure, as well as intuitions about the acceptability of novel phonotactic structures. Several models have explored this approach using learning algorithms to construct phonotactic grammars from analyses of the lexicons of diverse human languages, including English, Shona and Wargamay (Clements and Keyser, 1983; Coleman and Pierrehumbert, 1997; Hayes and Wilson, 2008; Futrell et al., 2017). This work provides a plausible account for the key observations, including the finding that structures favored by linguistic analyses tend to be more common than less favored structures. In this approach, abstract constraints actively govern the patterning of the lexicon. Once in place, these constraints provide a powerful computational device for explaining listeners’ ability to generalize systematic linguistic intuitions to tokens outside of the lexicon (Albright and Hayes, 2003).

The influential Trace connectionist model of spoken word recognition (McClelland and Elman, 1986) provides an alternative to the generative linguistic theory account, attributing phonotactic constraints to top-down lexical influences on speech perception. The implication of this framework is that sensitivity to phonotactic structure in any aspect of language use results from top-down lexical influences in the processes that support that use. Top-down influences appear to serve the primary purpose of increased speed and robustness of spoken word recognition (Magnuson et al., 2018), but in doing so they introduce perceptual biases that enforce phonotactic order. McClelland and Elman (1986) addressed phonotactic repair directly. In simulations, they found that the Trace model produces biases towards lawful phonotactic forms through top-down lexical “gang” effects, in which partially activated words that resemble or overlap with an illegal form provide top-down support for an attested legal form. For example, there are no English words that provide top-down support for the sr- in /sri/, but weakly activated words with the phonetically similar pattern shr- (e.g., shred, shrine, and shrimp) produce top-down support for shr-. This activation in turn weakens activation of sr- through lateral inhibition.



Neural Mechanisms That Support Phonotactic Processes

Both generative rule- or constraint-driven and lexically mediated approaches provide plausible accounts of phonotactic repair. Since phonotactic constraints and the structure of the lexicon are so intimately correlated in both approaches, discriminating between these accounts is challenging. Neuroimaging techniques offer several possible paths for distinguishing between rule- and similarity-driven processes. For example, one approach is to identify brain regions that support phonotactic processing and determine whether they co-localize with regions implicated in either rule-based processing or lexical wordform representation. Another approach is to study patterns of effective connectivity between brain regions and determine whether regions associated with rule- or lexical processing influence acoustic-phonetic regions.

A convergence of evidence from behavioral data, blood oxygenation level dependent (BOLD) imaging, and neuropathology clearly implicates the posterior middle temporal gyrus (pMTG) in wordform representations that mediate the mapping between sound and meaning (see reviews by Hickok and Poeppel, 2007; Gow, 2012). Gow (2012) argues that a similar convergence of evidence including findings from histology and magnetoencephalography (MEG) points to the role of the supramarginal gyrus (SMG) and inferior parietal lobe in the lexically mediated mapping between sound and articulation. Studies of artificial grammar learning and application, a frequent experimental surrogate for the kind of rule-driven processing proposed in generative linguistic theory, routinely produce activation or transcranial magnetic stimulation suppression effects involving the left inferior frontal gyrus or LIFG (see reviews by Fitch and Friederici, 2012; Uddén and Bahlmann, 2012). However, interpretation of the functional role of the LIFG and its subcomponents Brodmann areas BA 44/45 (Brocas’s area) remains complicated by its participation in a wide variety of linguistic and non-linguistic processes with proposed functions spanning cognitive control and selection, working memory, temporal abstraction and the movement of linguistic units (Thompson-Schill et al., 2005; Grodzinsky and Santi, 2008).

Several key results suggest a role of the rule-implicated LIFG in phonotactic processing. Vaden et al. (2011a) found a correlation between phonotactic frequency (how frequently subunits of spoken language occur within spoken words) and BOLD activation of the LIFG. This work relied entirely on legal (attested) phonotactic patterns in nonword contexts. Subsequent work by Berent et al. (2014) contrasted the BOLD responses to pseudowords that ranged from acceptable (e.g., blif) to increasingly ill-formed (bnif, bdif, and lbig) based on sonority profile in a syllable counting behavioral paradigm. This study leveraged the finding that listeners typically “repair” such clusters perceptually by inserting an epenthetic schwa to break up an illegal consonant cluster. For example, listeners might report hearing bdif as bedif (Pitt, 1998). Berent et al. (2014) found a positive correlation between illformedness and activation in bilateral posterior BA45, and a negative correlation between illformedness and activation in bilateral anterior BA45 in contrast with a rest condition. A near-infrared spectroscopy study by Rossi et al. (2011) found a greater hemodynamic response in the left hemisphere for legal vs. illegal German phonotactic patterns in sensors over temporal and frontotemporal regions that include the LIFG. While these studies provide converging evidence for sensitivity to phonotactic structure in LIFG, it is not clear what role LIFG plays in these tasks. A follow-up study by Vaden et al. (2011b) found that the correlation between phonotactic frequency and LIFG activation is modulated by manipulations of intelligibility. This led the authors to conclude that the frequency effects they observed in LIFG reflected task-specific downstream effects of word recognition difficulty rather than the direct effects of phonotactic factors on lexical processing. Obrig et al. (2016) offer a related interpretation of these results, suggesting that LIFG activation reflects lexical selection. This idea is developed independently in neuronal returning hypothesis of Matchin (2018). Based on a systematic review of the neuroimaging literature, Matchin (2018) argues that the left pars triangularis is part of a language-specific working memory system that performs general memory retrieval/attention operations. If LIFG activation reflects the application of phonological rules, the results of Rossi et al. (2011), Vaden et al. (2011a) and Berent et al. (2014) support rule- or constraint-driven accounts of phonotactic effects. However, if LIFG activation in those studies is the result of task-specific demands on working memory, selection, or cognitive control, the case for rule-driven processing is considerably weaker.

Several results link activation of presumed lexical areas to phonotactic manipulations. Ghaleh et al. (2018) found systematic differences in auditory pseudoword word-likeness judgments in a cohort of 44 aphasic patients with unilateral left hemisphere lesions when compared to unimpaired control subjects. Lesion-symptom mapping analyses provided significant statistical trends relating these changes to damage to the left angular gyrus (AG) and pMTG, but not LIFG. Additional voxel-based morphometric analyses showed stronger evidence linking the AG to these deficits. Ghaleh et al. (2018) suggest that the AG’s role in this task is to compare the incoming speech stream to lexical representations believed to be stored in the pMTG (Indefrey and Levelt, 2004; Hickok and Poeppel, 2007; Gow, 2012). A related study by Obrig et al. (2016) found a relationship between lesions to the SMG, AG, and anterior portions of the superior temporal gyrus (STG) and middle temporal gyrus (MTG) to reduced electrophysiological sensitivity to phonotactic violations.

The hemodynamic findings described above are broadly consistent with the results of a series of MEG-EEG studies that relied on high spatiotemporal resolution effective connectivity techniques to explore the directed dynamic interactions between brain regions that support phonotactic behavioral effects (Gow and Nied, 2014; Gow and Olson, 2015). This work was built on earlier work by Gow et al. (2008), which examined lexical influences on speech categorization in the Ganong paradigm (Ganong, 1980). Gow et al. (2008) found that behavioral evidence for top-down lexical effects on speech perception coincided with increased influence of the SMG on the left posterior STG (pSTG). The SMG is a brain region hypothesized to be associated with neural lexicon, whereas the left pSTG is believed to play a primary role in acoustic-phonetic representation and processing (Mesgarani et al., 2014). Gow and Nied (2014) found that the same neurodynamic signature, i.e., increased influence of SMG on pSTG, was associated with behavioral evidence for phonotactic influences on the categorization in a behavioral task modeled on paradigm of Cohen and Massaro (1983) paradigm. The same study also found increased influence of the pMTG on the pSTG in trials that produced behavioral responses consistent with phonotactic bias. In a related study exploring the neurodynamic bases of phonotactic frequency effects, Gow and Olson (2015) found that high phonotactic frequency words (words made up of frequently occurring phoneme patterns) elicited stronger top-down influences from SMG on pSTG than low phonotactic frequency items. Importantly, none of these studies showed a significant role of LIFG influences on pSTG.



The Present Research and Predictions

The interpretation of the results of Gow and Nied (2014), Gow and Olson (2015), and Ghaleh et al. (2018) rests on the strong claim that influences from the SMG and pMTG are lexical. While this interpretation is consistent with evidence that these regions play a role in lexical representation (Hickok and Poeppel, 2007; Gow, 2012), it is possible that abstract phonotactic principles are independently co-represented in these regions. The immediate challenge then is to isolate lexical processes from potential grammatical processes behaviorally and neurally. To this end, we used a word learning paradigm to determine whether a specific lexical manipulation can influence phonotactic processes and whether such a manipulation influences hypothesized neural markers of top-down lexical influences on speech processing.

We taught participants a small set of meaningful novel wordforms with initial consonant clusters not found in familiar English words. We subsequently examined the behavioral and neural effects of word learning on nonsense syllables that contained those consonant clusters.

We used words with the /sr-/ and /∫l-/ contexts shown to produce phonotactic repair in Gow and Nied (2014). English allows words with /∫r-/ or /sl-/ onsets (e.g., shrimp or sled), but not words with /sr-/ or /∫l-/ onsets (Kenstowicz, 1994, p.258; Hayes and Wilson, 2008). Linguists have long recognized the existence of low-frequency phonotactic exception forms present in the lexicon due to language death or to loans from other languages that fail to generalize (Hock, 1991; Kurylowicz, 1995; Bybee, 2001; Albright, 2008). This suggests that learning a small set of words with anomalous consonant clusters in an experimental context should not introduce fundamental changes in the phonotactic constraints that govern the language as a whole. This creates a set of behavioral and neural predictions. If rule-based accounts of phonotactic processes are correct, the introduction of exceptions should have no effect on rates of phonotactic repair for stimuli that share these unlawful onset clusters, but otherwise differ phonologically. Any behavioral evidence for an effect of word learning on phonotactic repair would have to be attributed to the introduction of novel non-rule mechanisms reflected by new neural dynamics not present in the results of Gow and Nied (2014) results. However, if lexical mediation is responsible for the phonotactic repair, we predict that the introduction of new words with novel onset clusters should reduce rates of phonotactic repair for stimuli that share those onsets. If SMG and pMTG influences on pSTG reflect lexical influences on speech perception as hypothesized by Gow and colleagues (Gow et al., 2008; Gow and Segawa, 2009; Gow and Nied, 2014; Gow and Olson, 2015, 2016), word learning should produce changes in the strength of these influences. Furthermore, if lexical mediation is sufficient to account for phonotactic repair, we predict that word learning should not introduce neural dynamics unrelated to lexical access or control processes not found in Gow and Nied (2014).




MATERIALS AND METHODS


Participants

Sixteen right-handed native speakers of American English, ages 20–40 were recruited in this study. None had discernable visual, motoric, or auditory deficits that could potentially influence task performance. None of the subjects reported fluency in or significant exposure to languages that allow either /sr/ or /∫l/ word onsets. All subjects provided written informed consent using a protocol approved by the MGH Institutional Review Board. Of these, four participants were tested but excluded from analyses due to equipment malfunction and recording issues (n = 2) or lack of a significant behavioral effect (n = 2). Twelve subjects were included in the final analysis [mean age 25.8 years (SD = 5.1), nine females]. Subjects were randomly divided between two familiarization training groups (discussed below).



Stimuli

For the word learning (familiarization) portion of the protocol, subjects learned a set of names for photographs of 21 visually distinctive objects (Gogo’s Crazy Bones™ character pieces, see Supplementary Table S1). All object names were bisyllabic and composed of low phonotactic frequency nonword syllables drawn from stimulus set of Vitevitch and Luce (1999). Three of the object names had onset consonant clusters that are disallowed in English. For subjects in the sr-familiarization group, these were words with */sr/ onsets (sradex, sraspar, and srigin). For subjects in the shl-familiarization group, the same objects were paired with words with */∫l/ onsets (shladex, shlaspar, and shligin). Visual inspection of spectrograms and careful review of auditory tokens by two phonetically trained native speakers of American English confirmed that familiarization tokens were produced without repair by vowel epenthesis or shifts in fricative place of articulation. There were also 18 distractor items of low-frequency phonotactic sequences (derived from Vitevitch and Luce, 1999) with simple consonant onsets (e.g., nezgeg, futneek, and mishpook). These additional items were designed to draw attention away from the phonotactic markedness of the three experimental items and to minimize opportunities to draw rule-like generalizations about phonotactic patterning based on the overall training set. Initial training materials paired each photograph with a recording of the pronunciation of the object name spoken by a female talker, and, with the word in written form to reinforce the identity of illegal clusters and reduce potential perceptual repair by subjects during the familiarization task.

Stimuli for the phoneme categorization task used in the MEG-EEG session consisted of nonword consonant-consonant-vowel (CCV) tokens. These tokens were created by inserting a token from a five-step [s] – [∫] continuum at the beginning of /_lV/and/_rV/ contexts. Auditory stimuli were recorded by a male speaker at a sampling rate of 44.1 kHz with 16-bit sound and manipulated using PRAAT (Boersma and Weenink, 2019). These recordings consisted of isolated nonsense syllables spoken in American English by a male native speaker. The five-step fricative continuum was developed by performing weighted spectral averaging of the isolated /s/ and /∫/ sounds and equating for duration at 80 ms. Recordings of the syllables /le/, /re/, /li/, /ri/, /lʌ/, and /r ʌ/ equated to a duration of 300 ms were cross-spliced onto the end of the fricatives at ascending zero-crossings. All auditory stimuli were normalized for mean amplitude.



Procedure

Prior to data collection, subjects were required to demonstrate mastery of the familiarization stimuli using an online studying and quizzing system.1 Participants learned words by studying online pairings of recordings of new words paired with pictures of unfamiliar objects. To minimize the effects of phonotactic repair, all sound recordings were paired with orthographic representations of new words. Training trials consisted of a combination of discrimination trials in which subjects chose an image that matched a new word, or a word that matched an object from two options, and identification trials in which they were shown an image and asked to type its name. Feedback was given after each trial during training with both tasks. Subjects completed a minimum of 30 min of training per day for the 2 days directly before their neuroimaging session. Subjects had to achieve a score of 100% on an online identification quiz administered without trial-by-trial feedback at least 24 h before the imaging session to continue participating.

During the MEG-EEG session, the subjects performed a delayed two-alternative forced-choice phoneme categorization task that was administered without feedback. They were not told that the task related to the words they had learned. Subjects were told that the phoneme categorization task would be followed by a test of word learning, however, no word learning test was administered. To reduce electrophysiological artifacts, subjects were instructed to maintain fixation on the screen in front of them and only blink immediately after responding to a trial. The categorization task consisted of 270 trials, which were randomly organized into three blocks of 90 trials each. Subjects were given several minutes to rest between blocks. Written instructions were presented at the beginning of each block. At the beginning of each trial, an auditory CCV stimulus of 380-ms duration was played over headphones. After a 500 ms inter-stimulus interval (ISI), lateralized visual response probes “S” and “SH” appeared on the screen. The lateralization of the “S” and “SH” visual response probes varied randomly on a trial-by-trial basis. Subjects were given a keypad with two buttons to respond using their left hand. We used a left-handed response to make it easier to dissociate right hemisphere activity related with the motor response from language processing activity that is predominantly associated with left hemisphere activity in right-handed subjects. They were instructed to press the button on the same side (right or left) as the visual probe that best corresponded to the preceding auditory stimulus. The visual probe disappeared as soon as the subject responded. The next trial began 500 ms after the button press.

To understand how word learning interfered with phonotactic repair processes, trials were separated into Trained and Naïve conditions (Table 1). The Trained condition consisted of CCV stimuli with potential consonant clusters (depending on fricative categorization) found in the word learning training set. The Naïve condition consisted of CCV stimuli with consonant clusters that did not occur in the training set. Only those trials in which subjects made non-repaired phoneme classifications (i.e., S response for sr-shr continuum items or SH response for sl-shl continuum items) were selected for the effective connectivity analysis to more directly target dynamics attributed to phonotactic processing. We focused on non-repaired trials (min 135 trials for any participant) to test the hypothesis that newly learned words introduced new top-down lexical influences on acoustic-phonetic processing introducing a bias for non-repaired forms in the same way that Gow and Nied (2014) hypothesized top-down lexical influences from existing words create a bias towards repair in their study.



TABLE 1. Experimental words learned during training and the associated Trained and Naïve condition test continua used during subsequent fricative categorization testing.
[image: Table1]

Specifically, the Trained condition trials were those in which subjects in the sr-familiarization group heard a stimulus beginning with a sound along the /sr/-/∫r/ continuum and responded that they heard an “s” sound, along with those in which subjects in the shl-familiarization group heard a stimulus beginning with a sound along the /∫l/-/sl/ continuum responded that they heard an “sh” sound. The Naïve condition trials were those in which subjects who were not trained on words with /sr/ onsets heard a stimulus beginning with a sound along with the /sr/-/∫r/ continuum and responded that they heard an “s” sound, along with those in which subjects who were not trained on words with “shl” onsets heard a stimulus beginning with a sound along the /∫l/-/sl/ continuum and responded that they heard an “sh” sound (27 trials in each step in each condition).

Analyses were further limited to steps 2–5 (108 trials for each participant) in the unlawful to lawful fricative phonetic continua (/sr/-/∫r/ and /∫l-/sl/) because the goal of the neural analyses was to understand the mechanisms that alter repair as a function of word learning, and step 1 did not contribute to the robust overall behavioral word learning effect.



MEG and EEG Data Acquisition

Magnetoencephalography and EEG data were simultaneously collected using a whole head Neuromag Vectorview system (MEGIN, Helsinki, Finland) in a magnetically shielded room (Imedco, Hägendorf, Switzerland). The system includes 306 MEG channels (204 planar gradiometers and 102 magnetometers), and a 70 channel EEG cap with nose reference and two electro-oculogram (EOG) channels to identify blink and eye-movement artifacts. MEG and EEG data were band-pass filtered between 0.1 and 300 Hz and sampled at 1000 Hz. Before testing, a FastTrack 3D digitizer (Polhemus, Colchester, VT) was used to determine the positions of anatomical landmarks (preauricular points and nasion), all EEG electrodes, four head-position indicator (HPI) coils, and over 100 additional surface points on the scalp for co-registration with anatomical MRI data. Using the HPI coils, the position of the head with respect to the MEG sensor array was measured at the beginning of each block.



Structural MRI

Anatomical T1-weighted MRI data were collected for each subject with a 1.5T Avanto 32 channel “TIM” system using an MPRAGE sequence. Freesurfer (Dale et al., 1999) was used to reconstruct the cortical surface for each subject, as well as to identify skull and scalp surfaces. A spherical morphing technique (Fischl et al., 1999) was used to co-register the cortical surfaces across individual subjects.



Cortical Source Estimation and ROI Identification

To reconstruct spatiotemporal distributions of task-related cortical activation, MRI-constrained minimum-norm source estimates for combined MEG and EEG data were created as described in Gow and Nied (2014) using the MNE software (Gramfort et al., 2014). The analyses focused on the 100–500 ms time window after stimulus onset based on the window of electrophysiological sensitivity to phonotactic violations shown in previous studies (Rossi et al., 2013; Gow and Nied, 2014; Steinberg et al., 2016). Regions of interest (ROIs) were defined by an algorithm relying on the similarity and strength of minimum-norm estimate (MNE) activation time series at each source space vertex over the cortical surface for the 100–500 ms period after stimulus onset. Estimated cortical activity averaged over all trials from each subject were transformed to the common average cortical surface, and the across subject averaged activation map was used to identify a set of ROIs that satisfied the statistical and inferential requirements of Granger causality analysis. The locations of ROIs were labeled based on their location with respect to Freesurfer’s automatic parcellation utility. The ROIs thus obtained were transformed back onto individual subjects’ cortical surfaces, and optimal individual vertices (cortical source elements) from each subject were selected as input to Granger analyses.

The process of ROI identification consisted of three steps (Gow and Nied, 2014). First, potential centroids for ROIs were identified by selecting vertices with mean activation over the 95th percentile during the 100–500 ms time window after stimulus onset. In order to maintain a conservative approach to source reconstruction, vertices located within 5 mm of local maxima were excluded. Second, the similarity of contiguous vertices – quantified by the Euclidean distance between their normalized activation functions – was compared by iterating through each potential centroid. If the similarity in the activation function of a vertex was within 0.5 SDs of an ROI centroid, then the vertex was included in the ROI. Defining regions of similar activation time course structure allowed for representative vertices for each ROI to be identified on an individual subject basis, therefore controlling for differences in source localization between subjects. Third, redundant ROIs – those with activation functions within 0.9 SDs of an ROI with a stronger (non-normalized) signal – were eliminated. This step was necessary to satisfy the Granger analysis assumption that all predictive information carried by each signal is unique.



Granger Causality Analysis Using Kalman Filter

We measured effective connectivity using a Kalman-filter-based Granger causality analysis technique (Milde et al., 2010). Our application of this approach is described at length in Gow and Caplan (2012). The Kalman filter approach addresses the noise in the MEG signals as well as Granger causation analysis’s assumption of signal stationarity. It also allows for the Granger causality measure to be tracked at each time point by estimating coefficients for time-varying multivariate autoregressive (MVAR) prediction models.

The Kalman filter-based Granger analysis was applied to the MNE activation time series data averaged over trials separately for each participant and condition for each ROIs. The time series from all ROIs were passed through the Kalman filter to generate the full multivariate autoregressive (MVAR) model predictive of the activity in a single ROI. For each ROI, a counter-models omitting one other (potentially causal) ROI at a time were created. The five samples preceding each time point were used to determine a basis for the following time point at each step of the Kalman filter. This model order of five was heuristically assigned because Akaike and Bayesian Information Criteria failed to determine a single optimal model order. The Kalman filter converged within about 100 ms, so the model was computed over time from 0 to 500 ms to cover the 100–500 ms time window of interest.

The Granger Causality Index (GCi) was computed at each point in time (Milde et al., 2010) for every potential directed interaction between ROIs in each condition. GCi is defined as the logarithm of the ratio of the standard prediction error in the model omitting an ROI containing a potentially causal signal vs. the full MVAR model. For each pair of ROIs, if the model omitting the potentially causal ROI has a greater standard prediction error than the model that includes it (the full MVAR model), then it could be assumed that the potentially causal ROI carries unique predictive information and therefore is said to Granger-cause changes in the other ROI.

A threshold value for the statistical significance of the GCis was determined using a bootstrapping method (Milde et al., 2010). For each condition and time point, 2000 trials of data were reconstructed from the matrices of the full MVAR model, eliminating one hypothesized causal ROI at a time and randomizing the residuals. For each directed ROI to ROI interaction for each point in time, an independent distribution of GCis was established to assign probability estimates to each computed GCi value. The strength of the Granger causality was assessed by counting the number of time points within the 100–500 ms post-stimulus time window that achieved the significance threshold of p < 0.05. To compare the Trained vs. Naïve conditions, a binomial test (Tavazoie et al., 1999) was performed on the difference in the number of time points that achieved the significance threshold (p < 0.05) in two conditions.




RESULTS


Behavioral Results

Behavioral results showed a marked influence of word learning on rates of phonotactic repair (Figure 1). While the same /s/-/∫/ continuum was used in both contexts, the order of the steps was reversed in the /_l-/ context so that both contexts could be collapsed into comparable lawful-to-unlawful continua for both analyses. We used the lme4 (Bates et al., 2012) package in R to perform a logistic mixed-effects analysis of the relationship between phonotactic repair and training condition. We entered Condition (two levels: Trained vs. Naïve), Context (two levels: /_l-/ vs. /_r-/) and Step (four levels: Step 2–Step 5 of the continua) as fixed effects into the model. In pilot studies, we found that Step 1 did not show a significant effect of learning on phonotactic repair in either context. We attribute this to a floor effect. Step 1 was therefore eliminated from all behavioral and neural analyses to provide a more direct window on the influence of word learning on repair. As random effects, we had intercepts for subjects, as well as by-subject random slopes, for the effect of Condition. Values of p were obtained by likelihood ratio tests of the full model with the effect in question against the (null) model without the effect in question. The results showed significant effects of Condition [χ2(1) = 4.92, p = 0.026], Context [χ2(1) = 5.76, p = 0.016], and Step [χ2(3) = 572.49, p < 0.001]. There was a significant three-way interaction, [χ2(10) = 71.68, p < 0.001] and a statistically significant two-way interaction between the effects of context and step [χ2(9) = 71.7, p < 0.001] and condition and step [χ2(7) = 71.5, p < 0.001] but not between the effects of condition and context [χ2(7) = 7.2, p = 0.413] on phonotactic repair. The main effects and interactions involving Context reflect an overall preference for “S” responses that interacted with the reordering of the fricative continuum in /_l-/ versus /_r-/ contexts.
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FIGURE 1. Behavioral results. Percentage of trials in which the subjects’ responses produced onset clusters that were phonotactically unrepaired (illegal) in the /-_r-/ and /_l-/s contexts. Error bars show the SE. Results are broken down by context because context produced a significant main effect in addition to the effect of training condition.




Neural Results

Regions of interest were determined by identifying clusters of vertices with similar temporal activation patterns in the source estimates averaged over all trials and filtering out those with redundant information. The procedure resulted in 39 ROIs (Figure 2; also see Supplementary Table S2), all of which were included in Granger analyses.
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FIGURE 2. Regions of interest (ROIs). For the effective connectivity analyses, ROIs identified by algorithm based on the estimated cortical activation pattern. The ROIs are visualized over an averaged inflated cortical surface. Further details of the ROIs are given in Supplementary Table S2.


Because we hypothesize that phonotactic repair involves influences on acoustic-phonetic representation, our critical results center around influences on left pSTG (L_STG1), an area strongly associated with acoustic-phonetic representation (see Mesgarani et al., 2014), and top-down lexical effects on speech perception (Gow et al., 2008; Myers and Blumstein, 2008; Gow and Segawa, 2009; Gow and Olson, 2016). Figure 3 shows the relative influence of other ROIs on left pSTG activation between the Trained vs. Naïve conditions. In addition, because we were interested in the role of lexical influences on phonotactic processing we also examined the influence on and by two hypothesized lexical regions (Hickok and Poeppel, 2007; Gow, 2012) – the left SMG (L_SMG1) and pMTG (L_MTG2) – as a function of word learning. These analyses were done to examine potential indirect influences of wordform areas on pSTG via the network identified in Figure 3. These results are summarized in Figures 4, 5. All effects reported here were significant (α = 0.05) after correction for multiple comparisons using the false discovery rate (Benjamini and Hochberg, 1995).
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FIGURE 3. Differential influences on left posterior superior temporal gyrus pSTG (shown in yellow) by the other ROIs in the Trained and Naïve conditions. Green bubbles indicate significant differences (p < 0.05) in which influences were stronger in the Trained condition. Orange bubbles indicate significant differences in which influences were stronger in the Naïve (untrained) condition. Bubble radius indicates the difference in the number of timepoints during 100–500 ms post stimulus onset in which Granger Causality Index (GCi) reached the significance threshold of α = 0.05 in the two conditions. No significant results were found for the ROIs in the medial cortical surfaces.
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FIGURE 4. Differential influences by left supramarginal gyrus (SMG; A) and left posterior middle temporal gyrus (MTG; B, both shown in yellow) on other ROIs in the Trained vs. Naïve conditions. Blue and pink bubbles indicate significant differences (p < 0.05) in which influences are stronger in the Trained and in the Naïve conditions, respectively. No medial surfaces are shown in panel (A) because the left supramarginal exerted no significant influences on medial ROIs.
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FIGURE 5. Differential influences on left SMG (A) and left posterior MTG (pMTG: B, both shown in yellow) by other ROIs in the Trained vs. Naïve conditions. Green and orange bubbles indicate significant differences (p < 0.05) in which influences are stronger in the Trained and in the Naïve conditions, respectively.


Influences on left pSTG were significantly stronger in the Trained condition than in the Naïve condition for 13 of the other 38 ROIs (Figure 3). These included the left pMTG (L-MTG2; p < 0.001), which is implicated in the representation of wordforms (Hickok and Poeppel, 2007; Gow, 2012). It also included anterior portions of the left MTG (L-MTG1) and inferior temporal gyrus (L-ITG2) regions (both p < 0.001), which are associated with semantic processing of spoken words and familiar visual stimuli (Li et al., 1993; Patterson et al., 2007; MacGregor et al., 2012), and bilateral lateral occipital cortex areas (L-LOC3, R-LOC1,2; both p < 0.001). While the task did not explicitly call for semantic activation, we believe the influence of areas involved in semantic processing reflects the influence of representations associated with the small set of newly learned words and their visual associates on categorization performance. Notably, all three of these regions were themselves most strongly influenced by hypothesized wordform areas after word learning. The left pMTG and left inferior temporal gyrus were most strongly influenced by left SMG (both p < 0.001, Figure 4A), and the left lateral occipital cortex (LOC) was most strongly influenced by left pMTG (p < 0.001, Figure 4B) in comparisons between the Trained and Naïve condition. Such mediated influences of wordform areas on left pSTG as a function of word learning were widespread. Eight of the 13 regions that showed stronger influences on pSTG in the Trained condition were significantly influenced by one or both wordform areas. A ninth area, the more dorsal right postcentral gyrus (R-postCG2) showed stronger influences by left SMG (p = 0.034) that did not survive correction for multiple comparisons.

The two hypothesized wordform areas, left SMG and left pMTG, show increased importance in the Trained condition relative to the Naïve condition (Figure 5). Both areas showed increased feedforward influence from left pSTG after word learning (p < 0.001 for both). This is consistent with the formation of new form representations that align at least partially with the unlawful onsets of categorization stimuli. The wordform areas also show increased influence from the same network that drives the left pSTG afterword learning. Overall, 8 of the 13 regions that showed stronger influences on pSTG in the Trained condition were significantly driven by one or both wordform areas. In addition to the lexical areas, a number of regions involved in attention and control processes (Aron et al., 2003; Shomstein and Yantis, 2006; Vilberg and Rugg, 2008; Kim, 2010; Wild et al., 2012) including left caudal middle frontal gyrus, right rostral middle frontal gyrus, right pars triangularis, and right AG showed stronger influences on left pSTG in the Trained condition (p < 0.001 for all, Figure 3). The role of attention and control processes may reflect the need to devote additional effort to sustain input representations for newly established and perhaps less automatized processes related to learning new words or rules. The role of right pars triangularis deserves special comment. While the right pars triangularis shows increased activity during the application of novel syntactic rules (Musso et al., 2003), it not been implicated in studies specifically examining phonotactic phenomena (Rossi et al., 2011; Vaden et al., 2011a; Berent et al., 2014; Gow and Nied, 2014; Gow and Olson, 2015; Ghaleh et al., 2018). Independent evidence from negative priming and erroneous responses in naming tasks suggest that the right pars triangularis plays a general role in the inhibition of left hemisphere language networks associated with lexical access, especially when processing is challenging due to pathology or stimulus ambiguity (Aron et al., 2003, 2004; Snijders et al., 2009; Geva et al., 2012; Harvey et al., 2019).

Several postcentral gyrus regions also showed stronger influences on pSTG in the Trained condition (Figure 3). The largest effect involves the dorsal-most right postcentral gyrus region (R_postCG3). Its location aligns roughly with the region of the sensory homunculus associated with the left hand (Overduin and Servos, 2004). This suggests integration between acoustic-phonetic representation and sensorimotor activation associated with the left-hand button press response. More ventral bilateral middle postcentral gyri (postCG) regions also had a significantly stronger influence on left pSTG in the Trained condition (p < 0.001 for all). These areas are known to play a causal role in phonological processing, with special sensitivity to contrasts in place of articulation such as the /s/-/∫/ contrast (Schomers and Pulvermüller, 2016). Both of these areas received significantly stronger influences from left pMTG in the Trained condition (p < 0.0001, Figure 4B). We suspect that unrepaired trials in the Naïve condition reflect disengagement, and so this difference is due to a relative decrease in activity in the Naïve condition rather than a word learning-induced increase in activity in the Trained condition.

For four ROIs, the influence on pSTG was smaller in the Trained condition than in the Naïve condition: left pars triangularis (p < 0.001, Figure 3) and right MTG (p < 0.001), SFG (p < 0.002) and SPC (p < 0.001). Furthermore, three of these four regions, including left ParsTri, that showed stronger influences on pSTG in the Naive condition, were also significantly driven by one or both wordform areas. Given that analyses were limited to trials in which the subject’s response did not indicate phonotactic repair, these results cannot be interpreted as evidence that these regions play a differential role in processes that support repaired vs. non-repaired responses. Indeed, only one of the four, the right MTG, has been shown to differentially influence pSTG activation as a function of phonotactic phenomena in other studies (Gow and Nied, 2014; Gow and Olson, 2015). Evidence implicating the LIFG in lexical selection (Matchin, 2018), the right SFG in a response suppression (Hu et al., 2016), and the right SPC in control processes related to working memory (Koenigs et al., 2009) suggest that these reversals may indicate that subjects engaged in active suppression of representations in trials that produced phonotactic repair in the Naïve condition. Such effort may have been related to suppression of spuriously activated familiar foreign words such as the familiar loan word schlep, which contains illicit phonotactic patterns. Within an associative framework, exception loan words (e.g., Sri Lanka or shlep) fail to generalize robustly for several reasons. First, very few such words are familiar to English speakers, and those are often pronounced with repaired onsets (e.g., Shri Lanka or slep). Because exceptions are rare, they may not provide sufficient clusters of words with overlapping phonology to support robust gang effects. The strength of such gang effects would be further weakened by the fact that these loan words tend to have extremely low frequencies (Michigan Corpus of Spoken Academic English2), and thus may be less accessible than competing gangs with more frequent words with common onsets (e.g., shrink and sled).




DISCUSSION

The goal of this work was to determine whether interactions between language processing and phonotactic structure are mediated by processing interactions with the lexicon, and/or by the influence of abstract phonological rules governing possible or preferred phonotactic structures. Our strategy was to manipulate the structure of the lexicon by introducing a small set of words with illegal phonotactic patterning and examine how that affected phonotactic influences on speech perception in adult subjects with well-established phonological systems. Behavioral results showed that word learning significantly affected phonotactic repair. Neural analyses further suggested that the processing associated with these changes was consistent with the effects of word learning rather than rule learning. The underlying neurodynamic patterns were also consistent with those found in previous studies of phonotactic phenomena that did not depend on exposure to novel phonotactic structures (Gow and Nied, 2014; Gow and Olson, 2015). Together, these results support the hypothesis that top-down lexical influences on acoustic-phonetic processing drive perceptual phonotactic repair.

Our neural results do not implicate any dynamics or brain regions that are uniquely associated with rule learning or application, but it is possible that such processes co-localize with lexical or control processes. For this reason, it is important to consider the relationship between these phenomena and phenomena uniquely associated with the learning and application of rules. There is a large literature on phonotactic learning that shows that listeners can be induced to show sensitivity to artificial phonological distributional patterns after relatively short exposure to a set of nonword exemplars (see reviews by Moreton and Pater 2012a,b). Moreover, such exposure can influence both explicit metalinguistic judgments (Finley and Badecker, 2008) and implicit measures of performance, including naming accuracy and latency, recall, sensitivity and bias, and event-related potentials (Dell et al., 2000; Warker et al., 2008; Rossi et al., 2013; Bernard, 2015; Kittredge and Dell, 2016; Avcu and Hestvik, 2020). At the same time, evidence that even highly motivated adult bilinguals are unable to suppress first language phonotactic biases when speaking or perceiving a second language with different phonotactic constraints (Cutler et al., 1989; Freeman et al., 2016) suggests that there is a complicated relationship between these laboratory phenomena and natural phonological processes. Understanding this relationship is important, because the current results involve a laboratory manipulation affecting established natural language processing biases.

A meta-analysis by Anderson and Dell (2018) found that replicable effects of artificial first order phonotactic constraints (e.g., “/f/ must be a syllable onset)” on speech errors, with the learning of more complex constraints dependent on sleep consolidation. Unlike the current study, which introduced onset clusters that are disallowed or at least dispreferred in English (*/sr/ and */∫l/), the studies in Anderson and Dell’s meta-analysis all involve restrictions within a subset of allowed patterns (e.g., /f/ is allowed in both onset and coda position in English across vowel contexts). Studies of infants and children with weakly established phonotactic systems would seem to minimize conflict between existing and artificial systems. In this case, a meta-analysis by Cristia (2018) found that foundational findings by Chambers et al. (2003) involving rapid phonotactic learning do not replicate reliably across studies. Several studies have induced shifts in the processing of unattested or unlawful phonotactic structures, but all have involved either word learning (Ulbrich et al., 2016; Obrig et al., 2017; Wiese et al., 2017) or training involving the resyllabification of familiar English words (Whalen and Dell, 2006). We can find no clear independent evidence that artificial phonotactic training can induce shifts in the acceptability of unlawful forms in subjects’ native languages without word learning.

Evidence from studies that clearly isolate rule learning from word learning suggests that rule extraction depends on training features that were not present in the current experiment. Phonotactic learning paradigms typically depend on exposure to large sets of nonwords (see Moreton and Pater, 2012a,b for review). These paradigms may rely on explicit feedback during training (Pycha et al., 2003), explicit instruction to pay attention to the overall training set rather than individual words (Finley and Badecker, 2008), or training sets that lack unrelated filler items (Chambers et al., 2003). Rule extraction is also facilitated by modeling a novel pattern across a variety of speakers (Richtsmeier, 2011; Richtsmeier et al., 2011; Seidl et al., 2014), and many lexical contexts (Pierrehumbert, 2001; Hayes and Wilson, 2008; Richtsmeier, 2011; Denby et al., 2018). In contrast, the current experiment provided no feedback, specifically instructed subjects to learn words without making an explicit connection between word learning and later testing and modeled novel clusters in only 3/21 training words (<15%) using a single speaker.

On the contrary, our neural analyses suggest that the processes supporting phonotactic repair, and changes in the strength of phonotactic repair effects, are consistent with those found in previous studies of phonotactic repair in subjects who had not undergone language training of any kind. A similar set of language-related regions identified by data-driven algorithms in the current analysis (STG, SMG, angular gyrus, MTG, post central gyrus, and inferior temporal gyrus) was also identified by the same algorithm in study of phonotactic repair of Gow and Nied (2014) and study of phonotactic frequency effects of Gow and Olson (2015) in lexical decision. The effective connectivity analyses also replicated the primary findings of these earlier studies, which found a relationship between the strength of posterior middle temporal gyrus (pMTG) influences on the posterior STG (pSTG) and phonotactic effects. The current results also showed this effect and support the hypothesis that phonotactic influences on speech perception are lexically mediated.

Argument of Gow and Nied (2014) for the lexical mediation of phonotactic effects additionally rested on the finding that SMG influences on pSTG were stronger in trials in which subjects show behavioral evidence of phonotactic influences on speech categorization. The dual lexicon model (Gow, 2012) posits two phonological wordform areas: a ventral lexicon in pMTG that mediates the mapping between acoustic-phonetic and semantic or syntactic representation, and a dorsal lexicon in SMG that mediates the mapping between acoustic-phonetic and articulatory representations. We believe that the lack of a direct parallel effect of SMG on pSTG activation in the current study is a function of our word learning paradigm. The increased influence of pSTG on SMG in the Trained condition shows that word learning influenced SMG activation. While there was no increase in direct SMG influence on pSTG as a function of word learning, SMG clearly had indirect influences on pSTG through its influence on pMTG and the majority of ROIs that directly influenced pSTG.

More direct influences by SMG on pSTG were observed in post-hoc analyses comparing trials consistent with repair vs. in non-repair in the Naïve condition alone that replicated (Gow and Nied, 2014; see Supplementary Figure S1).

The consistency between the neural results of the current study and the previous studies of phonotactic phenomena using the same effective connectivity processing stream suggests that word learning interacted with existing processing mechanisms but did not introduce novel processes. The question then is whether learning words with phonotactically disallowed onset consonant clusters influenced phonotactic repair through lexical means alone, or by some combination of lexical and rule-mediated processes.

It is clear that lexical processes play some role in these results. Word learning is a lexical manipulation, and it influenced both behavioral and neural measures. Our results are consistent with several studies showing that word learning manipulations influence phonotactic sensitivity (Ulbrich et al., 2016; Obrig et al., 2017), or those showing that phonotactic constraints on processing are strengthened as a function of vocabulary size (Storkel, 2001; Edwards et al., 2004; Graf Estes et al., 2011).

Within the lexical mediation account of phonotactic processing, our results are also consistent with work demonstrating that word learning, especially when coupled with sleep consolidation, can influence lexical processing dynamics. For example, Gaskell and Dumay (2003) demonstrated that systematic exposure to the nonce word cathedruke produced competition effects on the recognition of its nearest phonological neighbor with a shared onset, cathedral, that were still measurable 1 week after exposure. This result has been widely replicated using lexical decision and visual world paradigm techniques in adult and child subjects (Magnuson et al., 2003a,b; Dumay and Gaskell, 2007; Kapnoula et al., 2015; James et al., 2017).

In summary, our behavioral and neural results support the hypothesis that phonotactic repair processes can be lexically mediated. Their consistency with previous effective connectivity analyses of phonotactic phenomena (Gow and Nied, 2014; Gow and Olson, 2015) involving native language phonotactic phenomena further suggests that lexical mediation is a general property of phonotactic phenomena. While we cannot rule out the hypothesis that rule or constraint learning contributed to our results, the rule hypothesis is not clearly supported by these or prior results. Future work should focus on determining the limits of lexical mediation as a driving mechanism in phonotactic phenomena.
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Syntactic priming (SP) is the effect by which, in a dialogue, the current speaker tends to re-use the syntactic constructs of the previous speakers. SP has been used as a window into the nature of syntactic representations within and across languages. Because of its importance, it is crucial to understand the mechanisms behind it. Currently, two competing theories exist. According to the transient activation account, SP is driven by the re-activation of declarative memory structures that encode structures. According to the error-based implicit learning account, SP is driven by prediction errors while processing sentences. By integrating both transient activation and associative learning, Reitter et al.'s hybrid model 2011 assumes that SP is achieved by both mechanisms, and predicts a priming enhancement for rare or unusual constructions. Finally, a recently proposed account, the reinforcement learning account, claims that SP driven by the successful application of procedural knowledge will be reversed when the prime sentence includes grammatical errors. These theories make different assumptions about the representation of syntactic rules (declarative vs. procedural) and the nature of the mechanism that drives priming (frequency and repetition, attention, and feedback signals, respectively). To distinguish between these theories, they were all implemented as computational models in the ACT-R cognitive architecture, and their specific predictions were examined through grid-search computer simulations. Two experiments were then carried out to empirically test the central prediction of each theory as well as the individual fits of each participant's responses to different parameterizations of each model. The first experiment produced results that were best explained by the associative account, but could also be accounted for by a modified reinforcement model with a different parsing algorithm. The second experiment, whose stimuli were designed to avoid the parsing ambiguity of the first, produced somewhat weaker effects. Its results, however, were also best predicted by the model implementing the associative account. We conclude that the data overall points to SP being due to prediction violations that direct attentional resources, in turn suggesting a declarative rather than a RL based procedural representation of syntactic rules.

Keywords: syntactic priming, declarative knowledge, procedural knowledge, reinforcement learning, computational modeling


INTRODUCTION

Syntactic Priming (SP, also known as “Structure Priming”) is the linguistic phenomenon by which speakers tend to reuse syntactic structures across utterances (Bock, 1996). Its existence is often touted as the strongest evidence that the same syntactic mechanisms are used in both language comprehension and language production. As such, manipulations that affect SP can be used to gather insight into how the brain perceives, represents, and applies syntactic structures. For example, two notable studies (Loebell and Bock, 2003; Hartsuiker et al., 2004) have shown that SP effects occur across languages, demonstrating that syntactic structure is represented in a way that is language independent.

In this study, we use the syntactic priming paradigm to better understand the possible cognitive mechanisms underlying syntactic representation. Consistent with an emergentist approach to language (Hernandez et al., 2019), we hypothesized that the syntactic operations are not modular and encapsulated but depend on general-purpose cognitive mechanisms, such as procedural learning or working memory [“a new machine built out of old parts,” as Bates and Benigni (1979), famously put it].

To identify which cognitive functions, specifically, support syntax in SP effects, we devised a variation of the SP paradigm that includes a new critical manipulation, that is, the presence of syntactically incorrect priming sentences. As it will be shown, different existing theories of SP and different. These predictions were tested in two different experiments.


Existing Theories of Syntactic Priming

In the past few decades, many researchers have attempted to determine the most likely mechanistic explanation for SP (Hartsuiker et al., 2004; Chang et al., 2006; Reitter et al., 2011). Experimental studies showed that a range of factors could impact the strength of priming. For example, the priming effect is enhanced by the presentation of multiple primes, which is referred to as the cumulativity of SP (Jaeger and Snider, 2008). In addition, the lexical overlapping between prime and target also enhances priming, which is known as the lexical boosting effect (Pickering and Branigan, 1998). Moreover, there is evidence for an inverse frequency interaction, showing that the less frequently used syntactic structures are associated with stronger priming effects (Bock, 1986; Jaeger and Snider, 2008; Kaschak et al., 2011).

Several competing accounts have been put forward to explain these effects. A group of researchers, for example, advocated a transient short-term residual activation account relying on a declarative system (Pickering and Branigan, 1998; Branigan et al., 2000; Pickering and Garrod, 2004; Kaschak, 2007), which argues that the increased probability of using a syntactic construction depends on how frequently it has been retrieved from the memory. Another group of influential accounts are built upon implicit learning theory, assuming the processing of a syntactic structure affects the structure's probability distribution (Bock and Griffin, 2000; Chang et al., 2006).

A syntactic structure's probability distribution can be learned in multiple ways. For example, Chang et al. (2006) presented a connectionist model in which syntactic acquisition is a consequence of error-based implicit learning. In language processing, the deviation between one's prediction and observed information (that is, the prediction error) serves as a learning signal, and the weights in the network are updated in order to minimize the prediction error. Because the prediction error naturally leads to implicitly learning the statistics of occurrence of different syntactic structures, it provides an elegant explanation for the cumulative effect.

Jaeger and Snider (2008) built upon this idea and proposed a surprise-sensitive persistence account, which is able to explain the inverse frequency effect. Their account assumes that syntactic priming is caused by updating and maintaining the probability distribution of syntactic information. Specifically, this account predicts that more surprising syntactic structures (lower frequency), lead to greater change of the prior probability distribution, and thus lead to activation boosts of this particular structure, enhancing the priming effect by increasing the probability of reusing this construction.

Reitter et al. (2011) presented a hybrid model, in which syntactic priming is achieved through a combination of frequency-driven boosts of activation from transient processing (Pickering and Branigan, 1998) and contextual associations that drive predictions (Chang et al., 2006). In Reitter's et al. hybrid model, the probability of certain syntactic structures being produced depends on its activation relative to other syntactic structures in memory. A structure's activation follows the rules of memory decay, thus exhibiting frequency and recency. Contextual associations further boost a structure's base activation. Reitter's et al. model predicts inverse frequency effect by arguing that most recent exposure of syntactic structure increases its base activation, leading to higher probability of being retrieved with retrieval cue. Specifically, less frequent constructions have relatively lower base activation compared to more frequent ones and thus leads to a larger relative increase in activation boost caused by processing prime construction.



Connecting Syntactic Priming to Core Cognitive Mechanisms

The goal of this paper is to connect these possible accounts of SP to existing and general mechanisms that might exist in the brain (Hasson et al., 2018). For example, there are multiple mechanisms that could be used to implement a prediction error or surprise-based learning of probability distributions about syntactic structures. Ultimately, the choice of the specific mechanisms is tied to the specific way in which syntactic knowledge is believed to be represented and its putative neural substrate.

Perhaps the most general distinction that can be made is between declarative and procedural knowledge (Knowlton and Squire, 1994; Squire, 2004). Declarative knowledge, which encompasses episodic and semantic memory, possesses many of the properties that are assumed to be shared by syntactic structures. In particular, its availability reflects the frequency with which a particular item has been processed. It also decays over time, with the transient boost of activation giving rise to priming effects. Note that, although declarative knowledge is typically explicit, the mechanisms that regulate its availability (frequency, recency, spacing, and priming) remain implicit and thus compatible with the assumptions of existing models. A declarative account is also compatible with the findings of Ivanova et al. (2012), which ultimately point to a lexicon-based nature of syntactic priming effects—the mental lexicon is vastly believed to be represented in declarative (semantic) memory. Reitter et al. influential model 2011 of syntactic priming, for example, relies entirely on declarative representations.

However, syntactic structures could also be potentially represented as procedural knowledge. In Ullman's declarative-procedural model (2004), for example, syntactic structures are explicitly identified with procedural knowledge. Procedural knowledge is considered intrinsically implicit and non-verbalizable, making it naturally compatible with implicit learning accounts. Since procedural knowledge is used to represent “how-to” information, it naturally leads to the complex operations of syntactic rules. Unlike declarative knowledge, which is known to be reflect frequency and recency, procedural knowledge is thought to be refined through reinforcement, and specifically by reward prediction errors (Sutton and Barto, 1998). Rules and operations that are most commonly successful are believed to be applied more frequency; violations of these expectations are known to drive learning. Thus, the learning mechanisms of procedural knowledge also rely on frequency and prediction violations, and are in principle compatible with syntactic priming effects.

Despite their similarity, it is possible, albeit difficult, to distinguish between declarative and procedural representations. For example, Anderson et al. (1997) relied on the fact that procedural knowledge, being habitual, is less flexible and more difficult to apply in uncommon orders. Jacoby (1991) also demonstrated that, since procedural knowledge is implicit, participants cannot successfully control or prevent its application. Stocco and Fum (2008) showed that, since the use of procedural knowledge is shaped by previous rewards, it is difficult to prevent its application in circumstances where it would lead to negative outcomes.

Most psycholinguistic studies investigated syntactic priming effects using carefully controlled experimental items, ensuring that the linguistic stimuli have no mistakes and are produced flawlessly. However, in natural conversation, disfluencies and errors are very common when people are speaking. Usually, speech errors (which might include ungrammatical constructions, inappropriate word choices, ambiguous meaning, or absolute non-sense) are considered as interference that either slows down the processing or impedes comprehension. Even though people may ignore minor speech errors in daily conversation, there is evidence that erroneous information does affect language processing, and might provide a further cue to the underlying representation of syntax. For example, people often change their mind and correct themselves mid-sentence while speaking. Slevc and Ferreira (2013) examined the priming effect in the context of correcting speech errors. They found that SP is significantly reduced when primes were corrected to the alternative syntactic structure.

Another study by Ivanova et al. (2012) investigated whether people tend to orally produce ungrammatical utterances by immediate exposure to ungrammatical primes—that is, if syntactic priming extends to ungrammatical constructs as well. They compared two competing accounts of syntactic priming, abstract structural persistence account, which argues that structural priming occurs because of the availability of an abstract rule; and a lexically driven persistence account, which argues that only the exposure to the exact same lexical elements leads to ungrammatical priming. They specifically looked at when the target ungrammatical verb-construction would occur in participants' speech by manipulating the syntactic structure of primes. For example, the sentence “The dancer donates the soldier the apple” is a grammatically incorrect sentence because in standard English, the verb “donate” does not permit the dative alternation. According to the abstract structural persistence account, reading the same double-object constructions, such as “The waitress gives the monk the book” would lead participants to produce the same verb-construction combinations even though the utterances tend to be ungrammatical. On the contrary, the lexically driven persistence account predicts that the priming only occurred if the lexically-specific syntactic information, the exact verb “donate” is repeated in both prime and targets. Their findings supported lexically-driven persistence account, against abstract structural persistence account, showing that no structural priming effect of ungrammatical double object responses was found when the prime shared similar structure but not exact lexical information.

This raises a question related to our research interests, in written production, whether the SP effects would be different if the prime contains grammatical errors and which account, activation boosts, associative learning, or reinforcement learning, is the best to account for our findings. In this study, we proposed three hypothetical models depending on three accounts discussed above, and attempted to account for an ungrammatical priming pattern by comparing them. First, an transient activation account assumes that the SP is the result of memory retrieval. The error which violates the grammatical rules is not expected to be parsed in the priming process, thus according to this account, there should be no change in SP effects by introducing grammar errors. The second account is based on Reitter et al. model 2011, which argues that SP involves both transient activation boosts and associative learning. Like error-based implicit learning, this account consistently predicts that the rare a construction is, the stronger the priming is (Jaeger and Snider, 2008, 2013; Reitter et al., 2011). Given that the ungrammatical constructions are less commonly seen, we assume that there is a possibility that the SP could be enhanced by grammar errors. In addition, the role played by errors in SP introduces a third point of view on the nature of SP, which can be cataloged under the RL account. According to this point of view, syntactic structures are represented procedurally and their selection is guided by their perceived utility in terms of Reinforcement Learning, i.e., their estimated future amount of “rewards” or positive feedback signals (Sutton and Barto, 1998). It is widely accepted that procedural knowledge, in general, is refined in a Reinforcement Learning-like manner through the backpropagation of reward or feedback signals. In fact, procedural knowledge and reward signals share the same computational substrate, in the dopaminergic basal ganglia (Schultz et al., 1997; Yin and Knowlton, 2006). Furthermore, although the basal ganglia are not considered part of the cortical language network, an increasing number of studies have shown their involvement in language processing (Friederici, 2006; Stocco et al., 2014).



Present Study

In this study, we set forward to test different accounts for syntactic priming, and to answer the question of whether perceiving incorrect linguistic information such as ungrammatical syntactic constructions would affect people's subsequent language representation, particularly in syntactic choices of production. In Experiment 1, we used Active/Passive primes with grammar errors to examine the change of syntactic production preferences. Then we attempted to explain the observed patterns by fitting the empirical results in the ACT-R model simulations. In Experiment 2 we changed to another extensively studied syntactic structure, double-object dative(DO)/prepositional-dative(PD) constructions, and manipulated the position of grammar error to investigate whether the priming pattern could be accounted for by three models.



Theoretical Hypothesis

Based on discussed theories of SP, we apply similar principles to compare three hypothetical models that account for priming effects using different combinations of declarative and procedural mechanisms. Specifically, we argue that procedural vs. declarative accounts of syntax can be distinguished by how syntactic priming is modulated by ungrammatical prime sentences.

Across all predictions, we expected that syntactic priming effects would occur regardless of syntactic correctness. Specifically, the proportion of producing the same construction was expected to be higher than producing alternative construction. We also expected that the priming effect would be different depending on whether the syntactic structure of prime was correct or not.

The Activation model assumes that the syntactic structures are represented in declarative knowledge, and that syntactic priming effects depend on the frequency and recency of syntactic structures that are encountered. This model implements the majority of mechanics of Reitter et al. model 2011 except the associative spreading component. In this model, the error which violates the grammatical rules is not expected to be parsed in the priming process, thus according to this account, there should be no change in SP effects by introducing grammar errors.

The Associative model is based on Reitter et al. hybrid model 2011, in which syntactic structures are also represented declaratively, but additional activation is also provided during processing through associative links. In this model, ungrammatical primes require additional processing and, because of these additional resource demands, gather additional boost of spreading activation. In this model, thus, ungrammatical sentences further amplify the syntactic priming effect.

Finally, In the Reinforcement model, syntactic structures are represented procedurally and their selection is guided by their perceived value in terms of reinforcement learning, i.e., their predicted future positive feedback signals (Sutton and Barto, 1998). In this model, procedural rules compete to process sentences, and are reinforced by successes. As discussed, reinforcement learning mechanisms also reflect frequency and expectations, and are thus capable of replicating the main syntactic priming findings. Since ungrammatical sentences do not match the expected syntax, however, they are likely to result in a negative rather than a positive feedback signal. Thus, according to the model, ungrammatical sentences would dampen or reverse, rather than amplify, the syntactic priming effect.




COMPUTATIONAL MODELING IN ACT-R

To explicitly formulate the three hypotheses, we implemented them as three different computational models. Each model performs a simplified version of a canonical SP task, first comprehending a sentence (in either active or passive form) and then producing a sentence to describe a picture. Both comprehension and production depend on the use of two rules that implement the active and the passive sentence structures. In comprehension, these rules are used to mediate from the underlying sentence to its higher-level semantic representation. In language production, these rules are used to create a mental plan of the sequence of words to produce a description of the picture. The crucial difference among three models is how the rules are represented and what is the cause of the priming, that is, the transient increase in probability of using a particular syntactic rule after encountering it. A summary of these differences is given in Table 1.


Table 1. Overview of the differences between models.
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All three models were implemented in ACT-R (Anderson et al., 2004), which is the dominant cognitive architecture in psychology and neuroscience (Kotseruba and Tsotsos, 2020). As a cognitive architecture, ACT-R provides a series of basic cognitive functions that synthesize that current understanding of cognitive and neural computations. By implementing all three models in the same architecture, we are ensuring that the three models reflect the exact mechanisms and that parameters that occur in more than one model have the same effect and interpretation.

Although a full overview of ACT-R is beyond the scope of this study, it is important to highlight some general characteristics of ACT-R that are important for our models. ACT-R models have two types of long-term memory representations, declarative and procedural. Declarative memory is stored in vector-like structures called chunks, which are used to represent semantic and episodic memories (“Paris is the capital of France”), perceptual inputs (“A black triangle is on the screen”), or motor commands (“Press the spacebar”). Chunks have an associated scalar quantity, activation, that represents the probability of a chunk to be retrieved at any given time; this probability decays exponentially over time and increments after every retrieval of the chunk, capturing both recency and frequency effects. Thus, activation reflects the transient increases in the availability of a piece of information as it is processed again.

Procedural knowledge is stored in conditional state–action rules, called production rules or productions, that encode basic stimulus-response associations (“if you hear the bell, prepare for food”), habits (“if you go out, pick up an umbrella”), and minimal mental steps (“if you attend to something, place it in working memory”). At any time, multiple productions might be available and competing for execution; the winning one is determined on the basis of their utility, a scalar quantity that reflects the probability of a particular rule to generate rewards and is learned through a temporal-difference reinforcement learning algorithm (Sutton and Barto, 1998), implemented as in Equation (3). Just like reprocessing of information causes a transient surge in the availability of the corresponding chunks, so the successful application of a rule causes a transient increase in its utility of the corresponding production.

Chunks are accessible to production rules via a set of dedicated, limited-capacity buffers. Buffers represent functionally specific cortical regions; for example, the retrieval buffer holds chunks retrieved from long-term memory and represents the function of the lateral prefrontal cortex (Anderson et al., 2008). Buffers also have an associated scalar value, spreading activation, which is thought to reflect the deployment of attentional resources (Daily et al., 2001). Activation spreads from chunks in buffers through all chunks in long-term memory that are associated (or share features) with them. These associations can be learned in a way that resembles Hebbian learning and provide another means to temporarily alter the probability that a chunk will be retrieved. The effect of spreading activation is modeled as an additional term added to each chunk's base-level association.

In summary, in the ACT-R modeling framework, cognition unfolds as productions respond to stimuli and changing mental states by retrieving, placing, and modifying chunks in the buffers, which in turns alterns both the probability of chunks to be retrieved and which production will be firing next.


Model Design

Although ACT-R provides a general framework for modeling cognition, when modeling specific processes researchers often make different assumptions about the format of the underlying representations. For example, interference in the Stroop task can be modeled using either declarative (van Maanen et al., 2009) or procedural knowledge (Lovett, 2005). The same principle holds for language processes, with some authors representing syntactic structure as procedural rules (Lewis and Vasishth, 2005) and others representing them in declarative memory chunks (Stocco and Crescentini, 2005; Reitter et al., 2011). This grants us the possibility to explore syntactic priming as either a procedural or a declarative phenomenon.

To generate three different models of SP, each of which captures one proposed explanation of the SP effect and each of which depends on a single mechanism. All of these models can perform a rudimentary and highly stylized version of language understanding and production, and thus can perform the basic two steps of a SP task, that is, understanding a sentence describing a picture and composing a sentence to describe one.

The Activation Model relies on a declarative module to retrieve memory of syntactic structure. First, the model parses in a prime sentence from the visual buffer, and requests a retrieval of a syntactic structure based on what has been parsed in the imaginal buffer. After successfully retrieving the syntactic structure (or failing to retrieve), the model proceeds to the language production task, harvesting the target picture from the visual buffer and encoding it in the imaginal buffer. Then the model requests a retrieval of any available syntactic structure. ACT-R uses a base-level learning function to calculate the activation of chunks when a retrieval request is made (Equation 1). The activation of the syntactic structure chunk reflects the degree to which prior experiences and current context, and determines whether it will be retrieved or not. The chunk with the greatest activation will be placed into the retrieval buffer. Given the retrieval outcomes, the model produces the sentence by applying the corresponding syntactic structure to the outcome sentence. If it fails to retrieve any syntactic structure from the declarative module, an “unknown” output will be generated.
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Equation 1. Base-learning activation. Activation Ai consists of two main components: base-level activation Bi which reflects the recency and frequency of practice of chunk i; and a noise component ε. n indicates the number of presentations for chunk i, tj is the time since jth presentation, d is the decay parameter.



The Associative Model implements associative learning in ACT-R, which accounts for the ungrammatical priming effects by including a context component in chunk activation (Equation 2). As a grammar error is parsed in, the chunk carrying this specific syntax information will be placed in the imaginal buffer, becoming the source of activation. This chunk can spread an amount of activations to chunks in declarative memory, resulting in higher likelihood of this syntactic structure being retrieved in the future (Equation 2).
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Equation 2. Activation Ai consists of three main components: base-level activation Bi, context component, and a noise component ε. Wkj indicates the amount of activation from source j in buffer k, Sji is the strength of association from source j to chunk i, fanj is the number of chunks in declarative memory in which j is the value of a slot plus one for chunk j being associated with itself.



The Reinforcement Model uses procedural knowledge to represent grammatical rules, and reinforcement learning to select between competing rules. It first parses in a prime sentence from the visual buffer and creates a mental representation in the imaginal buffer. Feedback signals are generated by detecting whether the comprehended sentence is grammatically correct or not and are delivered at the end of the comprehension process. When the model proceeds to picture description tasks, two productions of syntactic structure compete with each other. The one with higher utility is chosen by the model to apply corresponding syntax. Equation (3) demonstrates the utility calculation equation.

[image: image]


Equation 3. Utility Learning in Reinforcement Learning. Ut represents the utility U of the production p at time point t, α indicates the learning rate, Rt is the reward the production received for at time t.





Model Evaluation

In model selection, it is common to use likelihood-based measures. The likelihood function of a particular model with parameters θ, L(m, θ| x), is the probability that, given the parameterized model and set of observed data to fit, the model would produce that data = L(m, θ| x) = P(x|m, θ). Here, mand θrefers to the model and its parameters, and x refers to the observations. Common comparison metrics, such as the Akaike Information Criterion (AIC) and the Bayesian Information Criterion (BIC), are both based on likelihood. The problem is that, while closed-form likelihood functions have been derived for simple models (such as logistic models or linear models), they can be incredibly difficult to derive for relatively complex models and impossible for arbitrarily complex models based on the ACT-R architectures. In turn, this discourages the use of modern model selection procedures. Some attempts have been made. For example, both Stocco (2018) and Haile et al. (2020) used BIC to compare competing ACT-R models. However, the equation used to estimate BIC is a closed-form approximation that is based on Residual Sum of Squares and was originally derived for linear models; as such, it does not necessarily hold for ACT-R.

In this paper, we followed the computationally expensive but more accurate solution of empirically calculating the likelihood function but simulating each model and set of parameters multiple times, and calculating the empirical probability distribution of each results. Knowing the mean and standard deviation of this distribution, the value of P(x| m, θ) can then be calculated directly. If a model is designed to predict n data points (corresponding, for instance, to different experimental conditions), its likelihood can be expressed as the joint probability that any of those data points can be produced. For simplicity, and assuming independence, this can be expressed as the product of the probability of observing each individual data point in the empirical data, i.e., L(m, θ | x1, x„ … xn) = Πi L(m, θ | xi,). Finally, to avoid computational problems with vanishing small probabilities, it is common the express this value in terms of log likelihood:
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Equation 4. Log-likelihood of model selection. logL refers to the log of probability of observation x given model, m and parameters θ. z indicates the z-transformation, xm indicates model outputs, σm indicates the standard deviation of model outputs.





Model Fitting

To examine the predictions of our model, we use a grid-search approach to find the best possible parameters and the parameter space for each model is displayed in Table 2 (as in Haile et al., 2020). Each model simulates 40 independent trials the same as the experimental paradigm used for participants, running repeatedly for 50 times. Following the four different prime sentences, the mean proportion of each syntactic construction and their standard deviations are computed. We find that, across parameters, the three models reliably produce the qualitative pattern of our three hypotheses (Figure 1). Specifically, the simulations show that, in the Activation Model, the proportion of Active constructions does not change with respect to the grammar error in primes; that, in the Associative Model we observed a diminished SP effect after grammatically in correct constructions; and that in the Reinforcement Model the incorrect primes generate an enhanced SP effect.


Table 2. Model parameters manipulated in the simulations.
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FIGURE 1. Averaged simulation results from three hypothetical models of SP effect across all parameter sets, with error bars representing the SD of simulation outputs. (A) The Activation Model (Model 1). (B) The Associative Model (Model 2). (C) The Reinforcement Learning model (Model 3).


In order to evaluate the three models for each participant, we used the Bayesian Information Criterion (BIC; Schwarz, 1978). The BIC balances fit and complexity by a penalty to the likelihood that is proportional to the number of parameters in a model. The relative value of BIC is more important than absolute BIC in interpreting the model performance. Low BIC indicates high likelihood of the model being able to fit participant data compared to other models, when a model's inherent complexity is taken into account. Specifically, the BIC can be calculated for each model as such (Equation 5):
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Equation 5. BIC estimation equation. LogL is the log-likelihood of model, k is the number of parameters, n is the number of observations.





Model Comparison

Finally, to make group-level inferences from this pattern of variability, we used a Group Bayes Factor (GBF) approach (see, for example, Stephan et al., 2007). Group-level likelihood values for a model m can then expressed as the product of the likelihood of that model fitting the specific results xof each participant p, i.e., Πp L(m, θ | xp). When using log-likelihood, this translates to the sum of all of the participant's log-likelihoods ∑ p log L(m, θ | xp). The GBF is then computed as the ratio of the group likelihoods of two models, L(m1, θ | xp)/L(m2, θ | xp). In terms of log-likelihood, the GBF can be expressed as ed, with d being the difference in log-likelihoods between the two models. Kass and Raftery (1995) provide guidelines to interpret these values.




EXPERIMENT 1

In Experiment 1, participants completed a picture verification task and a picture description task online (Figure 2). The prime sentences were either correct or containing grammar errors, and participants' responses were analyzed to see if their production preferences were changed by the error. The purpose of this experiment was to test three hypotheses, investigating whether ungrammatical sentences would change the production preferences.


[image: Figure 2]
FIGURE 2. An example trial of Experiment 1, including a verification task and a description task. Verification task: an online “partner” (confederate) was typing a sentence to describe the picture shown below. Participants needed to verify whether the sentence and the picture matches. Picture description task: participants typed a sentence to describe the picture and waited for the “partner” to verify the response. The picture stimulus is only for demonstration purpose, not the real ones used in the study.



Participants

Ninety participants (35 females, 54 males, 1 did not disclose) were recruited online through Amazon Mechanical Turk, and performed the experiment in exchange for monetary compensation ($15 per hour). Only subjects who identified themselves as native English speakers were allowed to provide norming data. In addition, to obtain high quality data, only MTurk workers with at least a 95% approval rating from previous jobs were included. Ethnicity included 51.1% White, 36.7% Asian, 6.7% African American, 3.3% Latino or Hispanic American, and 2.2% Others. All participants were screened through a pre-experimental survey that gathered information about their language experience and background; only native English speakers without any history of brain damage, reading problems, nor language-related disorder were allowed to proceed to the experiment. One subject was excluded for more than half incomplete or random responses in the language production task. The experimental protocol and inclusion criteria were approved by the Institutional Review Board at the University of Washington.



Materials

This picture description task was modified based on Hardy et al. (2017)'s experiment. A total of 36 trials with prime target pairs were created. Each picture depicted a transitive action involving an agent and a patient. The verb of the action was printed under each picture. The prime sentence was either active-tense form grammatically correct (AC), passive-tense form grammatically correct (PC), active-tense form grammatically incorrect (AI) or passive-tense form grammatically incorrect (PI). In the total of 36 trials, half (N = 18) were Active (A) and the other half were Passive (P); one third of trials (N = 12) were grammatically incorrect(I) and two third (N = 24) of trials were grammatically correct(I) primes. Because subjects were led to believe that the primes they read were written by the other real participant synchronically, we decided to create less ungrammatical primes than grammatical primes. The order effect was controlled by counterbalancing four prime conditions across lists such that each condition appeared an equal number of times across the experiment, and each item was shown only once.

Ungrammatical prime sentences in the Passive Incorrect syntax condition (PI) were generated using seemingly correct but non-existing past participles modeled after existing verbs, such as “chasen” instead of “chased,” “slapt” instead of “slapped,” and “shooted” instead of “shot.” The ungrammatical verb form was created based on irregular past tense forms; thus, although non-existent, these forms were created using morphosyntactic rules that exist in English. In half of the trials within each condition, the prime picture and prime sentence were perfectly matched, while in the other half, the prime sentence was modified as semantically incorrect by which the identity of either agent or patient is wrong. This manipulation was designed to both make sure that participants were performing the task correctly and to separately measure the effect of syntactic errors from semantic errors.

This study was a 2×2×2 within-subject design, with three of the factors being prime syntax (active vs. passive), grammatical correctness (correct vs. incorrect), and semantic correctness (correct vs. incorrect). In our notation, 4 syntax conditions: AC, AI, PC, PI × 2 semantic conditions: SC (semantically correct) and SI (semantically incorrect). Given that previous studies have demonstrated a stronger syntactic priming effect as prime and target are overlapping (Pickering and Branigan, 1998), in this study, the prime and the target always shared the same action verb. The combination of three independent variable pairs were pseudo-randomized so in each syntax condition (AC, AI, PC, PI), each verb only occurred once, and each verb was modified as both semantic-correct and semantic-incorrect form.



Procedure

Most SP experiments make use of realistic, in person dialogue between two participants, one of which is a confederate. The confederate verbally utters the primes and the participants' responses are recorded for transcription. To simulate this seemingly realistic dialog situation online, the study described here used deception to convince participants that they were paired with another online “partner” and they were to take turns providing a description for a sentence and verifying the accuracy of their partner's description. In fact, there was no paired partner and all sentences typed by the partner were decided beforehand. At the end of the study, participants were fully debriefed about the use of deception.

In the online task, participants saw a prime picture and were asked to verify whether the sentence constructed by the partner was correctly describing the picture or not. This simple true/false task was created (half true and half false) for two purposes: First, participants were encouraged to attend to the primes; Second, half misplaced trials were used to see whether semantic confusion confounded the syntactic priming effects. Followed by the verification task, there was a picture description task. In the picture description phase, a picture and an appropriate verb were given, and participants needed to type a sentence to describe the picture using the given verb. Participants were told that the game was proceeding in which the partner and the participant alternated between verifying if a sentence-picture pair was matching and constructing a sentence to describe a new picture to the other. The game set a randomly generated waiting time to simulate the amount of time needed by the fictional partner to type their own description.

The participant needed to complete a pre-screen survey that only eligible ones can continue. After giving consent, participants started with a three-trial practice phase to familiarize themselves with the procedure. Between verification task and picture description task, the game set a randomly generated waiting time to simulate the verifying period of the “partner.” At the end of the study, participants were given the debrief about the deception involved and were asked to complete a post-experiment survey.



Results

The syntactic structure of responses typed by participants were first automatically coded with the Natural Language Toolkit package (NLTK; Bird et al., 2009), as Active, Passive or N/A, and the double-checked manually. The total of 3,241 responses yielded 78.74% active-voice and 19.84% passive-voice descriptions. The remaining 1.42% responses, coded as neither active nor passive descriptions, were excluded for further analysis. Small grammar errors and typos (e.g., “A painter punch the monk.”) were included in the analysis as long as their syntactic structure was clearly recognizable, and their grammaticality was coded as either 1 (has error) or 0 (no error). The analysis was conducted with logistic mixed-effects models using orthogonal contrast coding as implemented in the lme4 package in R (as Slevc and Ferreira, 2013). Because the proportion of Active and Passive descriptions are complementary, we only analyzed the proportion of Active sentences produced by each participant in each condition. Syntactic Structure (Active or Passive) and Syntactic correctness (Correct or Incorrect) were treated as fixed effects, and individual subjects were treated as random effects. The parameters were estimated based on the maximum likelihood. Figure 3 demonstrates the mean proportion of active production as a function of prime syntactic structure (Active vs. Passive), prime syntactic correctness (Correct vs. Incorrect). No significant semantic effect was found; thus it is not plotted. For the ease of understanding, the analysis focused on raw proportions rather than log-odds ratios. Following Ivanova et al. (2012), the priming effect was calculated as the proportion of active responses following active primes minus the proportion of active responses following passive primes. Table 3.1 showed the proportion of active responses under various priming conditions. The full statistical results of the logistic mixed effects models were reported in Table 4.1 (as in Slevc and Ferreira, 2013).
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FIGURE 3. Experiment 1: Mean proportion of producing active constructions as a function of prime grammaticality (Correct vs. Incorrect), syntactic voice (Active vs. Passive). The bar graph and the numbers within each bar represent the mean proportion of produced descriptions across participants, with error bars representing 95% confidence interval. The dot plot represents the estimated proportion transformed by mixed effect logistic model outputs. Asterisk indicates significance level (*** means p < 0.001, * indicates p < 0.05), and n.s. indicates non-significant results. No interaction between Syntactic Structure and Syntactic Correctness was found, z = −0.6, p > 0.1. Significant priming effects were found controlling for syntactic correctness and semantic correctness, p < 0.01, and there were robust significant effects of grammaticality on the preferences of syntactic constructions, regardless of semantic correctness, p < = 0.05.



Table 3.1. Experiment 1 proportion results.
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Overall, syntactic priming effects were observed in written productions. Participants tended to produce 16.7% more active constructions after active than passive prime sentences, regardless of grammaticality, z = 8.29, SE = 1.43, p < 0.001. Specifically, the priming effect of grammatical constructions is 17.0%, z = 11.4, SE = 0.85, p < 0.01, and that of ungrammatical constructions is 15.9%, z = 7.61, SE = 1.34, p < 0.01. There was a significant effect of grammaticality on the preference of syntactic productions. Participants produced 3.7% more active constructions after primed with ungrammatical than grammatical sentences, regardless of syntactic structure, z = −2.2, SE = 0.11, p = 0.028. No significant interaction of syntactic structure and grammaticality was found, p > 0.1, suggesting that the SP effect was not mediated by the grammaticality of primes. Moreover, no significant effect of semantics on the preference of syntactic production, p > 0.1, eliminating the possible confounding effect of semantic confusions in the tendency of producing particular syntactic structure.

Of interest to our research question, the interaction analyses of grammaticality indicated that specifically for active primes, participants produced 3.2% more active constructions after primed with ungrammatical than grammatical sentences, z = −2.30, SE = 0.13, p < 0.05, while the pattern was reversed for passive primes, which participants produced 4.3% less passive constructions after primed with ungrammatical than grammatical sentences, z = −2.34, SE = 0.11, p < 0.05.

Overall in this written production task, 8.61% responses were coded as ungrammatical responses. As found in Ivanova et al. (2012), participants tended to make more grammar errors following the ungrammatical primes (M = 0.257, SD = 0.437) than grammatical primes (M = 0.204, SD = 0.403), regardless of syntactic structure, z = −3.98, p < 0.001. No significant effect of semantics was found in the grammaticality of written responses, p > 0.1, suggesting that the tendency of making more grammar errors was not enhanced by priming semantic confusions, but enhanced by priming ungrammatical sentences. As for the performance in the semantic verification task, the overall correct verification rate was 79.92%. There was significant effect of semantics on verification rate, with lower verification rate following semantically incorrect primes (M = 0.783, SD = 0.412) than semantically correct primes (M = 0.845, SD = 0.362), z = −9.09, p < 0.001. Moreover, the effect of grammaticality was significant as well, with lower verification rate was found for ungrammatical primes (M = 0.720, SD = 0.449) than grammatical primes (M = 0.860, SD = 0.347), z = −2.14, p < 0.05, Finally, there was a significant effect of syntactic structure on the verification rate, with lower verification rate after passive primes (M = 0.791, SD = 0.407) than active primes (M = 0.837, SD = 0.370), z = −2.52, p < 0.005. These results suggest that sentences that were, for any reason, slightly more difficult to parse (because of passive voice or ungrammatical construction) were also harder to verify. The interaction between semantics, syntactic structure and syntactic correctness was also found significant, p < 0.001, suggesting that the performance of verifying semantics was mediated by grammaticality and syntactic structure of the prime.



Computational Model Analysis

To examine which model accounts for the observed SP pattern better, each model was fit to each participant independently. The log-likelihood of each combination of parameters of each model was calculated by summing up the log-likelihood of obtaining the predicted responses to each of the four types of prime sentences; then, the BIC values of each model parametrization was calculated using (Equation 4). The BIC of each possible parametrization of each model was computed and compared. Given the best fit parameters set for each model, we compared the BIC among three models and the one with minimum BIC has the highest likelihood of fitting empirical data. Although the syntactic priming effect reveals high variability across participants, our models greatly capture the individual differences in Experiment 1.

Following the GBF approach, the group-level likelihood value was calculated for each model by summing up the individual likelihoods of the best-fitting parametrization of the model for each participant. The ratio of likelihoods was then compared to yield a Bayes factor as relative-likelihood. Figure 4 shows the BIC distribution across three models and the relative likelihood of three models. Note that the BIC distribution is calculated from the results of each run of the simulations; thus, the Activation model, having a smaller number of parameters, also has a smaller number of observations and a lower distribution which suggests that compared to Reinforcement Model (m3), Associative Model (m2) has a higher likelihood of fitting the empirical pattern. According to the Kass and Raftery (1995)'s Bayes Factor interpretation reference, 3.2 < BF < 10 means “Substantial” evidence of supporting one model over the base model, 10 < BF < 100 means “Strong” evidence, and BF > 100 means “Decisive” evidence. As shown in Table 5.1, the Bayes Factor between Associative Model vs. Activation Model (BF[m2:m1] = 7.99e+25) was > 100, suggesting “decisive” evidence of supporting the Spreading Model over the Declarative Model. Moreover, the Bayes Factor between Associative Model vs. Reinforcement Model (BF[m2:m3] = 1.98e+16) was also > 100, and greater than other BFs. Thus, the group likelihood analysis strongly supported the Associative Model being the best explanation of the behavioral results.
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FIGURE 4. (A) The distribution of BIC for three models fit by Experiment 1. (B) The relative log-likelihood of three models fit by Experiment 1 data. The relative-likelihood is the ratio of the group-level likelihood to the minimum log-likelihood of three models. Consistent with statistical analysis, one subject was excluded from simulation data analysis as well.




Discussion

Taken together, the results of our experiment provided a picture that was not entirely consistent with any of the previously discussed models, while the SP was present and robust (albeit less dramatic that in previous studies). Contrary to the predictions of the Activation Model, there was a robust effect of syntactic grammaticality. These effects, however, did not comply precisely with either of the two competing accounts, that is, the Associative and the RL account. In the passive sentences, an ungrammatical prime increased the likelihood of producing another active sentence, consistently. However, the data also showed that semantic errors did not produce any effect, and, therefore, that the effect of errors can be localized to the processes of syntactic parsing.

One possible explanation for the lack of correspondence between the experimental results and our model is that our three models failed to take into account the different ways in which active and passive sentences are parsed. The empirical pattern could be explained by the mixture of base level learning and associative learning accounts. The pattern of Active prime follows hybrid account while the pattern of Passive prime follows the Procedural/RL account. In AI prime, the error was reflected in missing the s in the third person singular verb, while in PI prime, the error was reflected in adding seemingly correct but non-existing past participles modeled after existing verbs. Another possible explanation is that our Procedural/RL models are too naive and did not take into account the sequential and incremental nature of error detecting and reward granting. In a previous study (Yang and Stocco, 2019), we proposed a more complex version of the RL-based sequential procedural account, which takes the sequence of parsing into account. In particular, while the naive Procedural/RL model assumed that subjects immediately detected the structure of the sentence (active vs. passive) and generated all feedback signals at the very end of the comprehension process, empirical data suggested that subjects might delay the choice of the correct syntactic form until the first key word was encountered, and generated feedback signals both the end (when all sentences are successfully understood) and as soon as the first incorrect word was found (for ungrammatical ones). This creates a novel asymmetry between the ungrammatical, active (AI) and ungrammatical, passive (PI) sentences. In the case of passive sentences, the firstly encountered verb form is the word “is” [as in “the robber is chased (…)”]; when the word “is” is encountered, under this binary syntactic condition, passive structure is selected with no doubt. The grammatical mistake is then detected immediately thereafter [as in “the robber is chasen (…)”], thus generating a negative feedback that decreases the utility of the passive form. In this condition, therefore, the effect of grammaticality is identical to what was predicted by the previous model. In the case of ungrammatical active sentences, the first verb form is also the first word for which a negative feedback signal can be generated [as in “the robber chase (…)”]. In this case, the negative feedback is generated at the same time or before the active sentence structure is selected, and, thus, does not affect the utility of the corresponding production. When the model successfully completes the sentence comprehension goal, a positive feedback signal is generated that propagates back to active form, thus increasing its utility even if the sentence was ungrammatical.

While the solution proposed in Yang and Stocco (2019) does produce a pattern of results consistent with the observed data, it does so at the expense of adding additional assumptions to the model, which are not easily captured in the complexity penalty of the BIC. Furthermore, it leaves open the question of whether the other two models could also account for the grammaticality effect once their parsing mechanisms are modified.

To avoid these pitfalls, a second experiment was conducted. This experiment was designed so that, in the incorrect sentences, the error would not occur before the syntactic structure could be detected, ruling out the explanation proposed by Yang and Stocco (2019). Second, all of the grammatical errors were created by manipulating the argument structure of the verb, thus avoiding the use of non-words.




EXPERIMENT 2

The purpose of Experiment 2 was to examine the SP pattern with a different syntactic structure alternative. Specifically, we chose the double object construction (DO: “Mary gave John the book”) and the prepositional dative construction (PD: “Mary gave the book to John”). We decided to use DO/PD structure as prime stimulus because unlike the Active/Passive constructions where the grammar error is always attached to the verb, we could manipulate the position of grammar error by introducing the error before the syntactic structure is determined. This avoids the potential confounds of Experiment 1, in which ungrammatical sentences contained morphological violations and non-existing word forms. It also rules out the alternative explanation put forward by Yang and Stocco (2019).


Participants

One hundred and forty-two University of Washington undergraduates participated in this experiment (84 females, 55 males, 3 did not disclose; mean age 18.8 with SD 1.15). Seventeen participants were excluded in statistical analysis for having more than 4 void responses. Same pre-screen survey was used to collect participant's language background. Only native English speakers were able to proceed. Similar to Experiment 1, ethnicity includes 47.5% White, 41% Asian, 1.44% African American, 0.72% Latino or Hispanic American, and 7.91% Others. The experimental protocol and inclusion criteria were approved by the Institutional Review Board at the University of Washington.



Materials and Procedure

The paradigm was largely identical to the one used in Experiment 1, but the experiment design was a 2×2 within-subject design, with the factors being prime syntax (double object vs. prepositional dative object), and grammatical correctness (correct vs. incorrect). Because Semantic manipulation had no significant effect in Experiment 1, this factor was not included in this experiment. The stimuli included 20 prime trials and 10 fillers, where one third of trials (N = 10) were Dative Object (DO) and one third (N = 10) were Prepositional Dative(PD); of the prime trials, half within each condition (N = 5, in total N = 10) were grammatically correct (C) and the other half of them were grammatically incorrect (I). The prime sentence depicted a transitive action involving an agent and a patient such as hand, give, show. The filler trial depicted intransitive actions such as nap, brush, wash (e.g., The cat is napping on the windowsill). The verb of the action was printed under each target picture. The prime sentence was either grammatically correct DO form (DOC: e.g., The man handed the clown a hat), grammatically correct prepositional-dative form (PDC: e.g., The swimmer handed the towel to the driver), grammatically incorrect double-object-dative form (DOI: e.g., The captain gave the old sailor they spare life jacket) or grammatically incorrect PD form (PDI: e.g., The builder showed the blueprints to them new client). The order of trials was pseudorandomized so that each filler was between a block of 4 different prime conditions.

In order to have valid and natural ungrammatical sentences, we pretested the stimuli by inserting different grammar errors into sentences in a pilot study. Another group of subjects were recruited to rate the sentence errors. Grammar errors that elicited both semantic and syntactic confusions were not used in Experiment 2. Pilot study revealed that whether it was realistic, in person dialogue did not greatly change the way people produce sentences in this scenario, thus in Experiment 2, we did not instruct participants to communicate with a confederate. They only needed to judge whether the prime sentence is grammatically correct or not, and then to describe the target picture using the verb provided. This simple verification task, similar to the verification task in Experiment 1, was used to encourage participants to attend to the prime sentences, and assess whether the grammar error could be detected effectively.



Results

The syntactic structure of responses typed by participants were first automatically coded with the Natural Language Toolkit package (NLTK; Bird et al., 2009), as Dative Object (DO), Prepositional dative (PD) or N/A, and then double-checked manually. The total of 2,840 responses yielded 64.47% DO, and 28.06% PD descriptions. The remaining 7.46% responses coded as neither DO nor PD constructions were excluded for further analysis. Similar to Experiment 1, responses with minor grammatical errors and typos (e.g., “The sailor gives the an a teapot”) were included in the analysis, and the grammaticality of responses was coded as 1 (error) or 0 (no error). The analysis was conducted with logistic mixed-effects models using orthogonal contrast coding as implemented in the lme4 package in R (as Slevc and Ferreira, 2013). Because the proportion of DO and PD descriptions are complementary, we only analyzed the proportion of DO sentences produced by each participant in each condition. Syntactic Structure (DO or PD) and Syntactic correctness (Correct or Incorrect) were treated as fixed effects, and individual subjects were treated as random effects. The parameters were estimated based on the maximum likelihood. Similar to Experiment 1, the analysis focused on raw proportions rather than log-odds ratios. The priming effect was calculated as the proportion of DO responses following DO primes minus the proportion of DO responses following PD primes. Figure 5 shows the mean proportion of DO descriptions as a function of prime syntactic structure (DO vs. PD), prime syntactic correctness (Correct vs. Incorrect). Table 4.2 showed the proportion of DO responses under various priming conditions. Table 3.2 shows the full statistical results of the logistic mixed effects models.
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FIGURE 5. Experiment 2: Mean proportion of producing DO constructions as a function of prime grammaticality (Correct vs. Incorrect) and syntactic structure (DO vs. PD). The bar graph and the numbers within each bar represent the mean proportion of produced descriptions across participants, with error bars representing 95% confidence interval. The dot plot represents the estimated proportion transformed by mixed effect logistic model outputs. Asterisk indicates significance level (*** means p < 0.001, and n.s. indicates non-significant results). No significant effect of grammaticality was found, z = 1.2, p > 0.1. No interaction between Syntactic Structure and Syntactic Correctness was found, z = −0.76, p > 0.1. Statistical analysis showed significant priming effects, controlling for syntactic correctness, p < 0.01.



Table 3.2. Logistic fixed effects model coefficients and statistical tests from experiment 2.
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Table 4.1. Logistic fixed effects model coefficients and statistical tests from experiment 1.
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Table 4.2. Experiment 2 proportion results.
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Overall, syntactic priming effects were observed in written productions. Participants tended to produce 15.9% more DO constructions after DO than PD primes, regardless of grammaticality, z = 7.29, SE = 0.42, p < 0.001. Specifically, the priming effect of grammatical constructions is 14.5%, z = 6.33, SE = 0.38, p < 0.001, and that of ungrammatical constructions is 17.3%, z = 7.06, SE = 0.40, p < 0.001. Different from Experiment 1, the effect of grammaticality on the preference of syntactic productions was not significant, p > 0.1. No significant interaction of syntactic structure and grammaticality was found, p > 0.1, suggesting that the SP effect was not mediated by the grammaticality of primes. The interaction analysis of grammaticality indicated that there was no significant difference of target constructions after primed with ungrammatical sentences than grammatical sentences, p > 0.1. Of all responses, 2.64% responses were coded as ungrammatical responses. Unlike Experiment 1, no significant effect of grammaticality of prime on the grammaticality of written responses was found, p > 0.05, while the interaction between grammaticality and syntactic structure was significant, z = 2.62, SE = 1.96, p = 0.009, suggesting that the tendency of making more grammar errors was mediated by both grammaticality and syntactic structure of the prime. The following sections will discuss several possible interpretations of the divergent findings between experiment 1 and experiment 2.



Computational Model Analysis

As in Experiment 1, three different models were fit to each participant of experiment 2. In order to evaluate the complexity and goodness-of-fit of three models, all possible simulation outputs were fit into aggregated individual participant data. Similar to the model analysis in Experiment 1, the group-level likelihood was calculated for each model by summing up the individual likelihoods of the best-fitting parametrization of the model for each participant in Experiment 2. The ratio of likelihoods was then compared to yield a Bayes factor as relative-likelihood. Figure 6 showed the BIC distribution across three models and the relative likelihood. The Associative Model has slightly higher relative-likelihood than the Reinforcement Model, which adds further evidence supporting the Associative Model. In Table 5.2, the Bayes Factor of Spreading Mode vs. Activation Model (BF[m2:m1]) is > 100, much higher than other BFs in its row. According to the Kass and Raftery (1995)'s Bayes Factor interpretation reference, the Associative Model being the best explanation of the behavioral results. In sum, the simulation results of individual model fitting and group-level BF analysis suggest that an associative account with a declarative representation of syntactic rules is the best theory to explain the empirical data in Experiment 2.
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FIGURE 6. (A) The distribution of BIC for three models fit by Experiment 2 data. (B) The relative log-likelihood of three models fit by Experiment 2 data. The relative-likelihood is the ratio of the group-level likelihood to the minimum log-likelihood of three models. Consistent with statistical analysis, 17 subjects were excluded from simulation data analysis.



Table 5.1. Summary of log-likelihood and BF statistics for experiment 1.

[image: Table 5]


Table 5.2. Summary of log-likelihood and BF statistics for experiment 2.
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Discussion

The priming effect was observed in DO/PD structure, regardless of the grammatical correctness. However, the effect of grammar error seems to be much smaller compared to Experiment 1, being not significant for both PD primes. There are several possibilities to explain this pattern. First, it is possible that there is no effect of grammaticality, suggesting that the null hypothesis is the best account to explain the empirical findings. The priming of ungrammatical constructions is reduced. This would, however, be at odds with the significant effects found in Experiment 1 using active/passive primes. Another possible explanation is that there is no single mechanism of language processing which could be applied to everyone, especially in ungrammatical SP effects. Different people depend on different mechanisms to process grammar errors, which is supported by the great individual differences observed.

A third possibility is that an effect of grammaticality on primes exists, but our results were underpowered and the variability in our participants' performance are partially obscuring the result. This possibility is supported by the modeling approach, which show that, while the overall pattern resembles the prediction of the Activation model, individual participants are almost never fit by it, producing instead results more compatible with the other two models When comparing the models in terms of GBF, the Associative Model, much like in Experiment 1, provides the best account for the data, implying that the patterns of results observed in individual participants, however noisy, do show an effect of surprise.




GENERAL DISCUSSION

This paper has presented the results of two experiments in which the nature of syntactic representations was investigated using the syntactic priming effect. As demonstrated in many syntactic priming studies, people tend to reuse the same syntactic structures they are primed with. Consistent with this body of literature, our experiment showed an overall syntactic priming effect for active and passive structures, regardless of grammatical correctness and semantic correctness. This implies that the tendency of reproducing primed syntactic structures persists even if the priming linguistic structure is erroneous. Three different theories were tested; each theory was implemented as a computational model within the same, general, cognitive architecture, and their predictions were compared to the experimental results.

In both experiments, we found that the empirical group-level pattern of results did not precisely follow the exact predictions of any model. In particular, the effect of grammaticality in Experiment 1 followed partially the predictions of the Associative Model and partially those of the Reinforcement model; in Experiment 2, no effect of grammaticality was found. The difference in findings between the two experiments could potentially be accounted for by the fact that the strong but unexpected grammaticality effect in Experiment 1 was partially due to plausible but non-existent verb forms, and that the grammatical structure could be guessed before the error was detected, leaving an opportunity for different parsing strategies. Experiment 2, which removed both confounds, offers a pattern that is in line with the Activation Model. The group-level finding, however, obscurses significant variability in the data; while at the group level no effect of grammaticality is found, individual participants consistently show effects of grammaticality on priming, suggesting that the group average results is a particular case of “averaging over methods” (Newell, 1973) leading to false results.

This conclusion is supported by a careful model-based analysis of individual subject data. As three models are parametrized to fit each individual, the Associative offers a better fit to individuals than either of the other two models, in terms of Bayes Factor. This finding is consistent across both experiments, as is the finding that the Activation model rarely matches the results of any participant, despite its predictions resembling the group averages. We believe that this approach, in which an individual is matched to a corresponding model, has greater explanatory power as it accounts for both individual differences and explicit comparisons of different hypotheses.

If our modeling conclusions are to be believed, they would imply that syntactic structures are likely represented declaratively, activated by learned associations, and affected by frequency and recency rather than by feedback signals.

This conclusion is perfectly in line with Reitter et al. (2011) model of syntactic priming, which served as the inspiration for our Associative model. It is also consistent with the results of Ivanova et al. (2012), which strongly imply that syntactic structures are represented in a lexicalized, declarative way. And, finally, it is consistent with other ACT-R models that also used declarative knowledge to represent syntactic structures (as in the case of Stocco and Crescentini's 2005 model of aphasia). At the same time, this conclusion seems apparently at odds with Ullman's influential framework (2004), which assumes that all syntactic operations are procedural, and with the mounting evidence for a corresponding role of the basal ganglia in supporting linguistic processes (Lieberman, 2002; Crinion et al., 2006; Kotz et al., 2009; Stocco and Prat, 2014). However, note that, as implied by Ullman's framework, all of our models do contain a mixture of declarative and procedural knowledge. In all models, for example, lexical information is represented declaratively, and all the steps in the parsing process are represented procedurally. In the Associative model, it is only the specific representation of syntactic structure that is represented declaratively, rather than procedurally; procedural knowledge is still needed to process and operate on them. Therefore, we maintain that results are still compatible with Ullman's (2004) framework at large (and with a role of subcortical structures in language) even if they reject a stronger version of it.

Still, our results should be considered in light of a number of limitations. First, they do not cover the range of possible syntax structures that could be primed, or grammatical errors that could be induced. Second, it would have been desirable to have a greater sample size, especially since some effects were barely on the threshold of statistical significance. Finally, it is possible that in-person manipulations of syntactic priming during error would have elicited a stronger effect. Given that nowadays the way people communicate is no longer limited to in-person verbal communication, it is important to investigate online typing-based communication. Future studies could examine whether people's way of communication would be different when they realize that the person they speak to is not a real human.

These limitations notwithstanding, we believe that our results do contribute in many ways to the growing body of research on the computations underlying language processing. First, although different hypotheses have been put forward about the nature of SP, our study is the first one to fully compare three different mechanisms. Second, our results highlight the role of prediction and of basic attention mechanisms in language, whose contribution might shed light on the basic computations underlying syntactic parsing in an emergentist fashion (Hernandez et al., 2019). Third, our results highlight the power allowed by using detailed computational models to explain psycholinguistic effects and the importance of analyzing individual-level models in examining theories.
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INTRODUCTION

The Menn Phonetic Mini-Corpus (MPMC) is a phonetically transcribed American English dataset now available from the PhonBank database at https://phonbank.talkbank.org/derived/. The MPMC consists of 5 h 22 min of detailed transcription in IPA (International Phonetic Alphabet) of the babble and early speech of a toddler at the one-word stage named Jacob, and his conversation partners, along with the corresponding downloadable audio files. The IPA transcription was made by a linguist with over 50 years of experience in transcribing early child speech; most other recorded corpora that are available to the research community are transcribed in conventional spelling or analyzed globally instead of being transcribed, and therefore cannot be searched for the occurrence of particular speech sounds and their context. Such phonetic searches provide entry points for acoustic analyses as well as for the descriptive analyses presented here.

The MPMC allows the study of the sounds and sound patterns of Jacob's babble and early speech over the first 3 months of his use of words, and comparison with his sound patterns during a 1-month period starting about 3 months later. Four analyses in section Illustrative Analyses below indicate some of the kinds of phonetic studies that can be done. Most importantly, an impressionistic gestural analysis of 60 variants of his word “down” indicates that Jacob has a pre-segmental articulatory representation of most of the word; the pre-segmental portion consists of poorly coordinated articulatory gestures that have not yet been cross-linked to form phonetic segments. The gestural analysis, although limited to what can be inferred from transcriptions, provides a conceptual handle on what it is that phonetic segments emerge from, supporting and clarifying early aspects of several theoretical approaches to the emergence of phonological units (e.g., Beckman and Edwards, 2000; Edwards et al., 2004; Hay et al., 2004; Inkelas and Rose, 2007; Vihman and Croft, 2007; Menn et al., 2013; McAllister Byun et al., 2016; Vihman, 2019).

The 7-month time span (1;00.15 to 1;07.17) also permits the study of the development of the child's behavioral routines (Bates et al., 1980; Peters and Boggs, 1986), the maturation of his conversational interaction patterns, and the semantic/pragmatic development of proto-words into adult-like words. Note that the corpus is pre-syntactic: it contains just a few gestalt utterances (Peters and Menn, 1993) modeled on adult phrases and a few sporadic two-word combinations.

The MPMC will remain available for study in its present form in the “derived” section of PhonBank. The transcription and coding of the rest of the recordings will gradually be added to the main Menn Corpus on PhonBank, of which the MPMC will remain a proper subset (about 5% of the total Menn Corpus material). PhonBank began in 2006 as a supplement to the long-standing CHILDES database (CHIld Language Data Exchange System; https://childes.talkbank.org) for the areas of phonetics and phonology, through the Phon software program (https://www.phon.ca) for the building and analysis of phonetically transcribed data corpora such as the MPMC. The PhonBank database (https://phonbank.talkbank.org) was instituted in 2011 as a database separate from CHILDES within the larger TalkBank system for language research (https://talkbank.org). Like all corpora published within PhonBank, the MPMC corpus is available for analysis in both Phon and CHAT formats, the latter for use within the CLAN program which powers CHILDES and most of the remainder of the TalkBank system. Phon enables research based on both phonetic transcriptions and acoustic data measurements, assessing for example the overall shape of word forms as well as the behavior of specific speech sounds and sound combinations across different contexts within the word. Researchers may add their own coding to the existing annotations of corpora in CHILDES, and may run additional phonological analyses using Phon (Hedlund and O'Brien, 2004; Rose et al., 2006; Rose and MacWhinney, 2014; Hedlund and Rose, 2020).



METHODS

Jacob was studied as a typically developing first child of academic parents living in Cambridge MA. The recording investigator (author LM) served as the child's regular caregiver, audiotaping at least an hour per day for 3 days a week over 8.5 months from 1;00.08 to 1;08.22. The eight sessions selected for the MPMC are divided into two parts, “Early” and “Later,” with ~170 tokens of word attempts produced by the child in each part. The Early part contains data from five sessions spaced over 3 months from 1;00.15 to 1;03.22, totaling just over 4 h. The Later part contains data from three sessions spaced over 1 month from 1;06.18 to 1;07.17, totaling 1 h, 22 min. The total transcription time in the Later portion is shorter because the Later transcriptions focus on parts of the sessions in which the child was producing more speech and babble; the Early part was less selective. The Early part contains about 2,750 adult utterances and the Later part contains 550. The Early part also contains about 500 babble utterances (speech-like utterances without identifiable target); the Later part contains about 160 babble utterances.

The sessions in the MPMC were originally recorded in 1974-75 using a high quality reel-to-reel Tandberg tape deck and Sennheiser microphone. Most of the recordings were made under naturalistic conditions in the toddler's home; background noise therefore limits the sound quality. Other adults, including his mother, were occasionally present and interacted as friends familiar with the investigator and the child. The MPMC also contains part of one session in which a trained psychology doctoral student presented Jacob with means-ends and object permanence test tasks from the Užgiris and Hunt (1975) developmental scales (Menn and Haselkorn, 1976). Field notes were made on the spot and each session was originally transcribed within 48 h of recording. All living participants have given consent to have these materials shared through CHILDES.

The 1974-75 study (Menn, 1976) was very limited by current standards: reflecting the theoretical biases and technical limitations of the era, only the child's words and proto-words (defined as meaningful recurring forms created by the child: Bates, 1976; Menn, 1976) were transcribed phonetically. Babbled utterances were indicated, but rarely transcribed. Speech directed to the child was transcribed orthographically; adult-adult speech was only indicated. A handwritten IPA list of the child's attempts at words in each of the ninety-odd recorded sessions was provided in Menn (1976), but none of the transcribed material was computerized or machine searchable.

In 2009 the tape recordings were digitized and uploaded to CHILDES; in 2019, investigator LM began re-transcribing the digitized recordings into the machine-searchable CHAT format. The re-transcriptions in the MPMC include all sufficiently audible adult speech regardless of the addressee, and all the child's transcribable babble and word-based sound play as well as word and word-like productions.

To increase transcription accuracy and separation of overlapping speech, we used Praat1 and CLAN2 for item-by-item playback, reduced playback speed, and “eyeballing” spectrograms and waveforms to help with time-indexing and segmenting the speech signal. These digital tools revealed many babbled sounds and word-attempts that had been missed with the analog devices of the 1970's.

After the initial IPA transcription in CHAT format, author YR converted the files to Phon and compiled the quantitative and qualitative data analyzed in Section illustrative analyses. Adult words and phrases with high degrees of conversational reduction were transcribed in IPA by investigator LM; IPA versions of the rest of the adult speech were obtained automatically from an IPA dictionary of pronounced words (citation forms) built into Phon.

The child's utterance types have been coded in CHAT format, using existing CHAT categories as much as possible. By far the commonest types were babble BB (defined as articulated utterances without identifiable target), filled pause FP (closed-mouth conversational turns), and word-targeted WT. Word-targeted utterances were subdivided where possible into proto-words PWD (meaningful recurring idiosyncratic forms) and real words RWD. Other types noted were cooing COO (purely vocalic utterances; Stark, 1980), word play WP, gestalt GST (Peters, 1983), and onomatopoeic ONO. Word-targeted utterances were cross-coded as being imitated IMIT, retrieved from long-term memory LTM, self-repetition SREP, and unprompted self-correction SCOR (Researchers wishing to use these codes should recode a sample to check consistency).

We remind readers that phonetic transcriptions are discrete representations of an essentially continuous multi-dimensional auditory-acoustic space; intra-transcriber reliability for sub-phonemic details is necessarily modest, about 50% overall. Most discrepancies between transcriptions of a given utterance were found where the child's pronunciation was the least controlled (e.g., phones or phone combinations that were still emerging; see below). Re-transcribing a sample is recommended if researchers wish to put weight on fine details; time markings in the transcription delimit every utterance, making it easy to check each one against the on-line audio recordings.



ILLUSTRATIVE ANALYSES

Here we report four illustrative Phon-aided analyses of the MPMC, examining the child's phonological progress (or lack of it) from 1;00.15 to 1;07.17.


Change in the Relative Proportions of Babble, Proto-Words, and Adult-Like Words in the MPMC

Comparing the Early (1;00.15 to 1;03.22) to the Later (1;06.18 to 1;07.17) sessions, the mean proportion of babble decreases from 0.81 to 0.50 of the ~1,000 transcribed child utterances. Proto-word tokens decrease from 0.15 to 0.09, while real word tokens increase from 0.05 to 0.41. All three of these changes may be taken as measures of Jacob's gradual transition from babble and idiosyncratic proto-words toward communication based on adult word targets.



Distribution of Consonants in the MPMC

The distributions of consonants in the Early and Later portions of the MPMC were computed using Phon. From the beginning of the Early period, Jacob produced [m] appropriately, but only as a carrier for intonational signaling in “hm” or “mm” utterances. Whether this utterance type should be counted as production of a phonetic segment [m] is unsettled, because it does not form a canonical consonant+vowel syllable (Oller et al., 1999).

Jacob used [d], a common first consonant (Stoel-Gammon, 1985; Menn and Vihman, 2011), frequently from 1;01.13 onward. Initial and medial [ɫ], appearing mostly in a highly variable proto-word [ɫæ], [ʌɫʌ], [lɔʔ 'luə,] etc., modeled on “hello,” starts at 1;03.22. In the Later period, [k] appears (appropriately aspirated in initial position) at 1;06.18; [n], after having been marginally present since 1;01.13, takes a sudden jump at 1;07.10; and [p] appears, generally in word-final position, at 1;07.17. The observed order [d, l, k, n, p] elaborates Menn's original (1971) report that Jacob developed oral stop consonants in the order [d], then [k/g], and finally [p/b]; the development of labials after velars is somewhat unusual (found in only one English-acquiring child out of 66 by Stoel-Gammon, 1985).



Changes in Accuracy of Segment Production Over Time: The Single Word “Down”

Sixty utterances of “down” transcribed in the MPMC are established as tokens of the word by audible context or written field notes. The variety of forms appears bewildering (see Table 1): fully accurate as well as very approximate productions are present in both the Early sessions (32 tokens) and the Later ones (28 tokens).


Table 1. Representative forms and uses of “down” over 6 months.

[image: Table 1]

The imitations (IMIT) appear at best slightly more accurate overall than the “spontaneous” (LTM) attempts (i.e., the tokens that Jacob must have retrieved from his long term memory because no one had recently uttered them). The initial [d] becomes more stable over time (accuracy 81% Early, 96% Later). The diphthong also improves (accuracy ignoring details encoded by diacritic 33% Early, 55% Later; accuracy counting diacritics, 11% Early, 21% Later). However, the final [n] deteriorates over the 6 months (31% correct Early, 18% Later).



Articulatory Gestures as Precursors to the Emergence of Segments in Word Production: More About “Down”

Jacob's fine-grained variations in the forms for “down” resist analysis by ordered rules or ranked constraints. Such “unruliness” has long been noticed for the early months of speech (e.g., Ferguson and Farwell, 1975; Fikkert and Levelt, 2008); many children (but not all!—e.g., Ferguson et al., 1973; Menn and Vihman, 2011) begin speech production by attempting each word as a (more or less undigested) whole, rather than as a sequence of phonetic segments with appropriate coarticulations.

A segment like [th] or [a] is typically defined as a bundle of articulatory features that co-occur simultaneously or in close sequence. But perceptually, a segment is also a bundle of co-occurring auditory/acoustic features. Children start to learn auditory representations before birth (Mehler et al., 1988), eventually inducing auditory-perceptual representations of segments from hearing thousands of examples of speech sounds: they register which features tend to co-occur and in what positions with respect to word and syllable boundaries (Pierrehumbert, 2003). An analogy may be helpful: finding the segments in the flow of input speech sounds is like finding the harmonic relations (chords) and chord progressions that are implicit in the flow of parallel voices in musical counterpoint.

With increasing motor maturation children start to learn articulatory representations, trying to reproduce some of the sounds they hear and often selecting adult models which match their own babble or earliest speech attempts (Vihman, 1993, 1996). They learn motorically which articulatory configurations reliably co-occur simultaneously or in close sequence (Beckman and Edwards, 2000; Edwards et al., 2004; Hay et al., 2004), and which articulatory features of sounds co-occur. Gradually, phonetic segments emerge (alongside whole words and syllables) as units of speech production—if not during late babble, then as vocabulary grows during the 1st months of speech (Walley, 1993; Menn and Vihman, 2011). Auditory and motor representations of a sound must eventually become tightly linked as part of development toward adult-like phonological representation.

Returning to Jacob's development, analyzing his attempts to say “down” in terms of articulator movements and vocal tract airflow instead of as attempts to string segments together gives us a mechanism for explaining the peculiar and frequent [m] at the end of his attempts at “down.” Analysis in terms of articulatory movements also enables us to be more precise about what it means to attack a word “as a whole,” and what it means for articulatory representations of segments to “emerge” from experience.

Without engaging in the technical apparatus of Gestural Phonology (Browman and Goldstein, 1986), consider an “articulatory gesture” intuitively, as a motion or continuous trajectory of a single articulator, for example “open the lips;” “raise the back of the tongue,” “flip the tongue tip up to the center of the hard palate and let it fall again,” “bring the vocal folds together loosely.” Jacob's various productions of “down” (Table 1) show that he is able to produce all the articulatory gestures needed to say the word. But like any beginner learning a complex motor sequence, he makes timing errors, and occasionally skips a gesture entirely.

The fact that Jacob uses only the relevant articulatory gestures shows that he knows what “down” sounds like; that is, he has a detailed auditory representation of the word as a whole.

Phonetic details. (Phoneticians and speech-language pathologists can skim this section; we have written it for colleagues and students who normally work at the lexical and syntactic levels and rarely need to deal with IPA or articulation. Readers with no background in phonetics should also see the Appendix (Supplementary Material), “How to say down”).

Timing of velar lowering vs. tongue-blade raising. In saying the word “down,” the velum must be lowered during the production of the diphthong [æw]. Many of the minor variations in Jacob's output come from small differences in his timing of this articulatory gesture; the sooner he lowers his velum, the more of the diphthong [æw] is nasalized, i.e., the greater the part of [æw] that is made with air flowing out both his nose and his mouth, resulting in [æ[image: image]] or [[image: image]]. All of these versions of the diphthong are acceptable in English.

Timing errors in producing “down”

Errors in velum movement:

1) If Jacob lowers his velum before or at the same time as he raises the blade of his tongue to make the initial [d], he produces initial [n], i.e., “noun” instead of “down.”

2) If he lowers his velum during the vowel without actually making the second tongue-to-gum-ridge contact needed for the final /n/, the result is an acceptable nasalized vowel, but without the nasal consonant that should follow it—i.e., the non-English form [d[image: image]w].

3) When he does not get around to lowering his velum at all, he produces non-nasal forms like [dæw] (similar to the name “Dow”).

Other timing errors:

4) If Jacob starts rounding his lips and raising the back of his tongue for the [u] too soon, he produces forms like [dũn] (similar to “doon”). If in addition he misses the second tongue-to-gum-ridge contact for the final /n/, the output may be [do] (“dough”), or non-English [dõ], depending on whether he remembers to lower his velum.

5) If he forgets to keep his lips apart while raising his lower jaw for the final consonant, he produces forms like [dũm] (“doom”).

6) If he lingers too long on any of the articulatory configurations, he produces the forms that are heard as long vowels or consonants ([æ:], [o:], [m:]).

Summary: what Jacob knows before motor knowledge of the segment [n] emerges

Jacob has a good auditory representation of “down” —i.e., he knows in detail what it sounds like. However, his motor representation of it is missing some essential information: although the several articulatory gestures that his tongue and velum need to make for the segments in the word are established, their relative timing is poorly controlled.

The lack of coordination between the gestures of lowering the velum, raising the jaw, and raising the tongue blade implies, in particular, that the phonetic segment [n] is not yet his articulatory target for the end of the word “down.” Rather, he knows three separate pieces of information: that the word ends with a lowered velum (to produce nasalization) and that the word ends with raising the jaw and also raising the tongue blade (to make an alveolar closure). These three motor gestures and their relative timing have yet to be welded into a single unit that would constitute a motor representation for producing the alveolar nasal consonantal speech segment [n], let alone the auditory-motor complex that would constitute an adult-like representation of the speech sound [n].

Jacob's pre-segmental motor representation of word-final /n/ contrasts with his near-complete representation of both the auditory and motor aspects of word-initial /d/, as evidenced by the stability of his productions of the /d/ sound. Thus, he appears to be in transition from a pre-segmental to a segmental organization of his speech production for this word: although he appears to have a well-defined word-initial segment [d],3 the word-final segment [n] has not yet emerged as a unit of speech production4.




THE POTENTIAL OF THE MENN PHONETIC MINI-CORPUS

The MPMC contains multiple tokens of several other words that have not yet been analyzed for what they can tell us about the way phonological representations develop. These additional words should be helpful in evaluating the ways in which contemporary approaches to early phonological development such as the A-Map (Inkelas and Rose, 2007; McAllister Byun et al., 2016), the Linked-Attractor Model (Menn et al., 2013), and Template Theory (Vihman, 2019) complement one another. For children with “unruly” speech like Jacob, detailed articulatory analyses of multiple tokens of the same word over time enable us to create a richer picture of the mechanisms involved in development from early holistic auditory and articulatory representation toward a segmental as well as autosegmental phonological representation of the words in a speaker's lexicon.
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FOOTNOTES

1Praat (2020). Available online at: http://www.fon.hum.uva.nl/praat/ (accessed September 21, 2020).

2CLAN. Available online at: https://dali.talkbank.org/clan/.

3Jacob's control of the position where the front of his tongue must hit the roof of his mouth to form the initial [d] is not perfect: sometimes it hits a little too far back, resulting in the voiced palatal stop consonant [ɫ], a speech sound not used contrastively in English.

4Compare K's multiple attempts at “pen,” Ferguson and Farwell (1975, p. 423, fn. 8).
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This article focuses on the emergence of consonantal place and manner feature categories in the speech of first language learners. Starting with an overview of current representational approaches to phonology, we take the position that only models that allow for the emergence of phonological categories at all levels of phonological representation (from sub-segmental properties of speech sounds all the way to word forms represented within the child’s lexicon) can account for the data. We begin with a cross-linguistic survey of the acquisition of rhotic consonants. We show that the types of substitutions affecting different rhotics cross-linguistically can be predicted from two main observations: the phonetic characteristics of these rhotics and the larger system of categories displayed by each language. We then turn to a peculiar pattern of labial substitution for coronal continuants in the speech of a German learner. Building on previous literature on the topic, we attribute the emergence of this pattern to distributional properties of the child’s developing lexicon. Together, these observations suggest that our understanding of phonological emergence must involve a consideration of multiple, potentially interacting levels of phonetic and phonological representation.
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INTRODUCTION

The sound systems of human languages are usually described in terms of speech sounds (consonants, vowels) and their phonological features, for example the [oral]∼[nasal] contrast displayed pairs of sounds such as [b] and [m], which encode meaning differences between words such as bat ∼ mat. In the tradition of Jakobson (1941) and Trubetzkoy (1969), phonological features are considered the smallest, most atomic units of language. More controversial is the question as to where features come from. Nativist models of generative linguistics assume that linguistic primitives such as features are innately available to the learner (Chomsky, 1957; Chomsky and Halle, 1968; Smith, 1973; Hale and Reiss, 2003, 2008). However, this view has been challenged in recent years for its failure to predict that similar consonants and vowels, which can be described using identical sets of phonological features, may pattern phonologically in very different ways across languages. Another key observation is that morpho-phonological patterns do not always follow expectations based on properties of speech phonetics (Mielke, 2008, 2013; Cowper and Currie Hall, 2014; Dresher, 2014, 2018). For example, classes of sounds such as laterals and nasals may display drastically different behaviors across languages (e.g., laterals patterning as stops or as continuants; nasals patterning as voiceless or voiced consonant; Rice, 1993; Mielke, 2005a). Observations such as these strongly suggest that phonological feature specification must emerge on language-specific grounds, and that speech phonetics cannot be taken as the sole source of the patterns observed.

On the other side of the theoretical spectrum, these same observations have been taken as arguments toward (self-termed) “radical” views of phonology which, in the tradition of Waterson (1971), reject the hypothesis that phonological features even exist as psychologically real units of representation (Vihman and Croft, 2007; Ambridge, 2020). Within these models, phonological processing takes place over whole-word units memorized within the lexicon, and every explanation stems from functional mechanisms such as analogy, where factors such as auditory perceptibility, articulatory complexity and usage frequency also play a central role in shaping phonological behaviors (e.g., Bybee, 2001). These models are thus poorly equipped to capture the emergence of phonological patterns affecting particular sounds or classes of sounds. For example, stopping is a production pattern in child language which typically affects sound classes such as fricatives across different places of articulation (e.g., fun |ˈfʌn| → [ˈpʌn]; sun |ˈsʌn| → [ˈtʌn])1. This pattern can be captured by models that relate these sounds through the relevant features they share (here, a manner feature such as [continuant]), independent of specific places of articulation such as [labial] or [coronal]. In word-based models, such analyses are not possible, because phonological features are immaterial and, from a phonetic perspective, labial and coronal sounds involve their own phonetic cues, speech organs and related motor plans. These models also fail to capture the uniform application of patterns across different word forms; while the two words above could be related for their being CVC in shape with an initial fricative, this word-based analysis comes short of capturing similar patterning in words like casino |kəˈsino| produced as [kəˈtino] by the same learners. An outright rejection of phonological features is thus tantamount to throwing out the phonological baby with the theoretical bathwater, as it immediately limits our ability to capture and, ultimately, understand patterns of phonological development robustly attested within the literature (Rose, 2014, 2020).

In light of this, theories of phonology which build on segmental units (i.e., speech sounds and their phonological features), prosodic domains (e.g., syllables, metrical feet) and interactions between these different levels of representation are much better equipped to capture phonological patterning in a cohesive fashion (Selkirk, 1980a, b; McCarthy and Prince, 1986). However, these representational theories of phonology tend to focus more on the units and domains needed to explain phonological behaviors than on the origins of these units.

This is where emergentist models of phonology and phonological development become centrally relevant. According to these models, abstract categories are real units of representation but are not innate. In a nutshell, emergentist models which do embrace abstract categories such as phonological features share the hypothesis that language learners identify units of speech present in the ambient language and make generalizations about the distributions of these units within and across different prosodic and/or lexical domains. It is these generalizations that form the basis for the emergence of abstract segmental and prosodic categories in the learner’s mental representations of these words (e.g., Pierrehumbert, 2003; Goad and Rose, 2004; Lin and Mielke, 2008; Menn et al., 2009, 2013; Munson et al., 2011; McAllister Byun et al., 2016; Rose et al., 2021):

On this understanding, the system of phonological categories includes not only segments, but also other types of discrete entities in the phonological grammar, such as tones, syllables, and metrical feet. Each of these [categories] has phonetic correlates in its own right (Pierrehumbert, 2003, p. 119).

Building on this general hypothesis, we assume, in the discussions that follow, the general model in Figure 1. We claim that both the emergence of the categories represented at each level of this model as well as their presence in the learner’s system after they have emerged have the potential to influence aspects of phonological development (see also Menn et al., 2021).


[image: image]

FIGURE 1. General model of phonology, from speech phonetics to the lexicon.


We support our argument through the study of phonological patterns that make reference to three main levels of representation, specifically the sub-segmental (phonological features), segmental (speech sounds) and lexical (word-size units) levels. We draw on systematic observations extracted from cross-linguistic data available through the PhonBank database (2Rose and MacWhinney, 2014). We first study the acquisition of rhotic consonants (“r” sounds) across languages, and show that not only the phonetics of these rhotics must be considered to understand the patterns observed, but also the larger system of phonological contrasts and related phonetic properties displayed by each language. We then engage with a second study, this time focusing on early word productions by a single learner of German. This child uses the labial place of articulation in his early attempts at coronal consonants which involve continuancy, however, only in word onsets; these coronals do not undergo labial substitution in non-initial positions. In order to account for this pattern, we build on influential work by Fikkert and Levelt (2008) concerning how child phonological patterns might originate from pressures coming from the phonological content of the learner’s own lexicon.

As noted by one reviewer, the relation between the two studies detailed below may not seem obvious at first, given that the first study consists of a cross-linguistic survey of segmental development, while the second focuses on an individual learner’s acquisition of a particular class of sounds. However, it is through combining these two studies within a single discussion that we can highlight predictions made by encompassing models of phonological emergence such as that in Figure 1 concerning emergence within different levels of representation as well as potential interactions across these levels.



DATA AND METHODOLOGY

For our first study, we considered longitudinal data collected in naturalistic settings from 30 children documented across four different languages (Dutch, French, German, and Portuguese). Our main inclusion criterion was that the children had not already acquired the uvular rhotic of their language at the beginning of the observation period documenting the development of their speech productive abilities. Age differences between participants at the onset of meaningful speech or at the time when they began to produce uvular rhotics accurately are thus largely irrelevant to the data descriptions and comparisons below. The Dutch data include 9 children from the CLPF corpus (Fikkert, 1994; Levelt, 1994), recorded between the ages of 1;0 and 2;11. The French data were collected from four different corpora documenting 9 monolingual learners between the ages 0;11 and 6;11: Goad and Rose (Rose, 2000, 2003), Lyon (dos Santos, 2007; Demuth and Tremblay, 2008), Paris (Morgenstern and Parisse, 2007; Leroy-Collombel et al., 2009), and Yamaguchi (Yamaguchi, 2012, 2015). The Portuguese data are from 8 learners documented within the CCF and Freitas corpora3, recorded between the ages 0;7 and 4;10 (Freitas, 1997; Correia, 2009; Correia et al., 2010; da Costa, 2010). Finally, the German data are from the four learners of the Grimm corpus, who were documented between the ages of 1;0 and 2;1 (Grimm, 2006, 2007).

To analyze these data, we employed the query and analysis functions built into the Phon software program (4Rose et al., 2006; Rose and MacWhinney, 2014), which provides useful methods to capture segmental behaviors across phonologically determined positions. We focused primarily on word-initial, singleton onset consonants, in order to control for distributional differences between languages (e.g., Portuguese does not allow for |ˌ| in syllable codas) and issues related to the development of consonant clusters. When relevant, we included observations from non-initial onsets for comparison purposes. Toward the analysis of word-initial consonants, we ignored segmental deletions resulting from full syllable truncation, such that words like <gi>raffe “giraffe” and <ge>macht “made” were treated as r- and m-initial, respectively. The truncation in <gi>raffe can be attributed to the fact that the initial syllable in this word is unstressed and, as such, arguably missing from the child’s early phonological representation for this word (e.g., Demuth, 1995; Gerken, 1996; Jusczyk et al., 1999; Mattys et al., 1999; Grimm, 2007). In a similar way, truncation of the verbal prefix ge in <ge>macht can either be the result of it being unstressed, similar to the initial syllable of <gi>raffe, and/or arise from the fact that this morphological marker was arguably not yet acquired by the learner, as evidenced by the fact that Wiglaf systematically failed to produce this morpheme during the period relevant to the current study.

We generated developmental timelines for each child and made observations about the places and manners of articulation of the consonants they produced. For example, the German word loch |ˈlɔx| “hole” produced as [ˈvɔx] displays a coronal-to-labial place substitution. Such substitutions, in addition patterns of deletion and accurate production, are at the center of our descriptions in the ensuing sections.



CROSS-LINGUISTIC SURVEY ON THE DEVELOPMENT OF RHOTIC CONSONANTS

We begin with our survey of the development of rhotic consonants across languages. As we will see, learners of different languages may take markedly different paths in their development of phonetically similar sounds. Before we engage with these data, we summarize, in the next section, information about the phonetics and phonology of rhotic consonants across languages.


Typological Observation and Predictions

Most of the world’s languages display rhotics as part of their consonantal inventories (Maddieson, 1984, p. 73). Rhotics also share several commonalities across languages, for example their widespread distribution as part of onset and coda clusters in languages which allow for such clusters5. This similarity in phonological distribution is remarkable given the rather extreme range of phonetic variants in which rhotics express themselves across languages. For example, Dutch (van de Velde and van Hout, 2001; Scobbie and Sebregts, 2011), German (Wiese, 1996, 2003) and French (Ostiguy and Tousignant, 1993) all display uvular continuants which range phonetically from more or less devoiced fricatives to fully voiced trills [ʀ, ʁ, χ]. Each of these languages also display a wide range of non-uvular rhotics across their regional dialects, however, without significant consequences for the phonological patterning of these rhotics (Ladefoged and Maddieson, 1996, p. 215). For example, uvular rhotics display virtually the same distributional properties in syllable onsets as the apical flap or tap of languages such as Portuguese6 and Spanish or the retroflex approximant of English7. There is thus a relative disconnect between the highly variable phonetics of rhotics within and across languages and their generally stable phonological patterning across these same languages.

Models of segmental representation in the tradition of Jakobson (1941) and Trubetzkoy (1969), which build on cross-linguistic typological evidence, uniformly capture this disconnect between the phonetics of rhotics and their phonological patterning through abstract (phonological), as opposed to concrete (phonetic) features. The obvious start under this view is the observation that the different languages have different set of phonemes, whereby neither French nor Portuguese displays |h| in their inventories, in contrast to Dutch and German. However, as we discuss below, this observation alone falls short of explaining the source of the segmental knowledge acquired by the child learners which yielded the different behaviors observed across languages.

Models that assume innate categories (e.g., Hale and Reiss, 2003, 2008) must explain both the selection of given phonetic substitutes as well as the fact that the same substitutes appear to never be available, for phones that are essentially the same, for learners of other languages. However, because these models generally abstract away from issues in speech phonetics, they are not very well equipped to predict different patterns of substitution for different types of rhotics, or whether similar consonants should display similar developmental patterns across learners of different languages. We indeed want a model which can predict developmental trajectories within individual languages, and also determine to what extent we can compare trajectories between phonologically similar but phonetically different segments. Beyond theoretical modeling, these questions also have clear clinical and educational implications, for example concerning the diagnosis and treatment of speech disorders, especially in the context of languages for which there are no established norms for speech sound acquisition (e.g., McLeod and Crowe, 2018).

By comparison, emergentist models have the potential to offer a more detailed developmental picture, as they must consider units of speech in light of both their phonological and phonetic properties. This is the essence of both the Linked-Attractor model (Menn et al., 2009, 2013) and the A-map model of phonological development (McAllister Byun et al., 2016), both of which explicitly relate auditory perception and articulatory production, both of which demonstrably vary on language-specific grounds (Pierrehumbert, 2003), to the emergence of segmental representations. We return to this discussion after we introduce the relevant evidence, in the next subsection.



Rhotic Development Across Languages

Table 1 presents general trends in the acquisition of uvular rhotics (henceforth referred to as |ʀ|) across learners of Dutch, French, German, and Portuguese. Two inter-related observations emanate from these data. First, while noticeable percentages of [h] substitution for |ʀ| are recorded for Dutch and, in particular, German, only very marginal traces of this pattern are found in French and Portuguese. Second, these latter languages display noticeably more prominent patterns of |ʀ| deletion.


TABLE 1. General trends in the acquisition of |ʀ| in singleton onsets across four languages.

[image: Table 1]That |ʀ| deletion is attested during early stages across all four languages is expected, given widespread deletion patterns, observed among all child language learners, at the stages when they have not yet attained a motor plan to reproduce given sounds8. More important is our observation that French and Portuguese learners generally move from deleting |ʀ| to producing it in an adult-like fashion. In contrast to this, [h] substitution as an intermediate stage is well attested in the productions of both Dutch and German learners, even if it cannot be considered a necessary stage of development (4 of the 9 Dutch children transitioned more directly from deleting |ʀ| to producing it accurately)9.

In Figure 2, we provide representative spectrograms to illustrate [h] substitution and |ʀ| deletion. The example in Figure 2A comes from a production of <gi>raffe |ˈʀafə| “giraffe” by German-learning Wiglaf, who truncated the first (unstressed) syllable and substituted [h] for |ʀ|10. As we can see, [h] figures prominently, also with noticeable duration, in word-initial position, where it occupies the place of target |ʀ|.
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FIGURE 2. Illustrations of [h] substitution vs. |ʀ| deletion. (A) <gi>raffe |ˈʀafə| → [ˈhafə]. (B) regarde |ʀəˈɡɑʀd| → [oˈga].


This differs clearly from the form in Figure 2B, by French-learning Anaïs, whose production of the word regarde |ʀəɡɑʀd| “look (imp.)” undergoes initial |ʀ| deletion (in addition to word-final cluster deletion), with only background noise, as opposed to [h], preceding the initial vowel.

While the pattern of |ʀ| deletion clearly stands out of our survey of French and Portuguese, that of [h] substitution observed in Dutch and German is itself more variable. First, [h] substitution is not attested to the same extent in the productions of all of the children learning these latter two languages. Second, when this substitution occurs in noticeable amounts in the speech of individual learners, it can present either categorically or more variably. In the latter case, [h] substitution may alternate with |ʀ| deletion and/or production, at times over extended periods of development. Figure 3 illustrates this developmental difference. As we can see in Figure 3A, Catootje alternated between [h] substitution, |ʀ| deletion and |ʀ| production over a period of approximately 9 months. A further look at the data for this child also shows that the variation cannot be attributed to particular words or word forms.
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FIGURE 3. Variable vs. categorical behaviors in the emergence of |ʀ|. (A) Dutch-learning Catootje. (B) German-learning Wiglaf.


In contrast to this, in Figure 3B, Wiglaf’s development of |ʀ| was much more rapid, and also characterized by a period where [h] substitution was the clearly dominant pattern, before the child mastered the production of |ʀ|. Further, the few transcripts which display noticeable exceptions to the leading patterns identified in the chart also reveal alternative productions which are extremely close to the leading pattern at each stage. For example, all but one of the “other” productions which occur early in the corpus (1;06.12 – 1;06.28) involve substitution by [ʔ], another laryngeal consonant, making this outcome very comparable to the leading pattern of [h] substitution observed during this period. Likewise, the substitutions observed during the 1-week period between 1;10.28 and 1;11.03 as well as sporadically in later sessions almost all involve substitutions to [x] and [ɣ], both of which are, from an articulatory standpoint, extremely close to the target rhotic, whose accurate production became the clearly dominant pattern during the subsequent 10-day period.

While studying cross-linguistic or individual variation for [h] substitution in more detail transcends the scope of this article, we take the different trends observed in our survey as predictable under emergentist approaches. The more categorical segmental behaviors point to representations fully phonologized by the learner, while the more variable ones, which tend to be more prominent during the very early stages of segmental emergence or, later, during transitions between stages, suggest representations not fully firmed up within the learner’s system. This can be due to misleading variation in the auditory signal, or the children’s imprecise mappings of the auditory categories into articulatory categories and related gestures needed for the reproduction of these units in speech.

Given the phonetics of |ʀ|, a uvular rhotic whose cues to place and manner of articulation are rather elusive, it is not surprising to see deletion as a noticeable pattern during early stages across all four languages. The consonant presents as a subtle constriction around the uvula, resulting in a trill, a fricative, part of which also depends on the degree of voicing, which also often varies between languages or language dialects (Ladefoged and Maddieson, 1996, p. 167). Until the learner attains even the most basic way to reproduce uvular rhotics, they must perform relatively complex analyses of the auditory signal for this consonant, also in the absence of obvious visual cues, given the location of the uvular place of articulation at the back of the oral cavity. In turn, the reproduction of these cues in speech involves the fine-tuning of controlled articulations such as the partial raising and backing of the tongue dorsum, subtle constrictions of the velopharyngeal area, combined with the particular aerodynamic control of the more or less phonated (voiced) airflow making its way through these constrictions (Ohala, 1983), the detail of which also depends on the precise realization of the uvular rhotic as a fricative, a trill, or anything in between (Ladefoged and Maddieson, 1996, p. 225).

Also key to our argument about emergence is the virtual absence of [h] substitution in French and Portuguese. Recall the general emergentist hypothesis that learners build their phonological representations in part from their analyses of the phonetic dimensions that define the ambient language. We suggest that it is the presence of the laryngeal fricative |h| in Dutch and German, and the absence of this consonant, and of the phonetic space it defines, in French and Portuguese, which sets the cross-linguistic difference highlighted in Table 1.

An reviewer offered a potential counterpoint to this second claim, namely that [h] substitution may not be possible in languages that do not display this or similar sounds (e.g., [ɦ, ʜ]) in their inventories. We agree with the broad strokes of this analysis. We, however, see it as limited in that it only offers a partial picture of the facts, for it lacks a mechanism to actually limit the learner’s exploration of potential substitutes for the sounds present in the ambient language. Indeed, analyses which do not address the origins of phonological categories are left with the double problem of explaining why patterns of substitution happen in some languages while they are virtually never attested in other languages. Further, this broad analysis would fail to account for more subtle effects seen in our data, especially between Dutch and German, which do point to a relative, rather than absolute, prediction about developmental patterning across languages. We can indeed relate the relatively lower percentage of [h] substitution as well as the higher rate of |ʀ| deletion in Dutch, in comparison to German, to the fact that in the German dialect of the children documented within the Grimm corpus, the voiced/voiceless contrast among plosive obstruents is best described as degrees aspiration, or positive voice onset time (Kleber, 2018, and references therein), while Dutch displays voicing contrasts more comparable to that of French or Portuguese, whereby voiceless stops are generally plain (unaspirated) and voiced stops display a degree of pre-voicing, or negative voice onset time (Lisker and Abramson, 1964; van Alphen and Smits, 2004). German thus displays more robust aspiration cues than that of Dutch, hence the more robust pattern of [h] substitution in the German data revealed by our survey. Finally, neither French nor Portuguese displays [h] in its inventory or aspiration cues in its expression of voicing contrasts. These languages thus lack the phonetic categories and, by extension, the phonological representations that could compel the learner toward laryngeal substitutes, making [h] substitution for |ʀ| unlikely in these languages.



Interim Discussion

These observations have implications for both word-based and nativist views of phonology and phonological features. On the one hand, word-based approaches view phonological development as the child’s approximation of the phonetic properties of whole-word forms. If this were the case, then patterns of [h] substitutions could be expected for French and Portuguese as well, given the overall phonetic proximity between uvulars and laryngeals (also with a range of potential pharyngeals in between). From a strictly analytic perspective, even our descriptions above (as well as in the next section) are irrelevant to these approaches, given that segmental or subsegmental patterning can neither be predicted nor analyzed within frameworks that reject segments and features in the first place. On the other hand, as discussed already, nativist theories that rely on a universal set of features lack the level of phonetic specificity required to capture our observations above. This second point can also be reinforced if we consider patterns of rhotic development in additional languages. For example, in Portuguese and Spanish, substitutions for the apical tap |ɾ| and trill |r|, both of which are generally late-acquired, yield substitutions to [j] or [l] in a majority of reported cases where children produce continuant substitutes for these rhotics (Goldstein, 2007; da Costa, 2010). This is consistent with the general phonetic properties of these consonants (e.g., coronality, sonorant continuancy). Similarly, the rhotic approximant |ɹ| of English presents labialized [w] substitutions as the overwhelmingly predominant pattern (Smit, 1993), especially in pre-vocalic (onset) positions11. Given that |ɹ| involves dimensions within the auditory space characterized by a lowering of the third formant, itself enhanced by variable degrees of lip rounding (Stevens and Keyser, 2010; Ladefoged and Johnston, 2011), the auditory and articulatory overlaps between these two sounds make [w] a ready substitute for |ɹ| (see, also, Roberts, 2019, for a discussion of these issues based on an acoustic study of |ɹ| development).

We add to these observations the recent survey of the development of rhotic taps and trills across seven different languages (Bulgarian, Hungarian, Icelandic, Portuguese, Slovenian, Spanish and Swedish) by Bernhardt and Stemberger (2018). In line with our results above, this survey reveals cross-linguistic differences in the acquisition of phonologically similar rhotics, and many of these differences cannot be accounted for based on phonological features alone. As these scholars put it: “[w]e cannot rule out the possibility that the /r/ is articulated in subtly different ways in different languages and that those subtle differences lead to interactions with structural complexity” (Bernhardt and Stemberger, 2018, p. 568). We fully concur with this statement, which also calls for a re-examination of the cross-linguistic differences observed in this survey in light of both the language-specific phonetics of each rhotic and the overall phonetic and phonological properties of each of these languages (e.g., Ladefoged and Maddieson, 1996 for a starting point; a cross-language acoustic and/or articulatory study of rhotic productions would offer compelling new evidence).

On a related note, the literature on covert contrast suggests that at least a portion of substitutions such as those reported above may be misleading, given that adult transcribers often perceive two different phonetic outcomes produced by a child (e.g., “true [w]” and “labialized [ɹ]” both perceived as a single “[w]” category; e.g., Macken and Barton, 1980; Scobbie et al., 1996; Munson et al., 2010; Richtsmeier, 2010; see, also, Roberts, 2019, and Rose et al., to appear, for recent discussions). We concur that such effects may have affected some of the transcription data we used for this article. For example, as mentioned already, most of the alternate substitutions reported in Figure 3B for Wiglaf are phonetically close to the child’s leading pattern at the time they were recorded. It is thus possible that some of the child’s productions were straddling the transcribers’ perceptual boundaries between these closely similar phonetic alternatives. We leave this eventuality open for further research based on acoustic measurements of the relevant speech samples. In spite of these additional questions, our general argument about phonological emergentism holds fully, that predicting actual patterns of production for particular sounds must involve a consideration of both the system of contrasts and the phonetic expression of these contrasts in each relevant language.

In this context, Bernhardt et al. (2015), who compare the development of fricatives by English, German and Icelandic learners, observe that English and German children use affricate outputs more prominently than Icelandic children do. These scholars relate this observation to the absence of the phonological feature relevant to affrication in Icelandic, given that this language, as opposed to English and German, does not display affricates in its inventory. The emergentist approach we advocate for in this paper is very close to this in spirit, but also offers a mechanism to address the origin (or absence, in the case of Icelandic) of the relevant units of phonological representation: In the absence of affrication within the Icelandic auditory space, Icelandic learners have no reason to develop an articulatory mapping for affricates and, as such, are unlikely to make systematic use of these consonants as substitutes for other sounds in their speech productions.

Finally, it is important to stress that while, under the current view, phonetic factors play a prominent role in explaining patterns of segmental development, there are also clear limits on what can be explained through speech phonetics. Categorical behaviors influenced by units of different sizes indeed pervade the literature on child phonology, many of which, for example at the level of syllable and metrical structure, transcend predictions that can be achieved based on phonetic factors (e.g., Smith, 1973; Fikkert, 1994; Barlow, 1997; Freitas, 1997; Rose, 2000; Inkelas, 2003; Gnanadesikan, 2004; Goad and Rose, 2004; Goad, 2006; Rose and dos Santos, 2010). As mentioned above, we take both the emergence of segmental units and their later interactions within the learner’s system as sources of explanation for phonological development.

In the next section, we keep our focus on segmental substitutions, but discuss how these may also arise from other aspects of the learner’s developing system, in particular the phonological knowledge encoded at the level of the lexicon.



LEXICAL PRESSURE ON PHONOLOGICAL DEVELOPMENT

We now turn to the productions of an individual learner of German, Wiglaf, from the Grimm corpus introduced in see section “Data and Methodology.’ Between the ages of 1;08.02 and 1;10.13, Wiglaf displayed a systematic pattern of labial substitution for coronal fricatives, affricates and laterals at the left edge of words. For sake of simplicity, we hereafter make reference to this substitution as the “labial-left” pattern and loosely refer to the consonants it affects as coronal continuants, given the element of continuancy common to the fricative, affricate and lateral manners of articulation. After we describe these data with the necessary level of detail and rule out alternative analyses for the emergence of the labial-left pattern, we take the child’s lexicon as the primary source of explanation for the emergence of this pattern, building on earlier work by Fikkert and Levelt (2008).


Labial-Left Pattern in Wiglaf’s Productions of Coronal Continuants

As we can see in the examples in (1a), Wiglaf was perfectly able to produce labial stops and continuants, both before and throughout the labial-left period (1;08.02 to 1;10.13). Similarly, in (1b), Wiglaf was able to produce coronal stops at the left edge of words, also from the beginning of the observation period.

(1) Wiglaf’s word-initial labial stops and continuants and coronal stops.
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However, as we can see in Figure 4A, the corpus records the first attempt at words with coronal continuants only at 1;07.26, approximately 4 months after the beginning of the documentation period for this child. From there, between 1;08.02 and 1;10.13, Wiglaf produced coronal continuants accurately in only 14 out of 149 attempts (9.4%), with 11 of these accurate productions recorded within the very last transcript documenting this period. In comparison, we can see in Figure 4B that the child’s productions of coronal continuants in word-medial onsets were highly accurate throughout the observation period, with performance at a virtual ceiling from the first productions recorded in the corpus (211 out of 227 attempts, for a 93% place-accuracy rate), also without a single case of labial substitution attested in this position.
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FIGURE 4. Wiglaf’s development of coronal continuants in syllable onsets. (A) Word-initial. (B) Word-medial.


We exemplify the pattern of labial substitution affecting coronal continuants in initial syllables in the examples in (2a). Among other details, we can see through examples such as lecker, lenken, zettel, and zehn that labial substitution cannot be attributed to individual word shapes (it applies to both monosyllables and disyllables involving different consonants and clusters), nor to the presence of round vowels or other labial consonants within the word. As already noted, labial substitution also applied to affricates (e.g., zahlen, zettel), which the child optionally produced as fricatives throughout the observation period (e.g., zimmer |ˈʦɪməʀ| “room” produced as [ˈsɪm̠a] at 01.11.13; see Watts, 2018, pp. 126–127, for more detail about Wiglaf’s development of affricates). Together, these observations rule out analyses involving consonant harmony (Smith, 1973; Goad, 1996; Pater, 1997; Rose, 2000), consonant-vowel interactions (Levelt, 1994; Fikkert and Levelt, 2008), or potential effects related to syllable truncation. In contrast to this, Wiglaf’s ability to produce coronal continuants in word-medial onsets is exemplified in (2b). His labial substitution pattern was thus truly conditioned by an interaction between specific phonological categories in a specific position within the word.

(2) Wiglaf’s labial-left pattern affecting coronal continuants.
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For sake of exhaustiveness, in addition to the coronal and labial data described already, we observe Wiglaf’s early reluctance to attempt words which begin with velars consonants and his early inability to reproduce these consonants in his productions, across all positions within the word, as illustrated in Figure 5. During the stage of velar emergence, the leading pattern in word-initial position was that of debuccalization (to laryngeals [ʔ, h]), without any noticeable pattern of substitution to labials. In word-medial positions, the few target velars attempted by Wiglaf primarily underwent deletion.
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FIGURE 5. Wiglaf’s development of velars in syllable onsets. (A) Word-initial. (B) Word-medial.


Velars began to emerge in Wiglaf’s productions during the latter part of the labial-left stage described above, first in medial positions, at 1;09.02, and then in initial positions, at 1;10.13. In spite of the overlap between the emergence of velars and that of coronal continuants, we have no reason to think that these two developments are empirically or formally related. First, the patterns observed operate on different classes of sounds (coronal continuants vs. velar stops), and yield different outcomes (labial substitution vs. debuccalization to laryngeals). Second, Wiglaf’s development of velars does not display asymmetries between initial and medial positions. Finally, Wiglaf acquired velars at a slightly later stage than he acquired his coronal continuants in initial position. Overall, Wiglaf’s development of velars was in fact much more similar to that of his uvular rhotics, illustrated in Figure 3B, which he also mastered at 1;10.13, also after an initial stage marked by debuccalization. From a phonological perspective, this is consistent with the view that both velars and uvulars can be grouped under a single (dorsal) articulator. Wiglaf thus showed distinct patterns of phonological development across the three supralaryngeal places of articulation, with labial consonants and coronal stops acquired early and without noticeable difficulties, coronal continuants undergoing labial substitution at the left edge of words, and dorsal (velar and uvular) consonants undergoing debuccalization to laryngeals during their initial stages of emergence.

Any analysis of Wiglaf’s development of labials, coronals (stops and continuants) and velars should thus involve categories representing specific places and manners of articulation, also in reference to different prosodic positions. Each of these units and positions has its place in the general model of Figure 1. Whether the subsegmental levels are encoded in terms of articulatory gestures (e.g., Browman and Goldstein, 1989; Goldstein et al., 2007) or phonological features (Jakobson, 1941; Trubetzkoy, 1969; Smith, 1973; see Levelt, 1994; Bernhardt and Stemberger, 1998 for different feature-based analyses) is a debate which transcends the scope of this paper. A more immediate concern is the question as to why labials emerged as substitutes for the continuant class of coronals in Wiglaf’s productions. This substitution, which cannot be predicted on phonological or phonetic grounds alone, falls within the group of formally unexpected patterns that pervade the literature on child phonology (Priestly, 1977; Rose and Inkelas, 2011). However, this pattern is not exceptional in that it has been observed previously, in data on the acquisition of Dutch, a language which shares several lexical and phonological similarities with German. In the next subsections, we build on the original proposal by Fikkert and Levelt (2008), who first reported the occurrence of this pattern, and show how it can be explained through an emergentist approach which takes the full system as represented in Figure 1 into consideration. In particular, we focus on phonological pressures that can emerge from the content of the child’s own lexicon.



Labial-Left Effect in the Acquisition of Dutch Phonology

In their study of the development of place of articulation in Dutch, Fikkert and Levelt (2008) report on a broadly similar labial-left pattern. At the time when they were beginning to differentiate consonant places of articulation within word forms, some of the children documented in Fikkert & Levelt’s corpus displayed a bias toward the production of labial consonants at the left edge of words, even for words whose target forms do not begin with a labial, as in the examples in (3) from Dutch-learning children Eva and Robin.

(3) Labial-left pattern in Dutch (data from the Dutch-CLPF corpus on PhonBank).
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Alongside these patterns, Fikkert and Levelt (2008) report on early speech productions patterns by children learning English, where the effects observed range from segmental substitution to metathesis (Ingram, 1974; Menn, 1983; Velleman, 1996), each of which reveal a bias toward labial-initial word forms. In the same vein, Garmann et al. (2019) report on a similar trend, based on a cross-linguistic comparison of Danish, English, Italian, Norwegian and Swedish acquisition data. Together, these observations suggest that labial-initial forms generally enjoy some privileged status, at least during the emergence of children’s earliest speech productive abilities12.



Developmental Pressures From Speech Articulation

Building on Davis and MacNeilage (1995); Fikkert and Levelt (2008) suggest that physiological and motoric aspects of speech articulation make the production of labials inherently easier than that of other consonants in word-initial position (also, MacNeilage and Davis, 2000). In this view, labial articulations can be seen as a type of default speech articulation at the left edge of babbled forms, which has the potential to be phonologized as a preferred pattern by at least some children (Stoel-Gammon, 1989, 2011; McCune and Vihman, 2001). In turn, this preferred pattern can exert an influence on lexical development, yielding an early lexicon with a disproportionate number of labial-initial forms (see, also, Fikkert and Levelt (2008)). Vihman, 2014 argue that the labial-left bias they observe in their data can be traced directly to the early vocabularies of Dutch-learning children, as measured both through child-directed speech and the children’s own word selections, both of which involve a high prevalence of labial-initial words (see, also, van de Weijer, 1998; Dunphy, 2006). In sum, while articulatory biases are arguably universal, as they relate to basic mechanisms of speech production shared by all child speakers, these biases are more likely to be phonologized if they are reinforced by other components of the system, here the content of the child’s lexicon.

If we take the initial consonants of Wiglaf’s early attempted word forms as a proxy for the shape of his early lexicon, we obtain a very similar scenario. Figure 6 provides the number of individual words (word types) attempted by Wiglaf throughout the documentation period. As we can see, labial-initial words were clearly dominant in the child’s early lexical productions, alongside vowel-initial words, until 1;08.02. This age also corresponds to the child’s earliest attempts at words beginning with coronal fricatives and the emergence of the concomitant labial-left pattern, as we already saw in Figure 4.
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FIGURE 6. Wiglaf’s attempted word types, by initial sounds.


Turning now to the child’s actual word productions, Figure 7 displays the number of tokens for each word-initial consonant found in (a) target forms and (b) Wiglaf’s realizations of these forms. For clarity, the charts cover only the time period relevant to the present discussion, from 1;03.21 to shortly after the resolution of the labial-left pattern, at 1;10.13. Focusing first on the labial place of articulation, we can see in Figure 7A that words with initial labials were attempted the most often by the child.
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FIGURE 7. Wiglaf’s word-initial places of articulation (token) between 1;03.21 and 1;11.13. (A) Target forms. (B) Actual forms.


This trend is matched in the actual data in Figure 7B, except for the disproportionate number of labial-initial forms in Wiglaf’s actual productions during the period marked by the labial-left pattern. Coronal-initial words then gradually took over, starting at 1;09.09, approximately 1 month before the resolution of the labial-left pattern at 1;10.13. These delayed effects between changes in the input to the child’s grammar and their manifestations through the child’s system, both during the period before the emergence of the labial-left pattern and during the period preceding its resolution, are also predicted by emergentism, given the time needed for the grammar to update itself based on changes in the input.

Finally, the remainder of the data in Figure 7 further substantiates the other developmental patterns noted above. This includes differences between the number of initial velars attempted by the child, in comparison to their rare occurrences in actual forms until 1;11.03. We also observe marked mismatches between the numbers of attempts and actual realizations of the uvular and laryngeal places of articulation. These mismatches come from Wiglaf’s early pattern of [h] substitution for |ʀ| already discussed in see section “Cross-Linguistic Survey on the Development of Rhotic Consonants” (see, also, Watts, 2018, pp. 129–130).

Recall, as we saw in Figure 4 and in the examples in (2), that Wiglaf’s labial substitutions at the left edge of words affected initial continuant coronals only. We attribute this to the fact that the child had more difficulties articulating this newly introduced class of sounds in word-initial position than, for example, labial or coronal stops. We take Wiglaf’s early difficulties with the production of coronal continuants in word-initial position, together with the prominence of the labial place of articulation in this position within his lexicon, as the primary sources of the pattern observed. As Wiglaf came to resolve production issues with coronal continuants in word-initial position, he then rapidly transitioned out of the substitution stage. However, while coronal stops would have seemed, from a phonetic standpoint, the most obvious substitutes for the coronal fricatives, the pattern of substitution to labials supports Fikkert and Levelt’s (2008) original proposal that the phonological properties of the child’s lexicon may condition patterns of development. Again here, neither a purely phonological nor a phonetically based analysis can capture the full set of observations; only a view of phonological emergence where every component of the system such as those represented in Figure 1 may potentially affect developmental patterns captures all the facts reported above.



DISCUSSION

The emergence of phonological productive abilities involves processing at various levels of lexical and phonological representation, with each of these levels highlighting the presence of different segmental categories and prosodic domains. In the context of our cross-linguistic survey of rhotic development, we emphasized that developmental differences observed between languages can be traced to both language-specific systems of contrasts and the phonetic expression of these contrasts in speech. Similarly, the labial substitution pattern affecting coronal continuants at the left edge of words in Wiglaf’s early productions can be related to general phonetic pressures, whose expression (through segmental substitution) can be traced directly to phonological properties of the learner’s own developing lexicon. While it is methodologically difficult to validate causal links between phonological patterning and properties of the child’s lexicon, the general proposal by Fikkert and Levelt (2008) which we embraced above offers compelling working hypotheses toward further research on the topic. Note in this regard that despite the commonalities between the labial-left patterns observed in both the German and the Dutch data, two very closely related languages, the current proposal does not predict that all learners of these (or other, similar) languages should necessarily display such intricate patterns of substitution. Yet, because these patterns are clearly attested in the data of at least some learners, we must maintain models of phonology and acquisition that allow us to capture them in meaningful ways, here in connection to the children’s developing lexicons. More generally, without a consideration of both small and larger units (here, phonological features and properties of word forms present in Wiglaf’s lexicon), alternative analyses of these data would likely be left without a clear hypothesis as to why the labial-left pattern emerged in the first place.

As an reviewer suggested to us, many different accounts of Wiglaf’s labial-left pattern could be formulated in constraint-based frameworks such as Optimality Theory (OT; also Bernhardt and Stemberger, 1998; Prince and Smolensky, 2004, for accounts of unusual patterns of phonological development within OT). These accounts, the exact formulation of which transcends the scope of this paper, provide useful insight into the functioning of phonological grammars, for example concerning tensions between phonological complexity and articulatory simplicity. However, these accounts are typically based on pre-existing phonological categories and constraints, whose origins are often not discussed within the literature, either on grounds that this topic is tangential to the issues at stake within individual papers or given commonly held assumptions about innateness. Consequently, these accounts provide rather limited grounds to investigate alternative views about the origins of phonological primitives13. In contrast to this, views of emergentism which impose no arbitrary limits on categorization have the potential to help demystifying the origins of linguistic categories central to representational approaches to phonology, also in ways which can remain fully compatible with current theories of phonology in most respects, of course besides nativist assumptions (Rose, 2014).

Wiglaf’s labial-left pattern must also be placed within the larger literature on relations between phonological development and that of the lexicon. Recall that the first word forms produced by individual children tend to emerge in accordance with the most prominent (or preferred) productive abilities expressed through their late babbles (Stoel-Gammon, 2011; Vihman, 2014). Recent research in this area also adds interesting subtlety to this observation, pointing at asymmetries between different places and manners of articulation across different prosodic positions (Davis et al., 2018). These asymmetries further corroborate the observations discussed above, whereby constraints on place of articulation appear to exert prominent influences on the word-initial consonants of children’s early word productions, while other positions (e.g., medial, final) do not seem to be constrained nearly to the same extent. However, studies of lexical development in older children point to other factors, including word meanings (Takac et al., 2017), especially at later stages when the child’s vocabulary development is no longer constrained by their own phonological productive abilities.

Observations such as these suggest different stages of emergence, during which the various components of the child’s system exert different levels of influence on developmental outcomes. Coming full circle with our introductory discussion, the nature of the acquisition data we considered in this paper, which focuses on the earliest stages of phonological development in production, currently prevents us from directly addressing the acquisition of phonological abstraction based on morpho-phonological alternations. Recall the cross-linguistic attestation of adult-language morpho-phonological patterns which transcend natural classes of sounds defined on phonetic grounds. The facts and analyses discussed above offer us a logical starting point, that children initially master phonological representations which are intimately connected to phonetic and phonological properties of speech. At later stages, as children begin to break into the system of morpho-phonological alternations of their language, they are then in a position to draw more abstract generalizations and adjust their phonological representations accordingly. In contexts where morpho-phonological alternations contradict expectations based on speech phonetics, the current view also predicts the potential emergence of error patterns reflecting these expectations. We leave the empirical exploration of this hypothesis for further research.

Finally, while emergentism offers many testable hypotheses about phonological development, the same cannot be said of approaches to phonology which assume an innate (and, thus, universal) set of representational primitives, given that these approaches can readily capture neither patterns of child phonology (Hale and Reiss, 2003, 2008) nor cross-linguistic variation in the phonological patterning in adult languages (Mielke, 2005b, 2013; Cowper and Currie Hall, 2014; Dresher, 2014, 2018). Similar issues, but for very different reasons, also undermine maximally concrete, word-based models of linguistic representation and processing. Given that these models either impose arbitrary limits on abstraction (e.g., Vihman and Croft, 2007), or reject the notion of categorical abstraction altogether (e.g., Ambridge, 2020), they are not equipped to capture, let alone explain, the types of segmental and/or positional observations highlighted throughout this article (Rose, 2020). More generally, by their very definition, these models would also fail to capture alternations relevant to adult phonological systems, let alone any segmental or sub-segmental effects these systems may have on acquisition. Until the debate has settled as to how much abstraction is ultimately needed to account for both the functioning of adult phonological systems and their acquisition, we contend that a consideration of all of the factors which may potentially emerge from different aspects of the learner’s (or speaker’s) system offers the most promising approach to further our understanding of all the relevant facts.

In sum, emergentist models which embrace multiple levels of phonological representation are best equipped to capture patterns of language development in relation to the properties of adult phonological systems. Within these models, each level of representation relevant to the functioning of the adult system emerges based on the evidence available to the learner at different points throughout the development process. These models thus offer compelling insights toward our understanding of both the nature and the origin of phonological knowledge. They also offer principled grounds to foster our understanding of how different components of the child’s developing system interact throughout the development process.
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FOOTNOTES

1Throughout this article, we use “pipes” (|word|) to denote target, or model, forms for the child to acquire, which is formally different from phonological forms stored within the lexicon, conventionally represented between forward slashes (/word/), or the child’s actual renditions of these forms, enclosed between brackets ([word]).

2https://phonbank.talkbank.org

3The original Freitas corpus has since been reformatted into the Pereira-Freitas corpus. The results we present below are based on the original dataset.

4https://www.phon.ca

5This description excludes sC clusters, which show their own unique set of distributional properties (see Goad, 2016, for an extended discussion).

6Portuguese displays a slightly more complex system, involving both a uvular and an apical rhotic, both of which are allowed in singleton onsets, with the added constraints that only the apical rhotic can appear in onset clusters and syllable codas, while only the uvular can appear in word-initial singleton onsets (Mateus and d’Andrade, 2000).

7Rhotics in many dialects and idiolects of English are better described through tongue “bunching” (Scobbie et al., 2015).

8Note as well that segmental deletion may also occur because of issues in prosodic structure development, similar to the word-initial syllable truncations discussed above. However, our primary focus on word-initial singleton onsets enables us to maximally avoid this additional confound.

9Recall that this data compilation focuses on the word-initial context only. Additional variation is expected, both within and across languages, concerning non-initial positions (e.g., medial onsets, final codas). This issue, however, transcends the scope of the current discussion.

10Note that [h] substitution for |ʀ| is fully independent from syllable truncation; in this respect, the laryngeal production in this and similar examples is by no means a reflex of the truncated syllable.

11Patterns are more variable in post-vocalic position (at least in rhotic dialects of English), with [j] productions for |ɹ| more prominently found in this context (Smit, 1993). Again here, this variability in the child productions can be traced to auditory and related articulatory properties of |ɹ| (Ladefoged and Johnston, 2011, p. 94).

12We might even speculate that the factors giving rise to the labial-left patterns are generally similar across all of these languages, a topic that would require additional explorations of early lexical development in each, also in comparison to that of other, phonotactically less similar languages.

13See, however, Hayes (1999) on the origins of phonological constraints, which can also be related to phonetic and distributional properties of the ambient language, especially as represented within the learner’s own lexicon, a view largely compatible with our claims about phonological representations.
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This article reports on an inquiry that investigated the development of ba constructions in early childhood Mandarin. All cases of ba construction were extracted from the Early Childhood Mandarin Corpus collected from 168 preschoolers aged 2;6, 3;6, 4;6, and 5;6 (year; month; Li and Tse, 2011). Early Childhood Mandarin Corpus, University of Hong Kong. Data analysis indicated that: (1) Mandarin-speaking children produced a repertoire of 11 types of ba construction, and the children in the youngest age group (age 2;6) were able to produce six types of them; (2) children at 4 years old (age 4;6) experienced a critical developmental period of pragmatic use, and at 5 years old (age 5;6) they had attained cognitive and linguistic maturity in understanding the semantic and syntactic features of ba constructions; and (3) there was a significant age effect on the production of three types of ba construction, but no significant association between the children’s gender and their production of ba constructions. These findings offer fresh insights into understanding Chinese children’s innate capacity to understand the co-occurrence constraints concerning the syntactic, semantic and verb features inherent in ba construction, and their developmental ability to denote telic events by resorting to the appropriate ba sentence patterns.

Keywords: preschool children, Mandarin Chinese, ba construction, corpus-based study, language development


INTRODUCTION

The ba construction is frequently used by native speakers of Mandarin Chinese. Different from canonical “Subjective-VP-Objective (SVO)” sentences in Mandarin Chinese, the ba construction takes the form of “ba-Object-VP.” It is seen as a unique grammatical pattern by many linguists (Wang, 1945; Liu, 1997; Ziegeler, 2000; Xu, 2011) and researchers of child language development (Li et al., 1990; Deng et al., 2018). At the same time, due to its structural peculiarity there is no syntactic pattern corresponding to the ba construction in other languages, especially Western languages such as English (Wang, 1945; van der Lee, 2018). The construction presents a range of difficulties and challenges for both L1 and L2 Chinese language learners in terms of its acquisition (e.g., Wen, 2012; Yi, 2014). For this reason, there is a pressing need for researchers to investigate Chinese language learners’ developmental patterns related to the acquisition of the ba construction (Ma et al., 2017; Gong et al., 2018, 2020a,b).

Previous research has documented children’s production of the ba construction using different research methods, such as contrived topic-specific experiments (e.g., Li et al., 1990; Gong, 2007) and case studies (e.g., Yang and Xiao, 2008; Chang and Zheng, 2017). These studies have mainly analyzed the overall trends in children’s acquisition of ba sentences. Specifically, the ba construction has been reported to emerge at approximately age 2;0 (year; month) and develop significantly by around age 4;6. However, the ba construction can be classified into various categories or types in the actual discourse environment, and little attention has been paid to the developmental patterns associated with specific syntactic forms. Moreover, it is crucial to expand sample sizes and collect naturalistic language materials from children’s authentic utterances in order to understand the natural use of ba sentences in their language production. Relatively few studies have adopted authentic language data, such as a corpus of spontaneous speech from different participants, to explore Mandarin-speaking preschoolers’ acquisition of the ba construction.

In addition, previous research has noted little about the impact of age or gender on acquiring the ba construction, and thus has been unable to completely depict the multifaceted complexity of child language acquisition (e.g., Yi, 2014; Chang and Zheng, 2017). Specifically, the developmental pattern of and gender differences in the acquisition and use of syntactic, semantic and verb features inherent in ba sentences have not been examined to any great extent.

To address the research gaps described above, the present study examined the developmental order of the acquisition of different types of ba construction by Mandarin-speaking children, using naturalistic language data from the Early Childhood Mandarin Corpus (ECMC; Li and Tse, 2011).



LITERATURE REVIEW


Lexical and Syntactic Aspects of the ba Construction

The ba construction in Chinese is unique in its sentence structure, which occurs as the pattern of “NP1 ba NP2 VP.” As described by many Chinese linguists, the ba construction has abstract meanings, such as “disposal,” “causation,” and “displacement” (e.g., Wang, 1945; Liu, 1997; Ye et al., 2007; Xu, 2011). The use of ba is not always possible, and is subject to several constraints. According to Huang et al. (2009), the ba construction is used when “an object is affected, dealt with, or disposed of” (p. 154). That is, the object of a ba sentence should always be “affected” or “influenced” by the verb phrase of the sentence. In the following example, it is evident that the object (the clothes) is affected by the verb (to wash), since the clothes have been washed clean.

Example 1:

他把我的衣服洗干净了

Ta ba wode yifu xi gangjing le (van der Lee, 2018)

He ba my clothes wash clean-ASP

He washed my clothes

Another constraint relates to the semantics of sentences using the ba construction. According to Wiedenhof (2012), the object in a ba sentence is always definite or specific (also see Li, 1993; Ye et al., 2007). In other words, the object should be known from the discourse context, as in the following example provided by Liu (2007, p. 650). At the same time, the verb in a ba sentence should be a delimiting one. In the example sentence, the verb 送 (song, send) should be converted into a delimiting predicate 送走 (songzou, send away) before it can appear, which denotes a resultative meaning. In this sense, Liu (1997) proposed that ba is compatible with predicates that describe delimited events and the ba construction has two inherent properties: boundedness, and specificity.

Example 2:

我想把三个学生送走

Wo xiang ba sange xuesheng songzou (Liu, 2007)

I want ba three-CL students send away

I want to send away three (particular) students

Besides the semantic requirements above, there is also a crucial requirement regarding the verb of a ba sentence. The verb always needs to be transitive and complex in order for a ba sentence to be grammatical (Ye et al., 2007; Wen, 2012; van der Lee, 2018). This means that the verb can never stand alone, but always needs to be accompanied by another element, such as an aspect marker (e.g., 了, le, perfective marker; 着, zhe, durative marker; and 给, gei, dative marker), a verb reduplication, or a verbal quantifier, to indicate the effects of the verb on the rest of the sentence. In this regard, Sun (1995) noted that “ba functions to mark a high degree of transitivity” (p. 159). The post-verbal complement typically conveys telic, perfective, and resultative meanings. The following ba sentence (Example 3) would sound incomplete or would not be grammatically correct if there was no perfective aspect marker 了 (le), especially as a past-time reference 昨天 (zuotian, yesterday) is intended.

Example 3:

我昨天把那辆车卖了

Wo zuotian ba na liang che mai-le

I yesterday ba that CL car sell-ASP

I sold that car yesterday



Pragmatic Aspect of the ba Construction

While semantics relate to the original or ordinary meanings of a word in a language and words that can only be used in certain structures, the pragmatic use of a word can demonstrate various features in a natural discourse context (Griffiths, 2006). In Mandarin Chinese, the ba construction is widely used to present events with temporal properties such as “telicity, boundedness and perceptivity” (Deng et al., 2018, p. 244), and has many different pragmatic meanings. Thus, young children need to acquire all the lexical, syntactic, and pragmatic meanings of the ba construction in Mandarin Chinese to express relevant sentences appropriately. In this sense, examining children’s pragmatic use of ba sentences will shed light on the development of temporal understanding and actual expressions in the early years.

However, linguists and researchers have espoused different views on the pragmatics of ba construction in Mandarin Chinese. For instance, Liu (1997) proposed that the ba predicate expresses bounded events, and classified the authentic use environment of ba into nine types (see Supplementary Appendix 1). In this framework, the high transitivity of the ba construction seemed to be omitted, and thus no “给-gei + verb/noun” cases emerged. However, cross-linguistic findings on children’s language acquisition and use suggest that transitive events with regard to object transfer and physical manipulation are usually expressed by young children (e.g., Bavin, 1995). Based on a self-built corpus of language generated by Mandarin Chinese children (from age 1;2 to 5;0), Wang (2012) investigated children’s acquisition of ba construction and classified it into six categories and 13 sub-categories (see Supplementary Appendix 2). In Mandarin Chinese the perfective viewpoint is mainly marked by 了-le and the durative by 着-zhe, and therefore a category like “V + 了-le/着-zhe” should be further distinguished in any examination of Mandarin-speaking preschoolers’ productive speech. Li et al. (1990) examined the acquisition and use of ba sentences among 70 Mandarin-speaking children (aged 2;0, 2;6, 3;0, 3;6, 4;0, 4;6, and 5;0) and divided the pragmatic environments into nine types and 17 sub-types (see Supplementary Appendix 3). While the resultativity of ba constructions was to some extent addressed in this framework, the wide use of resultative verb complements in ba sentences seemed to be omitted. Thus, it was necessary to create a new category for “V + resultative verb complement” in a new analytical framework to investigate young children’s language materials. On the basis of understanding the constituent after the verb (post-verbal elements) behind ba, Lü (1984) proposed a thirteen-case framework with five major classes (see Supplementary Appendix 4). Even through the verb complements behind ba were divided into different categories in light of a syntactic criterion (complexity of verb forms), aspectual properties of ba constructions such as the perfective aspect marker 了-le and the durative aspect marker 着-zhe did not emerge in this framework. Hence, a new analytical framework was required, to provide more information about the aspectual properties of ba constructions in children’s Mandarin Chinese.

Comparing the existing frameworks, it is evident that the ba construction has diverse pragmatic meanings according to the semantic aspect of the element behind ba in the same collative structure. Each of the extant frameworks proposed by different scholars (e.g., Lü, 1984; Li et al., 1990; Liu, 1997; Wang, 2012) has their own strengths and weaknesses. At the same time, we assume that young children may encounter difficulties in understanding and acquiring all the specific pragmatic meanings and producing the irregular forms of the ba construction. Therefore, in order to elicit all possible natural utterances using a ba construction from the corpus (Li and Tse, 2011), it was decided that a compromised or combined framework might be more appropriate and more practical, developed by comparing and synthesizing the four frameworks described above. Specifically, the following 11-category framework is proposed to investigate the pragmatics of ba construction in the present study (see Table 1).


TABLE 1. The framework adopted in the present study.

[image: Table 1]The present framework, adapted from previous work, was designed to cover more of the pragmatic environments where the ba construction occurs. This was mainly because the participants in the present study are preschoolers, who are in an early stage of developing their cognitive and linguistic ability to understand and express temporal concepts. Therefore, they may present more irregularity regarding the use of ba constructions.



Acquisition of the ba Construction

Over the past three decades, a number of scholars have investigated how Mandarin-speaking children acquire the ba construction. Research evidence points to two major topics: children’s production stages, and sentence patterns. For example, Li et al. (1990) found that preschoolers’ production of ba sentences occurred at around age 2;0 and accounted for 90% of adults’ ba construction types at age 4;6. They classified its environments into nine major categories (17 sub-categories), and further noted that “ba + V + verb/adjective,” “ba + V + directional verb,” and “ba + V + 在-zai/到-dao + locative” were the three most frequently used forms of ba construction. In a similar vein, Wang (2012) adopted language data from a self-built corpus of Mandarin-speaking children aged from 1;2 to 5;0 (sample size unclear). This research suggested that the participants started producing ba sentences at approximately age 2;0 and divided their productions into six types, including 13 sub-types. Moreover, it was found that four ba construction structures were used most often: (1) “ba + V + directional verb,” (2) “ba + V + verb,” (3) “ba + V + 在-zai/到-dao + locative,” and (4) “ba + V + 了-le/着-zhe.” Chang and Zheng (2017) investigated the development of ba construction with a Mandarin-speaking boy over a period of 35 months, and indicated that “ba + V + resultative verb complement” occurred most often. Gong (2007) conducted experimental research with 30 preschoolers aged from 4;4 to 5;4 and reported that their syntactic judgment accuracy did not increase with age. In an investigation of the productive speech of ninety-nine Mandarin-speaking children, Li (1993) reported that the participants showed awareness of the co-occurrence restrictions inherent in ba sentences and a good command of the use of ba construction from age 3.

While there seems to be agreement in terms of the overall developmental trend of children’s acquisition of ba constructions at different ages, their production patterns in different specific structures are still little known and underexplored. At the same time, the relationships between children’s production of ba sentences and their age and gender have received limited attention. Accordingly, the present research aims to address the following two questions:

RQ1: What are the repertoires of Mandarin-speaking children’s acquisition of ba constructions during early childhood?

RQ2: What developmental patterns can be observed in Mandarin-speaking children’s acquisition of ba constructions during early childhood?



METHODOLOGY


Participants and the Corpus

The Early Childhood Mandarin Corpus (Li and Tse, 2011) used in the present research represents the utterances produced by 168 Mandarin-speaking preschoolers. This sample contained children from four age groups (ages 2;6, 3;6, 4;6, and 5;6), with 21 girls and 21 boys in each age group. They were randomly sampled from eight preschools located in the four major districts of Beijing, China: Haidian, Chaoyang, Dongcheng, and Xicheng. All the participating children were native speakers of Mandarin Chinese, and their parents and teachers also spoke Mandarin as their native language at home and in the preschool, respectively. The corpus consisted of these children’s natural utterances during 30-min free-play sessions in pairs. In total, 42 h of conversations were collected.



Communication Task and Data Transcription

Participants of the same age were randomly paired (girl/girl, boy/boy, or girl/boy). They were encouraged to talk with each other while playing in a play corner for 30 min. The play corner was furnished with a set of toys, including faux food and fruits, cooking materials, furniture and electrical appliances, vehicles, and hospital materials. The participants’ conversations during playtime were videotaped using a high-definition digital camera. Two trained research assistants observed their activities but did not intervene during the sessions.

All the conversations were transcribed verbatim into Chinese and double-checked for accuracy by experienced research assistants and one researcher. It should be noted that non-lexical fillers such as “uh” and other vocalizations (e.g., laughter) were also included during the transcription (Tse et al., 2012). The final Chinese script was segmented into individual utterances. All the ba sentences in the utterances were first identified by the research assistants and the researcher and then reviewed and assessed by a Chinese linguist interested in modern Chinese grammar and the ba construction.



Coding of ba Sentences

The eleven-type pragmatic framework proposed above was used to code all the expressions using ba. Two authors of this paper analyzed and coded all the ba sentences in the corpus and their mutual agreement was 95.1%, indicating excellent inter-coder reliability. In addition, some unrecognizable expressions without lexical, syntactic or pragmatic meaning (e.g., 別把你弄, bie ba ni nong, do not ba you make) were manually excluded from the dataset. In total, 435 ba sentences from 670 natural utterances with ba were identified and coded.

In the coding stage, four ba sentences (0.92%) were found to be not in line with type 5 or 6 of the initial framework, and thus we revised type 6 to be “V + 了-le/着-zhe + verb” to cover these sentences.



RESULTS

A total of 435 ba sentences was elicited from the corpus, produced by 97 participating children (age 2;6 = 17; age 3;6 = 15; age 4;6 = 27; and age 5;6 = 38. Girls = 48; boys = 49), which accounted for 57.7% of the original corpus. Overall, each participant produced 4.8 cases during their half-hour free-play sessions. Specifically, the participants in the four age groups produced 28, 28, 136, and 243 cases of ba construction, respectively. On average, each child in the 2;6 age group uttered 1.6 ba sentences, in the 3;6 age group 1.9 ba sentences, in the 4;6 age group 5.0 sentences, and in the 5;6 age group 6.4 ba sentences, in an ascending pattern.


The Repertoire of Mandarin-Speaking Children’s Acquisition of the ba Construction

Descriptive analysis was conducted to examine all the participants’ production of ba constructions. Overall, 11 different types of ba construction were identified from the participants’ spontaneous speech. In particular, as shown in Table 2, the most frequently used types of ba construction were type 1 (141), 9 (82), and type 3 (69), which constituted 32.4, 18.9, and 15.9% of all occurrences in the corpus, respectively. The least used three types were type 6 (4), 4 (2), and 7 (2), with each representing only 0.9, 0.5, and 0.5% of all occurrences, respectively.


TABLE 2. The distribution of ba constructions across different age groups.

[image: Table 2]In terms of the ba construction types used by the different age groups, more than half of them (types 1, 2, 3, 8, 9, and 11) were found to emerge at age 2;6, and other three types (types 4, 5, and 10) emerged slightly later in the corpus at age 3;6. Types 7 and 6 occurred the latest, at ages 4;6 and 5;6, respectively. It seemed that while children in the age 2;6 group had a relatively small repertoire of ba constructions, they were capable of using ba sentences in their speech to express meanings regarding different pragmatic contexts, especially a resultative context.



The Developmental Pattern of Mandarin-Speaking Children’s Acquisition of the ba Construction

Overall, an increasing trend in the use of ba construction was identified in four age groups: 6.4% of the 2-year-olds, 6.4% of the 3-year-olds, 31.3% of the 4-year-olds, and 55.9% of the 5-year-olds, as shown in Table 2. In particular, based on mean values of the participants’ pragmatic use, six types of ba construction (types 1, 9, 3, 8, 5, and 11) were overall found to increase with age, as shown in Figure 1. It seems that age 3;6 marks a turning point, with a noticeable increase in the pragmatic use of ba constructions between age 3;6 and age 5;6. Moreover, a one-way ANOVA on the age effect found that there were significant differences among the four age groups in terms of producing three types of ba construction: type 3 [F(3, 93) = 3.895, p = 0.011], type 8 [F(3, 93) = 3.947, p = 0.011], and type 9 [F(3, 93) = 4.407, p = 0.009]. However, no statistically significant difference was observed in producing the other eight types.


[image: image]

FIGURE 1. Developmental trend of the pragmatic use of the Chinese ba construction. Note: x-axis: Age groups; y-axis: Mean value of pragmatic use; participants producing ba sentences: N = 97 (age 2;6 = 17; age 3;6 = 15; age 4;6 = 27; and age 5;6 = 38).


Additionally, regarding the effect of gender on the pragmatic use of ba constructions, the output from a one-way ANOVA showed no statistically significant differences between girls and boys: type 1 [F(1, 95) = 0.001, p = 0.980], type 2 [F(1, 95) = 0.126, p = 0.723], type 3 [F(1, 95) = 0.154, p = 0.696], type 4 [F(1, 95) = 0.000, p = 0.988], type 5 [F(1, 95) = 0.147, p = 0.702], type 6 [F(1, 95) = 0.000, p = 0.983], type 7 [F(1, 95) = 2.000, p = 0.161], type 8 [F(1, 95) = 2.526, p = 0.115], type 9 [F(1, 95) = 0.861, p = 0.356], type 10 [F(1, 95) = 0.001, p = 0.977], and type 11 [F(1, 95) = 0.003, p = 0.954] (see Table 3).


TABLE 3. The distribution of ba constructions between girls and boys.

[image: Table 3]


DISCUSSION

Using a rich Mandarin Chinese corpus, the present study investigated the acquisition of the ba construction among 168 native Chinese preschool children aged from 2;6 to 5;6. Overall, the results presented above reveal that the participants acquired the ability to produce and use some forms of ba construction from 2 years old and showed mature pragmatics at age four (4;6). Their pragmatic acquisition of the ba construction was also found to be an incremental development process, with a turning point at age 3;6 and a noticeable increase from age 4;6. Beyond generally demonstrating these developmental trends in the children’s linguistic ability, this research has further indicated the impact of age and gender on their production of the ba construction.

Regarding the repertoire of preschoolers’ ba constructions, this research found that in total they produced 11 types of ba construction at 5 years old (age 5;6), which was close or even equal to Mandarin-speaking adults’ relevant pragmatic use (e.g., Liu, 1997). Thus, young children of this age may have reached the requisite level of cognitive development and acquired the ability to express this canonical SVO order in Mandarin Chinese. This is in line with findings reported by previous studies, such as Li (1993); Li et al. (1990), and Yi (2014). Thus, given the uniqueness of the ba construction to Chinese (Tsao, 1987; Xu, 2011), the period around the age of 4;6 may need to be viewed as a critical period to observe Mandarin-speaking children’s language development. In this sense, it will also be necessary to conduct studies of the acquisition of the ba construction among children with specific language impairments (SLI). Relevant studies can provide practical and theoretical evidence to accurately identify children with SLIs, allowing timely and effective interventions to help them (Zeng et al., 2013; Guan, 2016).

Moreover, the data analysis also suggested that “ba + V + resultative verb complement,” “ba + 给-gei + verb/noun,” and “ba + V + noun (possessive, person, resultative, and partitive)” were the three most frequently used ba sentence forms in the corpus, which is in agreement with Li et al. (1990) but differs partially from Wang (2012). Because the ba construction is mainly correlated with telic events and the perfective aspect in Chinese, most of the children’s ba utterances were used to express result states or locations in their daily speech, which are “typically encoded by a resultative or directional verb complement” (Deng et al., 2018, p. 245). For the same reason, it was found that “ba + V + 了-le/着-zhe + verb” was the least used type of ba construction in the corpus; this represented a durative state, such as:

把它塞着煮

Ba it stuff-ASP boil

Push it in (somewhere) to boil

Different from Wang’s (2012) finding, this research showed that the “ba + 给-gei + verb/noun” pattern was widely used in this corpus. One possible explanation behind this difference is that all the participants in the present research were native Mandarin Chinese speakers. According to Zhang (2010), because Mandarin comes from a major group of North Chinese dialects, Mandarin Chinese speakers usually use “给-gei” as a handling or manipulative verb, which inherently agrees with the disposal meaning of the ba construction. In this regard, future studies on the ba construction acquisition should pay more attention to children from different dialectical backgrounds, and comparative research with children from various linguistic groups needs to be conducted to explore whether or not a cross-dialect difference truly exists.

In terms of the developmental pattern of children’s ba constructions, this study indicated that participants from the youngest age group in the corpus (age 2;6) produced six types of ba construction, with a frequency proportion of 6.4%. This showed a slight difference from the production of the age 3;6 group, who produced eight types accounting for 6.4%. However, children at age 4;6 showed an apparent increase in both the pragmatic type (10) and the frequency portion (31.3%) concerning the pragmatic use of ba constructions. This result is congruent with findings from prior studies (e.g., Li et al., 1990; Wang, 2012), which unanimously reported that age 4;6 is a critical period for the development of mature pragmatics in the use of ba constructions. In this sense, it is likely that children have reached a sufficient level of brain, cognitive, and linguistic development by approximately 4 years old, and this level of development now allows them to mentally and practically encode and represent telic events by using different types of ba sentences in their daily life. At the same time, compared to other pragmatic meanings of ba constructions, it was found that preschoolers’ ability to use resultative verb complements and denote the resultative state was at the highest level from a very early age, but the overall frequency proportion of “ba + V + resultative verb complement” in all pragmatic use seemed to decrease as they got older. This was further confirmed by a one-way ANOVA result, which indicated no association between children’s age and their ability to produce this type of ba construction.

Overall, the ba construction requires the verb or verb phrase to be highly resultative or transitive (Li, 1993; Sun, 1995; van der Lee, 2018). The early acquisition of the syntactic, semantic, and verb features of the ba construction in Mandarin Chinese can also be theoretically accounted for in Slobin’s Basic Child Grammar (Slobin, 1985). Based on cross-linguistic findings from many language acquisition studies, Slobin (also see Bavin, 1995) hypothesizes that a Basic Child Grammar, i.e., an innate knowledge of perceiving, storing, and classifying speech input and problem solving strategies, exists and guides children’s language acquisition prior to their first form-function mapping experience of a specific language. The hypothesis further assumes that salient notions of prototypical events and situations play a critical role in the earliest phase of children’s language acquisition. Drawing on cross-linguistic developmental patterns, this is one of the most important temporal perspectives and a valuable theory accounting for how children to observe events and acquire relevant linguistic forms. In addition, the transitive event, like object transfer (e.g., “She gives me a book”), is a salient notion embedded in children’s conceptualizations of prototypical events. The findings concerning ba constructions produced by Mandarin-speaking children indicating a resultative meaning (type 1 and 3) and a transitive meaning (type 9) are aligned with the principles of Slobin’s hypothesis that temporal perspectives and salient notions play an important role in encoding form-meaning mappings and acquiring structured speech during children’s early language acquisition.

In addition, the results from one-way ANOVAs suggested that, with increasing age, children became more competent in using three types of ba construction (types 3, 8, and 9). That is, children’s acquisition of ba construction may have different developmental patterns for different sentence forms. Based on Slobin’s (1985) Basic Child Grammar hypothesis, the significant differences in producing the relevant ba sentences showed that age group differences with respect to pre-structured semantic notions emerged only in a few types of ba constructions. This is good evidence that there may not be a positive correlation between children’s innate linguistic knowledge and age, at least in the present study. According to Li et al. (1990); Liu (1997), and Deng et al. (2018), co-occurring verbs in the ba construction normally play an important role in forming ba predicates, and thus we call for future studies to explore children’s acquisition and use of verbs and their ability to produce ba utterances. Another suggested direction for researchers would be to examine how children use pragmatic approaches to ba sentence production, such as replacing, extending, and changing sentence constituents. Moreover, researchers could focus on the irregular use of ba constructions, since such misuse partly reflects that children under 6 years old may lack a comprehensive understanding of the lexical, syntactic, or pragmatic feature of the ba construction. Relevant knowledge of this issue may help to facilitate children, especially children with specific language impairments, to construct cognitive concepts and produce sentences related to telic events. Furthermore, it was found that there was no relationship between children’s gender and their ability to produce different types of ba construction. In other words, no significant difference regarding innate knowledge of ba constructions emerged between male and female participants. Given its uniqueness to Chinese, with no corresponding syntactic construction in other languages, evidence is needed from other Chinese language-speaking contexts apart from Mandarin. It would be useful for child language researchers to continue investigating gender differences in children’s acquisition of the ba construction and other syntactic structures.



CONCLUSION

Using naturalistic language data from the Early Child Mandarin Corpus (Li and Tse, 2011), this study has investigated the development of the ba construction among four age groups of Mandarin-speaking preschoolers. In particular, analysis of these children’s spontaneous utterances suggested that: (1) the Mandarin-speaking children in our corpus produced a repertoire of 11 types of ba construction, and those from the youngest age group (age 2;6) had already developed the ability to produce six types of them; (2) there was an overall increasing trend in ba construction production as children got older, and age 4;6 seemed to be a critical period in terms of the pragmatic use of ba construction; (3) children constructed concepts and denoted the meanings of telic events at a very early age (2;6), and their cognitive and linguistic maturity was close or even equal to adults in terms of producing the ba construction from 5 years old (age 5;6); (4) there was a significant age effect on three types of ba construction (types 3, 8, and 9); and (5) there was no significant association between children’s gender and the frequency of their use of ba constructions.

The present study has some limitations. First, it only involved Mandarin-speaking children, and any generalization of the results to children from other dialect backgrounds in China needs to be undertaken with caution. Expanding the sample size and including children from different dialect backgrounds may help mitigate this problem to some extent. Second, this study used natural utterances from a free-play session, and the children were accompanied only by toys and a peer. In other words, they may not have produced as many target language utterances in this situation as they do in actual everyday contexts. Third, while the language data were collected from four age groups of children, the short-term nature of the data collection limited us from any examination of children’s developmental trajectory in relation to the ba construction. It would be helpful to adopt a longitudinal design to map detailed changes or progress in acquiring the ba construction over time (Gong et al., 2020c,d). In addition, as can be seen from this research, because the participants’ ability to produce different types of ba construction developed quickly from 2;6 to 5;6, the age gap between each participant group may need to be narrowed down further in future studies.

Despite these limitations, however, we believe that the findings of this research offer a contribution to furthering our understanding of the development of the ba construction in childhood Mandarin Chinese. This research also calls for more attention to the language development of children with different linguistic and cognitive backgrounds (Liang et al., 2019).
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How children learn grammar is one of the most fundamental questions in cognitive science. Two theoretical accounts, namely, the Early Abstraction and Usage-Based accounts, propose competing answers to this question. To compare the predictions of these accounts, we tested the comprehension of 92 24-month old children of transitive sentences with novel verbs (e.g., “The boy is gorping the girl!”) with the Intermodal Preferential Looking (IMPL) task. We found very little evidence that children looked to the target video at above-chance levels. Using mixed and mixture models, we tested the predictions the two accounts make about: (i) the structure of individual differences in the IMPL task and (ii) the relationship between vocabulary knowledge, lexical processing, and performance in the IMPL task. However, the results did not strongly support either of the two accounts. The implications for theories on language acquisition and for tasks developed for examining individual differences are discussed.

Keywords: grammar, individual differences, intermodal preferential looking paradigm, mixture models, usage-based account of language, early abstraction account of language


INTRODUCTION

The emergence of grammatical knowledge marks a significant watershed in the language development of a child. Without explicit instruction, children rapidly learn the intricate language-specific conventions for mapping grammatical forms to meanings. For example, English-speaking children must learn that for transitive sentences such as the dog is chasing the cat, the SUBJECT refers to the agent and the OBJECT refers to the patient, but for passive sentences such as the cat is being chased by the dog, the SUBJECT refers to the patient and the OBJECT refers to the agent.

The explanation of this process is highly contested, owing to it being a key battleground in debates regarding the innateness of linguistic knowledge (Ambridge and Lieven, 2011). Broadly speaking, there are two classes of explanations for how children acquire grammar, which make different assumptions about how and what children learn. Usage-Based theories assume that children rely on domain-general cognitive processes, such as pattern recognition and statistical learning, to learn grammatical constructions in much the same way as they learn words (Bates and MacWhinney, 1982; Tomasello, 2003; Ambridge and Lieven, 2015). In particular, Usage-Based theories assume that children build a grammatical system based on initially concrete, lexically based knowledge. Accordingly, the early grammatical knowledge of children does not consist of abstract mappings between concepts like SUBJECT and agent but is instead tied to particular concrete lexical items. For instance, children's knowledge of the verb kick (and similar action verbs) is described by an initially low-scope kickee-KICK-kicker formula. Across early development, and specifically, as children acquire more verbs, they construct more and more abstract representations, which eventually approximate linguistic categories such as noun, verb, subject, object, agent, and patient. Usage-Based accounts make two key predictions about the developing grammatical knowledge of children: first, because their earliest sentences are highly concrete, children should be conservative in generalizing grammatical constructions to novel verbs; second, because grammatical knowledge is lexically anchored, there should be a tight relationship between measures of vocabulary and grammatical proficiency (Marchman and Bates, 1994).

Unlike Usage-Based accounts, Early Abstraction accounts assume that children have early access to abstract linguistic categories, such as nouns, verbs, subjects, objects, agents, and patients, and possibly biases for linking syntactic and thematic structures (Lidz et al., 2003; Fisher et al., 2020). Such knowledge may be innate or the product of early pre-linguistic experience. Either way, the role of learning is to determine which words belong to which syntactic categories and how these categories are combined to create an inventory of constructions within a specific language (Valian, 2014; Lidz and Gagliardi, 2015; Fisher et al., 2020). Because children have access to these categories early in development, they are assumed to represent early sentences in an abstract format. For example, children who have begun producing a sentence such as the boy is feeding the girl are assumed to be representing it using syntactic categories, such as NOUN-VERB-NOUN, and semantic categories, such as agent-action-patient. Therefore, these accounts predict that, once a child can produce a given grammatical construction, they will readily generalize it to novel verbs (Valian, 2014; Messenger and Fisher, 2018; Fisher et al., 2020). Any failure to do so, according to this account, will likely reflect processing constraints or a lack of semantic knowledge of the verb, separate from the knowledge children have of syntax (Naigles, 2002; See Fisher, 2002). Moreover, Early Abstraction accounts assume that, while increased lexical knowledge may help children determine how these linguistic categories are configured within particular constructions, it plays no role in strengthening these abstract representations. As such, these accounts predict that, once children begin using a construction with a specific verb, further lexical knowledge will not play a role in strengthening the abstract representation of that construction (Messenger and Fisher, 2018).

Given these different predictions, the two accounts can be disentangled by examining the ability of children to use novel verbs in known grammatical constructions. A classic paradigm for examining this involves training a novel verb in one grammatical construction (e.g., an intransitive) and eliciting a transitive sentence with the same verb. In general, these studies find that young children (e.g., 2; 0) are quite conservative about generalizing from one construction to another, but that children generalize more readily with age (Tomasello, 2000; Ambridge and Lieven, 2011). While these results seem to suggest that the youngest children lack abstract linguistic categories and that their representations become increasingly abstract with age and linguistic experience, Fisher (2002) has noted that, given that most English verbs only occur in a subset of grammatical constructions, we should not expect children to assume a novel verb heard in one structure can be freely used in another. Therefore, the unwillingness of children to generalize the known construction to a novel verb may reflect a lack of evidence regarding the argument structure of the verb.

A more fruitful approach to testing these predictions is to see whether children can comprehend sentences with novel verbs (Fisher, 2002). If children can reliably interpret a sentence such as the boy is gorping the girl as referring to a causal scene in which a boy is acting on a girl, this suggests they are representing the transitive construction with abstract categories using their knowledge of grammar to infer the meaning of the verb (via syntactic bootstrapping, Gleitman, 1990). One method for examining this question is a version of the Intermodal Preferential Looking (IMPL) task, adapted by Gertner et al. (2006; see also Golinkoff et al., 1987; Naigles, 1990, 2021). In a set of four studies, Gertner et al. (2006) examined whether 21- and 25-month-old children could comprehend transitive sentences with nonce verbs. The participants saw two videos, each depicting a novel causal action with opposite participant roles, and heard a transitive sentence (e.g., The boy is GORPING the girl). The participants looked at the target video at above-chance levels in all four studies, suggesting that they had abstract knowledge of transitive argument structure. Moreover, in all the studies, the participants correctly interpreted the sentence within the first 2 s of the first trial. The authors noted that, because 21-month-old children, in particular, have very few verbs in their (productive) vocabularies, this finding strongly supports the Early Abstraction account. Similar results were reported by Ferndandes et al. (2006) and Noble et al. (2011) in samples of slightly older children (at least 27 months) using a forced-choice pointing paradigm.

However, Dittmar et al. (2008a) noted that the above-chance looks to transitive sentences could have been an artifact of the design. Prior to critical test trials, Gertner et al. (2006) included a set of familiarization trials in which children saw videos of two known actions and heard a target sentence, such as “the boy is washing the girl.” Because the familiarization trials included the same characters as the target trials, Dittmar et al. (2008a) argued that participants may have learned that, within the context of the task, sentences that start with “the boy” refer to actions where the male character is the agent. To test this possibility, the authors compared the performance of German-speaking 21-month-old children in the same paradigm under two conditions, with and without training. The with-training condition used the same familiarization procedure as Gertner et al., while the without-training condition used a modified familiarization procedure in which participants did not hear a transitive sentence (e.g., “This is called washing. Find washing!”). They found that the participants in the no-training condition did not look at the target at above-chance levels and that the children in the with-training condition looked at above-chance levels only in the final 2 s of the second trial (of two). The authors noted that the latter finding is qualitatively different from that of Gertner et al. (2006), who osberved above-chance looks to target in the earliest windows, and argued that the total pattern of results suggests that the children's representations of transitive sentences are likely quite fragile and tied to linguistic experience prior to testing.

This conclusion, however, is inconsistent with the findings reported by Scott et al. (2018). Across two studies, the second of which contained no training trials, they found that 21-month-old children reliably interpreted transitive sentences with novel verbs. Assuming comparability across testing procedures, this finding raises the possibility that the finding of Dittmar et al. (2008a) in the no-training condition reflects a language-based difference. One logical source of the difference could be the fact that German uses a case to mark participant roles, whereas English does so under only very limited circumstances (i.e., in pronouns). However, corpus studies show that word order is a highly reliable cue to thematic role assignment in German (Dittmar et al., 2008b), making this explanation unlikely. Another possibility is that Scott et al. (2018) used non-agentive subjects and non-causative actions (e.g., a ball jumping over a flower). However, if this were the locus of the difference, it would be difficult to reconcile with the findings of Gertner et al. (2006).

The totality of this evidence suggests that toddlers have representations of transitive sentences that are independent of the specific verbs used, although these representations may be quite fragile in nature, and there are notable discrepancies across studies in the existence, size, and timing of the effect (Ambridge and Lieven, 2015). It is not clear if these inconsistencies reflect differences in the samples used (the language of testing) or are artifacts of the relatively small sample sizes used in these studies (which are typically small and generally N ≤ 30). Therefore, there is a need for large sample replications of these studies.

However, even if 21-month-old children do reliably look at the target video in this version of the IMPL task, this result would not adjudicate between the Early Abstraction and Usage-Based accounts (Messenger and Fisher, 2018). The proponents of Early Abstraction theories could argue that because children know very few verbs by 21 months, the ability to generalize these structures to novel verbs suggests that children have acquired abstract syntactic categories (Gertner et al., 2006; Messenger and Fisher, 2018). However, the proponents of Usage-Based theories could respond by saying that, when presented with the task of using a novel linguistic stimulus to choose between two videos, very rudimentary representations of grammar are sufficient (Abbot-Smith and Tomasello, 2006; Ambridge and Lieven, 2015), an intuition supported by computational modeling showing that comprehension can be supported by much simpler representations than production with novel verbs (Chang et al., 2006).

Because neither of these accounts makes specific predictions about the age at which children should comprehend transitive sentences with novel verbs, the research strategy of examining whether children of a sufficiently young age can comprehend transitive sentences may not be viable (Ambridge and Lieven, 2015). An alternative approach is to leverage the fact that the two accounts make different assumptions about what is learned and, therefore, make different predictions about the structure of individual differences (Kidd et al., 2018a; Kidd and Donnelly, 2020). Recall that Early Abstraction accounts assume that children learn how to configure readily available abstract representations for specific constructions within their language. These accounts predict that, once children begin producing a particular grammatical construction, they will represent the structure in a sufficiently abstract format to immediately transfer it to new verbs [Messenger and Fisher, 2018; Fisher et al., 2020; see also Valian (2014) and Meylan et al. (2017) for a similar prediction about the use of determiners by children]. This suggests that, for a given construction, a sample of children will contain two groups of responders: those who have learned the construction and, therefore, look at the target at above-chance levels, and those who have not learned the construction and, therefore, look at the target at chance levels1. That is, participants will exhibit discrete individual differences. Note that this prediction of discrete individual differences refers to the form of variability in the children's knowledge of specific grammatical constructions. Early Abstraction accounts allow graded variability in the total number of constructions children have acquired, since it presumably takes more input to learn, for example, how English expresses the passive than how it expresses the active transitive. Moreover, such accounts allow children to vary in their processing of a given construction because of differences in non-syntactic variables, such as speech recognition and knowledge of relevant vocabulary. However, representations of the syntax of particular constructions should exhibit all-or-none variability.

On the other hand, Usage-Based accounts assume that children initially learn in an item-specific manner and gradually construct increasingly abstract representations. For example, in discussing the task-dependent success of children in syntactic productivity, Abbot-Smith and Tomasello (2006) argue that different tasks (preferential looking vs. production) likely require grammatical representations of different strengths. They propose that children can begin constructing abstract representations as soon as they have acquired multiple lexically specified argument constructions with sufficient semantic and functional overlap [see also, Ambridge and Lieven (2015) for a similar proposal]. Such representations may be sufficient for simple tasks, such as the IMPL, but not for the more challenging elicited production tasks. As these constructions become further entrenched, and the child learns more semantically and functionally similar pairs, their representation of relevant sentence structures will strengthen, up until a point where the child reaches an adult-like performance. Such an account is supported by the computational simulations of performance in the IMPL and a production task by Chang et al. (2006). Consistent with the arguments of Abbot-Smith and Tomasello (2006), the model required less input to complete the IMPL task than the production task. Moreover, for both tasks, the performance of the model improved with more input, up until it reached adult-like levels, as its grammatical representations strengthened with more input. Because Usage-Based models predict that the grammatical representations of children are input-driven, they, unlike Early Abstraction accounts, predict a pattern of graded individual differences in the knowledge children have of a given grammatical construction2.

These two predictions about the structure of individual differences, discrete vs. graded, can, in principle, be distinguished statistically, as they correspond to different classes of statistical models (Bartlema et al., 2014). The prediction of discrete individual differences corresponds to a latent mixture model, which assumes that the observed data are samples from a discrete set of probability distributions and estimates the parameters of each probability distribution and the proportion of data points that belong to each group. The prediction of graded individual differences corresponds to a mixed model, which assumes that every participant has their mean value, typically drawn from a Gaussian distribution of means. Finding that one of these models fits preferential-looking data better than the other would provide strong support for the Early Abstraction or Usage-Based accounts.

A related research strategy is to examine the source of individual variation in the IMPL task. Recall that Early Abstraction and Usage-Based accounts make different predictions about the relationship between the accumulation of lexical knowledge and grammatical competence. Usage-Based theories predict a pervasive relationship between the two, whereas Early Abstraction theories do not. In general, research on this question has tested the relationship between productive vocabulary and performance in the IMPL task. For example, Scott et al. (2018) found no relationship between productive vocabulary size and the comprehension of transitive sentences with novel verbs among 23-month-old children. On the other hand, Messenger and Fisher (2018) found that vocabulary size was related to the comprehension of 36-month-olds of passive sentences in the IMPL task. However, they argued that this finding was due to the relationship between vocabulary and lexical processing efficiency, the efficiency with which children recognize spoken words online (Fernald et al., 1998). Specifically, since children with larger vocabularies recognize words more efficiently than children with smaller vocabularies (Fernald et al., 2006), these children may identify words in the IMPL task more efficiently and, as a result, look at the target more reliably. Consistent with this argument, the authors found no relationship between productive vocabulary size and performance in the IMPL task in a follow-up study that minimized lexical processing efficiency demands.

However, the relevance of these findings in comparing Usage-Based and Early Abstraction accounts is unclear. First, it is not obvious that, from a Usage-Based account, total vocabulary is the most relevant measure of linguistic input. In particular, since the Usage-Based account assumes that children construct a transitive sentence schema by generalizing over a set of verb-specific constructions, the number of verbs a child knows should be a better predictor. While total vocabulary size should be correlated with the number of verbs known, the relationship is likely to be imperfect as children under 2 years exhibit a great deal of between-participant variability in the composition of their productive vocabularies (Mayor and Plunkett, 2014). Second, measures of vocabulary should be related to the acquisition of transitive sentences by children from an Early Abstraction account, as even from this perspective, children need to learn how abstract representations are marked and combined to create an inventory of constructions in their language. Therefore, vocabulary measures should predict which children have acquired construction and which have not, but should not account for variability within these groups. Any variability within the above-chance group should be due to non-syntactic factors and better accounted for by lexical processing efficiency than vocabulary. Any variability in the below-chance group should be completely random, as correctly identifying the target video presupposes relevant grammatical knowledge.

An alternative approach, then, is to use the number of verbs as the relevant input measure, including an explicit measure for lexical processing efficiency. Using the mixture and mixed models described above, the different predictions of Usage-Based and Early Abstraction accounts can be explicitly compared. In particular, to test the Usage-Based account, the number of verbs known and lexical processing efficiency can be added to the mixed model to see if they predict the mean proportion of looks to target. To test the Early Abstraction account, the mixture model can be used to test the predictions that the number of verbs known predicts the probability that a given child is in the above-chance group, and that lexical processing efficiency predicts variability within the above-chance group. These predictions are visualized in Figure 1.
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FIGURE 1. Depictions of the models testing predictions about the structure and source of individual differences. Xs represent hypothetical data points (proportion of looks to target) for different participants. Pane (i) represents models testing the structure of individual differences. Pane (ii) represents models testing the effects of the number of verbs known. Pane (iii) represents models testing the effect of lexical processing efficiency.


This study reports on research aimed at addressing the questions above. In particular, we report on a large sample (N = 92) of 24-month-olds who completed a version of the IMPL task adapted from Gertner et al. (2006), as part of a large longitudinal study on language acquisition (Kidd et al., 2018b). It had three aims:

1) To replicate the finding that 24-month-olds look at the target video at above-chance levels and to determine whether these effects are apparent across both trials.

2) To examine the structure of individual differences in this task by comparing models that assume discrete and graded individual differences.

3) To examine the source of individual differences by adding the number of verbs known and a common measure of lexical processing efficiency to the models in (2).



METHOD


Participants

Participants came from the Canberra Longitudinal Child Language Project, a longitudinal study of language acquisition and processing from 9 to 60 months (Kidd et al., 2018b). Families were recruited from a medium-sized city in Australia. Inclusion criteria for the longitudinal study were: (i) full-term (at least 37 weeks gestation) babies born with a typical birth weight (>2.5 kg), (ii) a predominantly monolingual language environment, with the children acquiring Australian English as a first language [mean percentage of a language other than English = 2%, range: (0, 40%), mode = 0], and (iii) no history of medical conditions that would affect typical language development, such as repeated ear infections, visual or hearing impairments, or diagnosed developmental disabilities. Consistent with the demographics of the city, the sample was drawn from families of high socioeconomic status. Approximately 75% of the parents had completed a bachelor degree or higher. At 24 months, children completed an IMPL task based on that from Gertner et al. (2006), the looking-while-listening task (Fernald et al., 1998, 2006), and the MacArthur-Bates Communicative Inventory: Words and Sentences (Fenson et al., 2007). Of the 124 participants who completed at least one wave of testing, 115 completed the 24-month sessions. Four participants were later diagnosed with developmental difficulties and excluded, and 19 participants were excluded because of insufficient data in the IMPL task (See Results for more details). Therefore, 92 participants are included in the analyses below. They completed their 24-month testing session at a mean of 106.9 weeks of age (SD = 0.84 weeks, Min = 104.9 weeks, Max = 110.3 weeks). Of the 92 participants, 45 were female (49%).



Materials

All the children completed the looking-while-listening (LWL) task prior to the IMPL task. The two tasks together took a combined 10 min (~6 min for the LWL task and ~4 min for the IMPL task) and were administered in a single session. Additionally, the parents of the participants completed the MacArthur Bates Communicative Development Inventory: Words and Sentences (Fenson et al., 2007) to measure vocabulary size.


IMPL Task

The participants completed a version of the IMPL task described in Gertner et al. (2006), adapted for a Tobii T60XL (Tobii Pro, Stockholm, Sweden) eye-tracker, with sampling performed at a rate of 60 Hz. This task contained three phases: (i) character identification, (ii) familiar verb, and (iii) critical novel verb. The character identification and familiar verb phases served to prepare the participants for the critical novel verb phase. As such, we will describe the novel verb phase first. The novel verb phase is composed of two trials, and each is structured as depicted in Figure 2. At the beginning of each trial, children saw videos of two novel causal actions with opposite participant roles (see Figure 3 for all four actions). Each video played separately for 5 s. The participants then heard a transitive sentence with a novel verb (gorp or tam), and both videos played simultaneously. The videos played over two 8-s windows, across which the children heard the transitive construction with the novel verb a total of five times.


[image: Figure 2]
FIGURE 2. Structure of the Intermodal Preferential Looking (IMPL) task with novel verbs.
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FIGURE 3. Actions used in the IMPL task.


The participants saw a total of four novel causal actions, two as the target and two as the distracter, adapted from Gertner et al. (2006). In each of the two trials, one action served as the target (that is, its participant roles matched those conveyed in the sentence) and one action served as the distracter (that is, its participant roles mismatched those conveyed in the sentence). Several variables were balanced within participants, including the novel verb (gorp and tam), target side (right or left), target agent (the girl or the boy), and first video presented (target or distracter). We assigned the participants to one of the eight counterbalancing sequences (see Table 1 for details). Across participants, each action occurred equally often as the target and the distracter, and the agent approached the patient from the right side on equal numbers of trials. Across sequences, each target action occurred with two of the other actions as a distracter. All the video sequences are available on the Open Science Framework: https://osf.io/tqz8b/.


Table 1. Counterbalancing sequences for the Intermodal Preferential Looking (IMPL) task.
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Prior to the test phase, the children completed a character identification phase and a familiarization phase. The character identification phase introduced the children to the two characters, the boy and the girl, who would be agents and patients in all of the subsequent actions. After the character identification phase, the participants completed a familiarization phase consisting of two trials with known verbs. These trials were created to familiarize the participants with the task and used videos of actions likely to be known by 24-month-olds (tickle, hug, wash, and feed). As these trials were not originally designed to test hypotheses, they were not as fully counterbalanced as the test trials. Actions were paired so that when wash appeared on one side of the screen, tickle appeared on the other, and when hug appeared on one side of the screen, feed appeared on the other. Additionally, the same actor served as the agent in both the target and distracter videos, and no actions were repeated within participants. To minimize possible training effects, we adapted the familiarization procedure from the no-training condition described in Dittmar et al. (2008a). The trials were structured similarly those shown in Figure 2, except that rather than relevant transitive sentences, the children heard “You are going to VERBing!,” “Where's VERBing? Find VERBing!,” and “You saw VERBing!” in the corresponding time windows. Attention-getter trials were included among all the trial types described above.



Looking-While-Listening Task

The looking-while-listening task was administered at 24 months (Fernald et al., 1998). These are the same data reported in the 24-month session of Donnelly and Kidd (2020). The participants saw images of 12 concrete objects (ball, bird, book, car, cat, dog, fish, shoe, apple, flower, frog, and teddy). On each trial, two images were presented on a 1,920-px × 1,200-px screen for 7,000 ms. The images were of approximately equal size and enclosed in 470-px × 450-px boxes at equal distances from the center of the screen. After ~2,000 ms, an audio file, recorded by a female native speaker of Australian English in child-friendly, natural speech, directed the children to the target image. The audio was timed so the target word began playing at 2,500 ms. The target word was introduced using one of three carrier phrases (“look at the,” “where is the,” and “find me the”). Across trials, each image occurred equally often as a target and a distracter, and they also occurred equally often on the left and right sides of the screen. To ensure that the responses were not due to the visual salience of one target (or distracter) image, across trials, two images were chosen for each word (again, each image occurred four times, two times as the target, and two times as the distracter). Four pseudo-randomized lists were created so that no target word was repeated within three trials and that the target image appeared on the same sidee of the screen in no more than two consecutive trials. Attention-getting fillers were played after every six trials. These were dynamic cartoons with encouraging audio (e.g., “Did you see it?!”) meant to keep the children engaged.

Lexical processing efficiency was measured using reaction times (RTs) by following the procedure in Fernald et al. (2006). Prior to calculating RTs, we removed trials in which the participants were looking at the screen for <50% of the 3,000-ms window between the onset of the target word and the offset of the image. Then, following Fernald and Marchman (2012), we calculated the duration to the first look at the target image for trials in which they were (a) looking at the distracter image prior to the target word and (b) shifted to the target image within 300 and 1,800 ms after the onset of the target word. The first look at the target image was defined as the first fixation of at least 100 ms to the target image.

For each child, the LWL task was conducted first, followed by the IMPL task, so that any order effects were common across the entire sample, as is common in individual differences studies.



The MacArthur Bates Communicative Development Inventory: Words and Sentences

The MacArthur Bates Communicative Development Inventory: Words and Sentences was administered at 24 months. This is a parental checklist of vocabulary knowledge that is widely used in the study of language acquisition (Fenson et al., 2007). The checklist was slightly modified to be appropriate for the Australian context (see Reilly et al., 2007) and contained 678 items.




Analytic Strategy

All the models of preferential-looking data used the beta distribution as a likelihood function (Smithson and Verkuilen, 2006). The beta distribution is defined for continuous variables in the interval (0, 1), i.e., from 0 to 1 excluding exactly 0 and exactly 1. It is more appropriate than a normal distribution, as it accommodates the heteroskedasticity caused by floor and ceiling effects. For most of the analyses, raw proportions were used as the dependent variable. However, in analyses in which each observation was based on fewer eye-tracking samples (e.g., where looks within particular 2,000-ms time bins were the dependent variable), some proportions were equal to exactly 1 or exactly 0. In these cases, we applied the transformation described in Smithson and Verkuilen (2006)3. In all the models, we used the mean-precision parameterization of the beta distribution, which is characterized by a mean, μ, and a precision parameter, ϕ. The mean represents the central tendency of the distribution, and the precision represents the spread of the distribution at a particular central tendency. The variance of a beta distribution is the product of both of these two parameters, allowing for smaller variances near the ceiling and floor, while not forcing the variance to solely be a function of the mean (as in the binomial distribution). All the models were estimated in STAN (Stan Development Team, 2019), using the package brms (Bürkner, 2018).




RESULTS

All the analyses for this study, including additional analyses not reported, are available at https://rpubs.com/sdonnelly85/713289.


Data Processing

One-hundred and eleven children completed the IMPL task and were not diagnosed with later developmental disabilities. Windows (four per child) with 66% missing data were excluded, and participants missing two or more windows were excluded, resulting in 92 participants. Additionally, one of eight sequences contained an incorrect audio file in one of the two 8-s windows for one of the trials. This sequence was corrected after seven participants had seen this sequence. This 8-s window was, therefore, removed for those seven participants.



Descriptive Statistics

The mean proportion of looks to the target action in the IMPL task was only slightly above chance (m = 0.51, SD = 0.08). Of the 92 participants who completed the task, 50 looked to the target video more than 50% of the time. The mean RT on the LWL task from 24 months was 563 ms (SD = 111.7). The average productive vocabulary was 350.9 words (SD = 151.8), with an average of 54.6 verbs (SD = 30.2).



Did Participants Look at the Target at Above-Chance Levels?

To examine whether participants looked to the target video at above-chance levels, we calculated the proportion of looks to the target video for each trial for each participant. We then analyzed these using a mixed-effects beta regression with random intercepts by the participant and by item (referring to each unique trial type in Table 1) using the default priors of brms. As beta regression uses a logit link function (wherein 0 corresponds to a probability of 0.5), the intercept in these models indicates how far the average participant differs from chance. The overall proportion of looks to the target did not differ from chance (logit scale: b = 0.02, CI = −0.12: 0.15, posterior probability = 0.61; probability scale: Prop = 0.5, CI = 0.47: 0.54).

Model coefficients and uncertainty estimates indicate the range of parameter values consistent with the data, but they cannot tell us whether the data are more consistent with a null or alternative hypothesis. To test whether the data were more consistent with a null (chance performance) or alternative hypothesis (above chance performance), we calculated the Bayes factors comparing null and alternative models. However, Bayes factors are strongly influenced by the choice of priors, and care must be taken to choose priors consistent with each hypothesis. For the null hypothesis, we used a normal distribution with a mean of 0 and an SD of 0.05. This assumes that there is a 95% chance that the true proportion of looks to the target video is between 0.48 and 0.52. We considered two different alternative hypotheses, a normal distribution with a mean of 0.4 and a standard deviation of 0.15, which assumes that there is a 95% chance that the true proportion of looks to the target is between 0.54 and 0.66. This distribution was chosen to be consistent with the sample means from Gertner et al. (2006). See Figure 4, left pane, which compares the null and alternative priors for this comparison. We also considered an exponential distribution with a rate parameter of 1, which assigns near-uniform probabilities to proportions between 0.5 and 1 (assuming a 95% chance that the true mean falls between 0.51 and 0.95). See Figure 5. We calculated the Bayes factors comparing each of these alternative hypotheses to the null hypothesis using bridge sampling (Gronau et al., 2017). This revealed that the data were ~30 times more likely under the null hypothesis than alternative hypothesis 1 (BF = 0.034) and ~8 times more likely under the null hypothesis than alternative hypothesis 2 (BF = 0.121). In sum, the proportion of looks to the target video, when summed across time windows, was more consistent with the hypothesis that participants were not looking at above-chance levels.


[image: Figure 4]
FIGURE 4. Prior (left pane) and posterior (right pane) distributions for Bayes factor analyses using Normal (0.4, 0.15) as the prior distribution. Xs represent the sample means from Gertner et al. (2006), and O (right pane only) represents the sample mean from this study. The Bayes factor comparing these models supported the null (BF = 0.04).



[image: Figure 5]
FIGURE 5. Prior (left pane) and posterior (right pane) distributions for Bayes factor analyses using Exponential (1) as the prior distribution. Xs represent sample means from Gertner et al. (2006), and O (right pane only) represents the sample mean from this study. The Bayes factor comparing these models supported the null (BF = 0.14).


An examination of the box plots revealed that Action C attracted slightly more looks than the other actions when it was both the target and the distracter. We ran two additional sets of analyses to see if this could explain the pattern of results above. First, we estimated the proportion of looks to the target action when we excluded trials in which Action C was the target or distracter (BF = 0.08 and 0.17, respectively). Second, we explicitly controlled for target salience, as follows. Recall that each action was presented once to each participant as either the target or the distracter. We calculated the proportion of looks each action attracted when it was the distracter video. We then logit-transformed this proportion and included it in a model testing the overall looks of participants to the correct action. Including this effect allowed us to interpret the intercept as the increase in looks to the target action when it was the target relative to when it was a distracter. The new intercept did not differ from 0 (b = 0.05, CI = −0.08: 0.18, posterior probability = 0.80). It was not possible to estimate Bayes factors in this context because it was not clear what the priors should be for the intercept in this context.



Do Participants Look Above-Chance Within Particular Windows?

We next asked whether there was evidence that participants looked to the target video at above-chance levels in some time windows. Recall that the IMPL task included two trials, one for each novel verb, and each trial contained two 8-s time windows. We, therefore, calculated the proportion of looks to the target within each 8,000-ms window within each trial, and fit a mixed-effects beta regression with fixed effects for target salience (described above), window and trial (both sum coded, with Window 1 and Trial 1 both set to 0.5), and the interaction between window and trial to these data (assuming full, uncorrelated random effects by participant and item). To determine whether the proportion of looks to the target differed from chance in any of these conditions, we plotted the model-predicted means and credible intervals from each condition in Figure 6, with empirical means and confidence intervals, calculated on the raw data for each window separately, for reference. As can be seen, the credible intervals for all four conditions overlapped with 0.5. For the full set of parameter estimates, see the accompanying html file.


[image: Figure 6]
FIGURE 6. Predicted values from the model testing interaction between trial and window and 95% credible intervals. Raw means and 95% CIs are plotted alongside for reference.


To recreate the sort of analyses reported by Dittmar et al. (2008a), we further disaggregated the data by 2,000-ms time bins, within the time window and trial. We calculated the proportion of looks to the target video within each of these 2,000-ms bins and applied the transformation from Smithson and Verkuilen (2006) to remove 0 s and 1 s. We fit a model with a three-way interaction between window, trial, and bin, with full uncorrelated random effects by the participant and by item. We plotted the model implied means and credible intervals for each of these conditions, along with the raw data in Figure 7. As can be seen, the model did not predict the above-chance looks to the target video in any of the time bins. For the full set of parameter estimates, refer to the accompanying R Markdown file.


[image: Figure 7]
FIGURE 7. Predicted values from the model testing the interaction between trial, window, and time bin and 95% credible intervals. Raw means and 95% CIs are plotted alongside for reference.


As with our previous analyses, we re-ran these models without Action C. We re-created the plots above on this reduced data set (refer to Figures 8, 9). As can be seen, the estimates of the model of looks to the target did not differ from chance in any of these time windows. Unlike in Figure 7, the raw means for some time windows had confidence intervals that did differ from chance. However, given that (a) these estimates were based on a subset of data and (b) their errors do not account for the dependence between observations, we conservatively view these effects as false positives.


[image: Figure 8]
FIGURE 8. Predicted values from the model testing the interaction between trial and window 95% credible intervals when action C was removed. Raw means and 95% CIs are plotted alongside for reference.



[image: Figure 9]
FIGURE 9. Predicted values from the model testing interaction between trial, window, and time bin and 95% credible intervals when action C was removed. Raw means and 95% CIs are plotted alongside for reference.




Graded vs. Discrete Individual Differences

To estimate the models of discrete and graded individual differences, we fit mixture and mixed models to the IMPL data. We used the average proportion of looks to the target across all time windows, rather than including multiple observations per participant, as the dependent variable. We did this because the correlations between observations within participants were surprisingly low: The correlation between trials within participants was negative and significant (r = −0.219, p < 0.05). The correlation between windows (collapsing across trials) was non-significant (r = −0.05, p > 0.05), though this likely reflects the fact that participants switch between target and distractor throughout trials and, at this age, may do so in idiosyncratic ways. When averaged within windows and trials, all correlations were non-significant (rs ranged between −0.17 and 0.07). Including multiple observations per participant when correlations were this low would have likely been problematic for the model of discrete individual differences. Such a model would include at least two unobserved variables: the probability that a given participant belongs to the above-chance group and the variance of participant means within each of those groups. Given these correlations, the latter parameters would be difficult to identify, and even if they were identified, these models would be extremely difficult to interpret. We used this data point as the dependent variable for the model of graded individual differences as well, to make these two models comparable.

The model of graded individual differences was an intercept-only model with Gaussian random effects by participant, as in the equations:

Propi~ Beta(μi, ϕ)

μi = inverse.logit(B0 + ti)

ti~ Normal(0, σ)

This model contains two variability parameters: a random intercept variance, which represents variability among participant-level means, and a precision parameter, which represents how variable data points are around their predicted means. Because we had to limit our analysis to one data point per participant, it was important to choose informative priors for these parameters. For σ, the random intercept distribution, we chose Normal(0, 1). For ϕ, we chose Gamma(3.5,0.5), as it provided a satisfactory coverage of plausible values of ϕ in the IMPL data. Figure 10 shows the prior density of this parameter on the left and nine histograms of randomly generated data assuming values of ϕ across the range of plausible values implied by the prior distribution. As can be seen, this prior distribution can flexibly accommodate the type of data one would expect to see in an IMPL task. The parameter estimates and 95% credible intervals for this model are in Table 2. As can be seen, overall looks did not differ from 0, and the between-subject variance was quite small.


[image: Figure 10]
FIGURE 10. The prior distribution of the precision parameter for models of individual differences. The left side shows the prior density on the precision parameter, phi. The variance of a beta distribution is a product of its mean and phi. The right side shows the histograms of simulated data assuming varying means and precisions (the latter of which span the range of plausible values encoded by the prior distribution). Columns represent different values of the mean, and rows represent different phis. As can be seen, this prior is consistent with data of varying spreads.



Table 2. Parameter estimates for models of graded individual differences.
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The model of discrete individual differences was a mixture model of beta distributions. This model took the form:

Propi~ (1-Ti)*Beta(μ1, ϕ1) + [image: image]Beta(μ2, ϕ2).

Ti~ Bernoulli(π)

This model assumes that every observation belongs to one of two groups, with different mean and precision parameters, and simultaneously models those parameters and the proportion of observations belonging to each of the two groups. We assumed the same prior on ϕ1 and ϕ2 as we did on ϕ in the model of graded individual differences, and we assumed the same priors on μ1 and μ2 as we did when calculating Bayes factors comparing the null and alternative hypotheses. Parameter estimates and 95% credible intervals from this model can be seen in Table 3. As can be seen, the model detected two groups, one looking at chance (m = 0.5, CI = 0.48: 0.52, converted to a probability scale) and one looking at above chance (m = 0.58, CI = 0.55: 0.65, converted to a probability scale). However, the estimate of the proportion of participants in the above-chance group was low with high uncertainty (Prop = 0.19, CI = 0.02: 0.85).


Table 3. Parameter estimates for models of discrete individual differences.
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While it is possible to compare these models using Bayes factors, they are greatly influenced by the choice of prior. Since we chose relatively strong priors to make the models estimable, we compared the models by leave-one-out cross-validation, a method for comparing the predictive accuracy of two models (Vehtari et al., 2017). This statistic measures the out-of-sample predictive accuracy of the two models. This suggested a numerical preference for the model of graded individual differences (diff = −0.2); however, this value was smaller than its standard error (SE = 0.6), suggesting that the difference was not reliable.



Sources of Individual Differences: Lexical Processing Efficiency

To test the predictions the two accounts make about the relationship between lexical processing efficiency and the proportion of looks to the target, we augmented the two above models in the following way4. We added a regression coefficient for the LWL RT to the model of graded individual differences in the following manner:

Propi~ Beta(μi, ϕ)

μi = inverse.logit(B0 + [image: image]LWL_RTi + ti)

ti~ Normal(0, σ)

For the model of discrete individual differences, we added a regression coefficient LWL RT to the mean of the second group, as follows,

Propi~ (1-Ti)*Beta(μ1, ϕ1) + [image: image]Beta(μ2i, ϕ2),

μ2i = inverse.logit(B0 + [image: image]LWL_RTi)

Ti~ Bernoulli(π)

Parameter estimates from these models are presented in Tables 2, 3, respectively. As can be seen, lexical processing efficiency was not related to the proportion of looks to the target in the manner predicted by either account.



Sources of Individual Differences: Knowledge of Verbs

To test the predictions the two accounts make about the relationship between the number of verbs known and the proportion of looks to the target, we augmented the mixed and mixture models in the following way5. We added a regression coefficient for the number of verbs known to the model of graded individual differences in the following manner:

Propi~ Beta(μi, ϕ)

μi = inverse.logit(B0 + [image: image]Verbsi + ti)

ti~ Normal(0, σ).

For the model of discrete individual differences, we added a regression coefficient for verbs known to the probability that a given participant belonged to the second group in the following manner:

Propi~ (1-Ti)*Beta(μ1, ϕ1) + [image: image]Beta(μ2, ϕ2),

Ti~ Bernoulli(πi),

πi = inverse.logit(B0 + [image: image] Verbsi).

The parameter estimates from these models are presented in Tables 2, 3, respectively. As can be seen, the number of verbs known was not related to the proportion of looks to the target in the manner predicted by either account.



Are the Familiar-Verb Trials Subject to Individual Differences?

Given the ambiguous results of our test trials, we conducted a set of exploratory analyses on our practice trials to determine whether our task was, in principle, capable of detecting individual differences. For our instantiation of the IMPL Task, to be a measure of individual differences in our sample, we would expect three conditions to hold. First, performance in the task should reflect competence in the relevant domain. Second, performance across trials, which presumably measure the same construct, should be correlated. Third, performance in the trials should be related to theoretically relevant predictor variables. All of these analyses with their results are available online (https://rpubs.com/sdonnelly85/780313). All procedures in this section are analogous to those in the prior section unless stated otherwise.

To test the first condition, we tested whether the overall looks to the target action differed from chance. Looks to the target were above chance, although the credible interval greatly overlapped with 0 (logit scale: b = 0.14, CI = −0.15: 0.44; probability scale: Prop = 0.53, CI = 0.47: 0.61, posterior probability = 0.84). Using the same priors as the main results, we calculated Bayes factors comparing null with alternative hypotheses and found a numerical, although trivial, preference for the null to both alternative hypotheses (BF = 0.46 and 0.42, respectively). As was the case with the test trials, the participants looked to some actions more than others, whether they occurred as targets or distracters. To control for these preferences, we calculated the proportion of looks to the relevant action when it occurred as the distracter and logit-transformed this value. When this variable was added to the model, the overall proportion of looks to the target action was positive, with a credible interval that did not overlap with 0 (logit scale: b = 0.17 CI = 0.03: 0.3, posterior probability = 0.99; probability scale: Prop = 0.54, CI = 0.51: 0.57). Thus, there was evidence that the participants looked to the target action at above-chance levels, although only when action preference was controlled for. However, we note that this effect is smaller than what is typically reported in IMPL studies.

To address the second condition, we calculated the correlations between trials and windows, as we did in the Results section. When the data were disaggregated by the window, there was a moderately significant correlation between windows 1 and 2 (r = 0.383, p < 0.001). When the data were disaggregated by trial, the correlation between trials 1 and 2 did not significantly differ from 0 (r = 0.027, p > 0.05). When the data were disaggregated by window and trial, there were significant correlations between windows 1 and 2 in both trials 1 and 2 (r = 0.417, p < 0.001 and r = 0.372, p < 0.001, respectively), but not between trials 1 and 2 within either window (r = −0.082, p < 0.05 and r = 0.014, p < 0.05, respectively).

To address the third condition, we considered whether performance in the practice trials was related to either of the predictor variables, LWL RT, or the proportion of verbs known. To test this, we fitted two additional models, augmenting the one that controlled for target preference described above, by adding LWL RT and the proportion of verbs known, respectively. The effect of LWL RT was negative, although its credible interval greatly overlapped with 0 (b = −0.01, CI = −13: 0.12, posterior probability = 0.54). The effect of the proportions of verbs known was positive, with a credible interval that did not overlap with 0 (b = 0.42, CI = 0.06: 0.81, posterior probability = 0.99). Thus, the children who knew more verbs looked to the target video at above-chance levels than those who knew fewer.

In sum, there was moderate evidence for all three conditions. First, there was some evidence that children looked at the target video at above-chance levels, although the magnitude of this effect was small and dependent upon controlling for the target preference. Second, the probabilities of looks to the target were correlated across consecutive 8-s time windows, but not across trials. Third, performance in the task was positively related to the size of verb vocabularies of the children.




DISCUSSION

This study aimed to determine whether: (a) participants could correctly interpret transitive sentences with novel verbs, (b) this effect was restricted to certain time windows, (c) participants exhibited discrete or graded individual differences in their ability to comprehend transitive sentences with novel verbs, and (d) individual differences were predicted by the number of verbs children knew and/or their lexical processing efficiency. We found that, overall, the participants did not look to the target at above-chance levels, and found very little evidence that they did so within specific time windows. Moreover, our data did not provide strong evidence in favor of either of the two models of the structure of individual differences and did not support any of the predictions about the source of individual differences. Given the ambiguous pattern of the results, we examined performance in our practice trials to determine whether our task was, in principle, capable of capturing meaningful individual differences, and found moderate evidence for this proposition. We discuss these results and their implications for using the IMPL data in the current modeling framework below.

We found moderate evidence against the hypothesis that, on average, 24-month-olds can comprehend a novel verb in a transitive sentence structure. This null pattern in the results remained even when we controlled for target preference in two ways: by excluding an action that attracted a disproportionate number of looks as the target and the distracter and by including the proportion of looks to the relevant action when it was the distracter as a control variable. Our results are inconsistent with those of Gertner et al. (2006), who found that samples of 21- and 25-month-olds looked to the target at above-chance levels, but are consistent with the no-training condition of Dittmar et al. (2008a), in which a sample of 21-month-olds did not look to the target at above-chance levels without the help of familiarization trials. Given that we conducted training trials similar to those in Dittmar et al. (2008a), our results seem to reinforce their conclusions that the success of toddlers in comprehending transitive sentences with novel verbs is contingent on their immediately preceding linguistic experience. However, our findings also appear to contradict those of Scott et al. (2018), who, in one of their two studies, did not include any familiarization trials with 23-month-olds. It is difficult to identify the exact cause of the discrepancy between these studies, as they differed on multiple dimensions; in particular, Scott et al. used animated videos with non-agent subjects and non-causative actions.

Moreover, we did not find evidence that the participants looked to the target at above-chance levels in some of the windows. When we calculated proportions within each 8-s window, the model did not find evidence that the participants looked to target action at above-chance levels within any window. When raw data were compared to chance (and one action was removed), there was some evidence that the participants looked at above-chance levels in three 2-s windows. However, given that those confidence intervals do not fully account for the uncertainty in the data, there is a distinct possibility that these results are false positives.

Our results align with the observation of Ambridge and Lieven (2015) that performance in the IMPL task with novel verbs is quite variable across different instantiations of the task. Such a conclusion is consistent with Usage-Based theories. For example, Abbot-Smith and Tomasello (2006) and Ambridge and Lieven (2015) note that we would expect such variability if children have fragile, tentative representations of a syntactic structure that are suitable for some tasks but not others. However, these findings could also be explained by Early Abstraction theories, if one assumes that non-syntactic processing demands are sufficiently variable across instantiations of the task. It is worth noting, then, that our study differed from previous ones by including an additional eye-tracking task (The LWL task). The inclusion of the LWL task raises the possibility of fatigue effects in the IMPL task. However, we think that this is unlikely, as the total time spent on the two tasks was ~10 min, and we did not find evidence of differences in performance across the first and second trials of the IMPL task. However, it is plausible that a group-level effect was ruled out because of other non-syntactic processing factors.

As argued in the introduction, observing that a sample of children does look (or does not look) at the target at above-chance levels would not provide clear support for Early Abstraction or Usage-Based accounts. We, therefore, compared models that assumed graded vs. discrete individual differences with the preferential looking data. The model assuming graded individual differences fit slightly better than the model assuming discrete individual differences, although this difference was smaller than two SEs and cannot, therefore, be distinguished from a sampling error. Moreover, we found no evidence supporting predictions about the sources of individual differences from either account. In the model of graded individual differences, neither the total number of verbs known nor lexical processing efficiency predicted overall looks to the target. In the model of discrete individual differences, lexical processing efficiency did not predict the proportion of looks to the target in the above-chance group, and the number of verbs known did not predict the probability that a given participant belonged to the above-chance group.

Given the ambiguous results above, we ran a set of exploratory analyses on our practice trials to determine whether our version of the IMPL task was, in principle, capable of capturing meaningful individual differences. We found moderate evidence to support this claim. The participants looked to the target action at above-chance levels once target preference was controlled for, although this effect was quite small when compared with previous studies. We found small but significant correlations between consecutive windows in the IMPL task, although not between consecutive trials, and we found that performance in the practice trials was related to the size of the verb vocabularies of the children, although not to their lexical processing efficiency. We encourage caution when interpreting these results, as our practice trials were not designed for the purpose of addressing these questions, and our analyses were exploratory. However, we believe that taken together, they suggest that our practice trials captured meaningful individual differences, although the size of these effects is smaller than would be desired.

This raises the question of why the practice and test trials differed in this regard, and what this means for using the IMPL to capture individual knowledge and variability. One possible explanation comes from the different patterns of correlations in the two phases of the task. While we observed no significant correlations between windows or trials in our test trials, we found significant correlations between windows, but not trials, in our practice data. Note that if the trials were consistently tapping the underlying knowledge of an individual, we should have seen some consistency in looking behaviors across trials and the windows within these trials, such that looking time behavior should be positively associated. We analyzed publicly available data from Messenger and Fisher (2018), whose data show some evidence of such consistency, although the behaviors of children still varied within and across experiments. We calculated the correlations between trials and time windows in Experiments 2 and 3, both of which tested the comprehension of novel verbs in passive sentences by children, with the only difference being that Experiment 3 was designed to reduce lexical processing demands. In Experiment 2, there was a significant correlation between trials 1 and 2 (r = 0.407), but not between windows 1 and 2 (r = 0.228). Experiment 3 yielded a different pattern of results, with a non-significant correlation between trials 1 and 2 (r = 0.265) and a significant correlation between windows 1 and 2 (r = 0.488). Thus, the study of Messenger and Fisher (2018) showed positive associations across trials and within windows, but the strength of the associations varied. In our data, we found some evidence for this in our practice trials, but not in our test trials. This variability suggests that the performance of children in the IMPL task is not always uniform within a given experiment, and does not predict individual trials in a consistent way across instantiations of this task. This points to the very likely possibility that the performance of the children within and across trials is historically contingent on prior looking behavior (i.e., from window to window, which is clear in all the eye-movement data, and from trial to trial, which is less often considered). However, the pattern of looking behavior and how it reflects the knowledge and/or learning during the task is difficult to ascertain and may be idiosyncratic in ways that do not only reflect linguistic knowledge. If this is the case, the average proportion of looks to the targets might contain enough relevant signals to measure individual differences in some instantiations, as in Messenger and Fisher (2018) and our practice trials, but not others, such as our test trials.

These results may be further evidence of the argument that tasks developed to perform well in experimental paradigms may not be suitable for individual difference studies (Hedge et al., 2018). In particular, because experimental designs seek to minimize between-subject variability, much of the variability in performance reflects error. This makes such tasks well suited for detecting group differences, but inadequate for modeling individual variability, for which meaningful between-subject variability is necessary (Hedge et al., 2018). This is increasingly becoming a concern in language acquisition research (Kidd et al., 2018a; Donnelly and Kidd, 2020). For example, in a recent study aimed at examining whether the comprehension of dynamic motion events by 10-month-old children was related to their vocabulary development, Durrant et al. (2020) found that looking times did not reliably capture individual differences. They point out that little is known about the drivers of the attention of children on these sorts of tasks; it may be that the comprehension of children is non-linearly related to looking time. Consistent with this suggestion, simulation, and empirical evidence suggests that children prefer videos of moderate complexity in looking time studies (Kidd et al., 2012; Piantadosi et al., 2014), looking away from the screen more often when images are of high or low complexity. While the relevant dependent measure of this study is notably different (proportion of total looks to one of the two stimuli, rather than overall time spent looking at the screen), it may be the case that, like in infant looking time studies, individual differences in the comprehension of children do not map to proportions in a monotonic manner.

The IMPL task has proven extremely useful for investigating differences in the linguistic knowledge between groups of children, thus earning its status as a workhorse in developmental psychology studies (e.g., see studies described in Golnikoff et al., 2015; Naigles, 2021). Many previous studies have found correlations between IMPL tasks and other linguistic and social variables, including our analyses of the practice trials, proving its utility as a measure of individual differences in some experimental contexts [Messenger and Fisher (2018); see Naigles (2021) for an overview of studies; although some studies have observed non-significant correlations between performance in the IMPL task and vocabulary, a finding often interpreted as evidence against Usage-Based accounts (Gertner et al., 2006; Scott et al., 2018)]. However, given the relatively unpredictable pattern of relationships between the trials described above, the precise form of the relationship between syntactic knowledge and the proportion of looks to the target is unclear. This poses a challenge to complicated models of individual differences, such as those reported here. Future studies should aim to understand how individual differences in the comprehension of children map onto IMPL tasks. A promising tool for doing so is the combination of cognitive process models and psychometric models, so-called cognitive psychometrics (Voorspoels et al., 2018). Such studies may prove a necessary pre-requisite for testing the more precise predictions of individual differences discussed in this report.



CONCLUSION

In this study, we tested the competing predictions of the Early Abstraction and Usage-Based accounts of early grammar by considering the nature and structure of individual differences in the comprehension of English transitive sentences containing novel verbs by 2-year-old children. Overall, we found little evidence favoring either a set of predictions about the structure or the source of individual differences. However, the interpretation of our results was complicated by the low correlation between trials and the consistent preferences for particular actions. While we believe that our approach to modeling individual differences holds much promise for adjudicating between theoretical debates in language acquisition, more work on the psychometric properties of commonly used experimental methods, such as the IMPL, is necessary to precisely quantify the varying abilities of children. Thus, despite our unclear pattern of results, we see significant merit in pursuing the mapping of individual differences in development, although there is much more theoretical and methodological work to do (see Kidd and Donnelly, 2020).
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FOOTNOTES

1It is important to emphasize that there is a wide variety of Early Abstraction accounts, and we have only summarized those most typically invoked when explaining findings from the IMPL task. It is possible that other versions of the Early Abstraction account would make different predictions.

2As with our discussion of the predictions from the Early Abstraction accounts, we emphasize that there are potentially other Usage-Based accounts, not typically referred to in research on this task, that could make different predictions.

3This is equal to (Y*(N−1) + [image: image])/N, where Y is the raw proportion and N is the number of eye-tracking samples using which Y was calculated.

4Sufficient LWL data were available for 88 of the 92 participants.

5Sufficient vocabulary data was available for 88 of the 92 participants.
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Emergentist approaches to language acquisition identify a core role for language-specific experience and give primacy to other factors like function and domain-general learning mechanisms in syntactic development. This directly contrasts with a nativist structurally oriented approach, which predicts that grammatical development is guided by Universal Grammar and that structural factors constrain acquisition. Cantonese relative clauses (RCs) offer a good opportunity to test these perspectives because its typologically rare properties decouple the roles of frequency and complexity in subject- and object-RCs in a way not possible in European languages. Specifically, Cantonese object RCs of the classifier type are frequently attested in children’s linguistic experience and are isomorphic to frequent and early-acquired simple SVO transitive clauses, but according to formal grammatical analyses Cantonese subject RCs are computationally less demanding to process. Thus, the two opposing theories make different predictions: the emergentist approach predicts a specific preference for object RCs of the classifier type, whereas the structurally oriented approach predicts a subject advantage. In the current study we revisited this issue. Eighty-seven monolingual Cantonese children aged between 3;2 and 3;11 (Mage: 3;6) participated in an elicited production task designed to elicit production of subject- and object- RCs. The children were very young and most of them produced only noun phrases when RCs were elicited. Those (nine children) who did produce RCs produced overwhelmingly more object RCs than subject RCs, even when animacy cues were controlled. The majority of object RCs produced were the frequent classifier-type RCs. The findings concur with our hypothesis from the emergentist perspectives that input frequency and formal and functional similarity to known structures guide acquisition.

Keywords: Cantonese, child first language acquisition, elicited production, relative clauses, emergentism


INTRODUCTION

Theories of language acquisition differ in how children’s grammatical competence should be characterized, the mechanisms proposed by which children can reach the adult-like grammar, and how the process and the nature of language acquisition proceeds. Emergentist approaches to language acquisition advocate that children are not born with adult-like syntactic knowledge, but that abstract categories and functionally driven knowledge of constructions emerge from the usage patterns in children’s linguistic experience and/or processing routines (e.g., Tomasello, 2003; O’Grady, 2005). Ontogenetically, children have to re-construct the grammatical dimension of language from the concrete linguistic expressions to which they are exposed with the aid of a set of cognitive, socio-cognitive and biological mechanisms. These mechanisms are domain-general, not specialized only for language learning, and involve interaction of multiple factors that are not inherently grammatical in nature, such as experience, cognition, processing, and function (O’Grady, 2011).

A prominent emergentist approach to language acquisition, the usage-based or “constructivist” approach (e.g., Lieven and Tomasello, 2008) adopts a constructional view of grammatical organization in cognitive linguistics (Fillmore et al., 1988; Goldberg, 1995; Croft, 2001) that aims at a unified representational account of all grammatical knowledge. Constructions are viewed as symbolic units, being integral pairings of form and meaning/function, and the notion of a construction is extended to cover linguistic structures of all levels of complexity (from morphological markers to lexical items to complex syntactic constructions) and schematicity. Linguistic competence is characterized in terms of the mastery of a structured inventory of meaningful linguistic constructions of a particular language (Langacker, 1987). Extending to language acquisition, what children eventually acquire is a network of constructions (see Diessel, 2020, this volume). In this network, constructions are related through specific links; and these links, which are non-derivational ways to capture the constructional relationships, are also part of the knowledge of the mental grammar.

On this theoretical perspective, the acquisition of constructions is potentially influenced by related (or neighboring) constructions, i.e., constructions with overlapping semantic and/or structural properties. One relevant hypothesis along these lines is the “construction conspiracy hypothesis,” proposed by Abbot-Smith and Behrens (2006), who propose that the acquisition of a new construction could be supported by the prior acquisition of simpler related constructions. In support of the hypothesis, they demonstrated that one German-speaking boy’s acquisition of the sein-passive was supported by his prior acquisition of the simpler sein copula construction (as a source construction), while this was not the case for the werden-passive. A similar phenomenon was described as “constructional grounding” in Johnson (1999); see also Israel et al. (2000). Moreover, some constructivist approaches have shown that form-based similarity can support the learning of complex constructions. For instance, Lewis and Elman (2001) and Reali and Christiansen (2005) suggested that complex syntax such as correct auxiliary fronting in interrogatives with RCs can be learnt by bootstrapping from simpler sentences present in the input. Others have argued that meaning-based similarity is critical for acquiring the appropriate rules. Fitz and Chang (2017) found that a connectionist model that learned to map between relative clauses (RCs) and multiple messages could not only acquire correct auxiliary fronting rules, but could also explain some of the errors that children make in acquisition when they incorrectly link meaning and form [e.g., double auxiliary errors in the question “*Is the boy who is watching Mickey Mouse is happy?” (Fitz and Chang, 2017, p. 236)].

Emergentism also embraces the natural variations in form-function mappings between languages, as languages differ in their ways of encoding particular functions (e.g., MacWhinney and Bates, 1989; Chang, 2009). Typological differences between languages can lead to cross-linguistic differences in the distributional regularities of form-function mappings, resulting in natural variations in the input properties of learners acquiring different languages. Since language structure emerges from aspects of language use, this approach identifies a core role for language-specific experience in syntactic development. Specifically, frequency assumes an explicit theoretical status in the emergentist approach (Ambridge et al., 2015). The human processor shows a general sensitivity to frequency that shapes the use and acquisition of language in explicit ways (O’Grady, 2011). This perspective therefore expects a clear influence/effect of frequency in the acquisition and processing of grammatical constructions.

Emergentist perspectives directly contrast with the nativist approach, which conceptualizes grammatical development as guided by Universal Grammar (UG). In UG approach to language acquisition, children’s hypothesis space is restricted by a set of innate language-specific principles and constraints that govern all human languages. This approach is also structurally oriented, as structural factors are primary determinants in affecting acquisition of grammar [as opposed to information peripheral to grammar, such as its frequency of usesuch as its frequency of use; see also works by Charles Yang (e.g. Li et al., 2021) which may be viewed as an exception]. They also have a radically different perspective to consider the theoretical status of constructions. Constructions are epiphenomena, generated by general syntactic principles and abstract features (Tomasello, 1998).


Emergentist Versus Universal Grammar Structurally Oriented Perspectives: Acquisition of Relative Clauses

We next discuss how these two opposing theoretical perspectives conceptualize acquisition of RCs, focusing on the target constructions under current investigation. Working under an emergentist approach to language, O’Grady (2011) proposed a processing-based account for the acquisition of RCs, which is particularly relevant and useful in discussing the current study. Under this constraint-based approach to processing, there are multiple factors interacting to determine processing cost. He highlighted two factors that are particularly relevant to RCs: (i) prominence of the subject argument; and (ii) the cost of maintaining filler-gap dependencies.

The first factor is related to the functional notion of topicality. A RC functionally describes the referent of its head noun and there is a general subject prominence advantage in interpreting the “missing” argument in general: given that a clause’s subject is often the default topic, it is less effortful to parse a RC as being about its default topic (the subject) than to parse it as being about some other items (Keenan and Comrie, 1977; Kim and O’Grady, 2015). This factor therefore favors a general subject RC (SRC) over object RC (ORC) advantage across languages.

The second factor considers the linear length of the dependency relationship that holds between the modified nominal (the so-called “head noun” and the “filler”), and “the position at which it can be associated with the verb’s conceptual structure” (the so-called “gap,” O’Grady, 2011, p. 21), hence the so-called “filler-gap dependency.” Such a dependency places a burden on the processor to resolve the dependency relationship. As such, the longer the linear distance of the filler-gap dependency (when there are more discourse referents intervening between the filler and the gap), the more postponed the resolution of the dependency is, the more taxing it would be for working memory, and thereby the heavier load it is on the processor which is constrained in its processing capacity. In the case of English SRCs versus ORCs [see (1) and (2) below], the filler-gap dependency in SRCs can be resolved at a much lower cost to working memory than in ORCs, because there are fewer discourse referents intervening between the filler and the gap. This factor therefore favors a SRC over ORC advantage in a language like English.

English subject RC

[image: image]

English object RC

[image: image]

Regarding the role of related constructions in acquisition, there has also been research addressing the influence of related constructions on the acquisition of RCs in particular. The specific hypothesis is that the acquisition of RCs is facilitated if RCs bear (some) resemblance with main clauses. A precursor of this perspective dated back to a classic study by Bever (1970). More recent studies that have explicitly argued for the facilitating effect of main clauses on the acquisition of RCs in the framework of construction grammar include Diessel and Tomasello (2005); Diessel (2007), Brandt et al. (2008), Fitz et al. (2011), and McCauley and Christiansen (2019). In a language like English, SRCs (but not ORCs) will be facilitated as SRCs resemble SVO transitive main clauses.

By contrast, the structurally oriented approach relies on hierarchical syntactic representations to consider the processing cost associated with the intervening elements between the filler and the gap when conceptualizing the acquisition and processing of RCs. We highlight two major types of structural factors that have been considered in the RC acquisition literature. The first type considers the structural distance between the filler and the gap, in terms of the depth of embedding of the gap in a hierarchical structure (e.g., O’Grady, 1997; Hawkins, 2004; Lin and Bever, 2006). There are various metrics in how the structural distance is computed, but the basic idea is that the deeper a gap is embedded in the hierarchical structure, the longer the structural distance it is, and the more difficult it is to process. Taking English RCs as an example, a SRC as in Figure 1 has a shorter hierarchical structural distance between the filler (“the pig”) and the gap than an ORC as in Figure 2. Therefore, in English, a SRC is easier to process than an ORC.


[image: image]

FIGURE 1. Hierarchical structure of an English subject RC.
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FIGURE 2. Hierarchical structure of an English object RC.


Another structural factor is structural intervention (Friedmann et al., 2009). A dependency is harder to process when there is a structural intervener, which violates Relativized Minimality (Rizzi, 1990, 2004), which places local constraints on dependencies in a sentence. In an English ORC as in Figure 2, the dependency between the head noun (“the dog”) and its gap site has to cross over the embedded subject of the RC (“the pig”). Since the embedded subject is identical in some formal features with the head noun (e.g., both are animate lexical NPs), the RC-internal subject becomes a structural intervener blocking the local relation between the head noun and its gap site, violating Relativized Minimality. By contrast, in an English SRC as in Figure 1, there is no structural intervener in the dependency between the head noun (“the pig”) and its gap site, and therefore its processing is computationally less demanding. As such, in English, a SRC is again easier to process than an ORC.

The structurally oriented approach therefore predicts that in a language like English, SRCs would be easier than ORCs to acquire/process, because of shorter structural distance and lack of structural intervention associated with SRCs. Note that emergentism and structurally oriented theories both make the same prediction for SRC over ORC advantage in acquisition in this case, despite a different underlying nature of difficulty for ORCs, and therefore one cannot test these two opposing theories in a language like English.



Post-nominal Versus Pre-nominal Relative Clauses: Subject/Object Asymmetry in L1 Relative Clause Acquisition

Looking beyond English, there is a need to examine how these factors apply crosslinguistically and across diverse typological contexts [see Lehmann (1984) for a typological overview of RCs]. One case we study here is the rare combination of head-final pre-nominal RCs where RCs are placed before the head noun that they modify.

In a post-nominal RC language like English, the two factors prominence and distance appear to coalesce, acting in synergy to create a strong bias favoring SRCs over ORCs. Similarly, as mentioned, the structural factors considered in the structurally oriented theories would also favor SRCs over ORCs. These predictions align with the findings reported in the L1 acquisition literature. A large body of acquisition literature has demonstrated that in English and other European languages with head-initial RCs, SRCs are consistently easier to process/acquire than ORCs when animacy is controlled (e.g., English and German: Diessel and Tomasello, 2005; French: Labelle, 1990, 1996; Hebrew: Friedmann et al., 2009; Arnon, 2010; Italian: Adani, 2011; Contemori and Belletti, 2014).

However, when one considers the L1 RC acquisition literature on the issue of subject/object asymmetry in head-final post-nominal RC languages like Japanese, Korean, and Chinese, we see a much less consistent pattern of results across a growing body of acquisition studies. The mixed findings suggest either a lack of a robust SRC over ORC advantage, or even an opposite pattern of an ORC over SRC advantage.

In the L1 Japanese RC acquisition literature, studies have reported mixed findings that point to a lack of a robust subject over object advantage. For example, Harada et al. (1976) used an act-out task to test 98 Japanese-speaking children aged between 3;6 and 10;11 and found no effect of the gap position. Hakuta (1981) tested 12 preschool children aged 5;3 and 6;2 in an act-out task and found an object advantage. Based on analyzing the longitudinal naturalistic production data of five Japanese-speaking children aged from birth to 3;11, Ozeki and Shirai (2007) found no marked difference between SRCs and ORCs. In a more recent study, Suzuki (2011) constructed a picture description task to test L1 monolingual Japanese-speaking children aged between 5;1 and 6;8 and found no difference in the difficulty between SRCs and ORCs for the children who could use case markers for the comprehension of single-argument sentences. Most recently, Sasaki et al. (2021) tested Japanese-speaking children on their comprehension of RCs using a picture pointing task, and reported a subject over object advantage in their typically developing children.

A similar phenomenon pointing to a lack of a robust subject over object advantage happens in the L1 Korean RC acquisition literature too. For instance, Kim and O’Grady (2015) compared production of RCs in child English versus Korean and found SRC advantage in both groups. However, Yoo and Yim (2021) reported no SRC over ORC advantage in both online and offline comprehension in typically developing Korean-speaking children, using a self-paced reading task and a picture selection task, respectively.

In the L1 Mandarin RC acquisition literature, corpus studies of children’s spontaneous speech and adult input (Chen and Shirai, 2015; Liu, 2015) reported that ORCs were more frequent and emerged earlier than SRCs in both children’s speech and adult input. However, these early ORCs were also restricted in form and function (e.g., most of these ORCs were isolated noun phrases without a main clause, and typically modify inanimate head nouns), and therefore they may not demonstrate mastery of the construction. Experimental studies have yielded mixed findings, with some studies showing SRC over ORC advantage (Lee, 1992; Hsu et al., 2009), others showing ORC over SRC advantage (Ning and Liu, 2009), and some reporting no difference (Chang, 1984; Su, 2004; see Chan et al., 2011 for a review). However, many early studies had their methodological limitations, and more recent studies appear to show a more consistent subject over object advantage in comprehension (Hu et al., 2016b; Tsoi et al., 2019) and production (Hsu, 2014; Hu et al., 2016a).

This apparent subject over object advantage appears to be consistent with predictions from structurally oriented perspectives for Mandarin (Hu et al., 2016a,b). However, Mandarin has different SRC and ORC constructions, and these past experimental studies had only assessed RCs with the relative marker de introducing a bare head noun (termed DE-RCs in Yang et al., 2020), but not another productive RC type where the relative marker de introduces a head noun that is followed by the demonstrative that and classifier (CL) (termed DCL-RCs in Yang et al., 2020). See examples (3) to (6).

Mandarin subject DE-RC:
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Mandarin object DE-RC:
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Mandarin subject DCL-RC (CL: classifier):
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Mandarin object DCL-RC:
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Comparing the acquisition and processing of DE-RCs versus DCL-RCs in Mandarin is theoretically illuminating, because these two RC types not only differ- and are reversed- in their distributional properties in the adult input: SRC-like structures are more frequent than ORC-like structures for the DE type; but ORC-like structures are more frequent than SRC-like structures for the DCL type. Our recent study (Yang et al., 2020) is the first examining the online comprehension of DE-RCs versus DCL-RCs in a group of Mandarin 4-year-olds using a within-subjects design, and reported that the children displayed subject advantage in DE-RCs (as in some previous studies), but the same children showed an object advantage in DCL-RCs. These findings cannot be readily explained by structurally oriented perspectives, but align with predictions from emergentist experienced-based accounts that expect developmental processing preferences being shaped by distributional frequencies in the learner’s experience.

Turning to Cantonese, the target language under current investigation, there has been no published corpus study of naturalistic speech reporting on the acquisition of Cantonese RCs in monolingual Cantonese-speaking children. Existing studies of child Chinese are based on naturalistic speech of bilingual Cantonese children and monolingual Mandarin children in Yip and Matthews (2007) and Chen and Shirai (2015) respectively, which reported that ORCs are attested earlier than SRCs. However, studies of naturalistic speech have two limitations: there could be more opportunities for using ORCs in these naturalistic samples; and the early ORCs attested are restricted in form and function, many of them being isolated noun phrases without a main clause and typically modify inanimate head nouns. As such, for our collective understanding it is more informative when equal opportunities are provided to elicit SRCs versus ORCs and when animacy cues are neutralized in experimental investigations.

There are experimental studies that controlled these two factors. Using a picture identification task and a picture description task, Lau (2016b) studied the RC comprehension and production of monolingual Cantonese children, aged 3;0–5;11 and 4;03–5;10 respectively, and reported that children showed better performance on SRCs than ORCs in her picture identification comprehension task and no overwhelming preference for either SRCs or ORCs in her picture description production task. A more recent study by Chan et al. (2018) examined the online comprehension of SRCs and ORCs in Cantonese 4-year-olds, and reported a weak object over subject advantage in the comprehension of classifier RCs [see examples (9) to (11) below], but a subject over object advantage in the comprehension of GE-RCs [see example (13) below]. Again, these findings challenge the structurally oriented approach to acquisition and processing which would predict a uniform subject over object advantage for Cantonese for both RC strategies, since the results suggest that comprehension is significantly guided by distributional frequency information in children’s linguistic experience.



Mandarin Versus Cantonese Relative Clauses

In this section, we highlight below the similarities and differences between Mandarin and Cantonese, as a preface for elaborating on the specific predictions of emergentism versus structurally oriented theories for Cantonese RC acquisition in the next section. In discussing the similarities, we explain why the effects of distance and prominence would pull in opposite directions in both languages. In discussing the differences, we highlight how Cantonese, the target language under investigation, also differs from Mandarin.


Similarities

Sinitic languages like Mandarin and Cantonese are exceptional among SVO languages in placing the RC before the head noun (Keenan, 1985; Dryer, 2013). Given this configuration, it is the ORCs, not the SRCs, that have a shorter length of the filler-gap dependency. Compare (5) versus (6) repeated as (7) versus (8) in Mandarin and (9) versus (10) in Cantonese.

Mandarin subject RC (CL: classifier):
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Mandarin object RC:
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Cantonese subject RC:
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Cantonese object RC:
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Moreover, it is also the ORCs not the SRCs that follow the canonical SVO word order, and resemble frequent and early-acquired simple SVO transitive clauses. Consider the hypothesis that the acquisition of RCs is facilitated if RCs bear resemblance with main clauses, ORCs (but not SRCs) would be facilitated from this emergentist constructivist perspective. Consequently, the distance factor and facilitation from simple main clauses would favor ORCs (not SRCs) in these two Chinese languages, exerting an opposite effect from the prominence factor which would favor SRCs (not ORCs) across languages in general.



Differences

On the other hand, Cantonese is unique among South East Asian languages according to the functions of classifiers. Unlike Mandarin, classifiers in Cantonese (and some other Southern Sinitic languages and Miao-Yao languages) have undergone grammaticalization with their functions extending from not only individualization and classification but also to referentialization and relationalization (Bisang, 1993; Matthews and Yip, 2001). Consequently, classifiers in Cantonese are multi-functional and can serve as a referential marker indicating specificity and a RC marker as an instance of relationalization in noun phrases. Table 1, adapted from Matthews and Yip (2001, Table 10.1), based on Bisang’s (1993) typology, nicely classifies these South East Asian languages according to the functions of classifiers.


TABLE 1. Functions of classifiers in South East Asian languages (adapted from Matthews and Yip, 2001, Table 10.1).

[image: Table 1]
As such, Cantonese classifier ORCs not only resemble but are identical in surface form with SVO main clauses, because the classifier itself can serve as a RC marker in this language. Compare (10), repeated below as (11) and (12).

Cantonese object classifier RC:
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Cantonese transitive SVO main clause:
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Sentences (9) to (11) are called classifier RCs (henceforth CL-RC) because the classifier serves as the relative marker. CL-RCs are frequently used in spoken Cantonese, especially in informal register, and in adult child-directed speech (Chan et al., 2018). Cantonese has two more formal relativization strategies that are similar to Mandarin RCs, where RCs are marked by the particle ge3 [see (13), called GE-RCs here] or marked by both ge3 and classifier [see (14), called hybrid GE-CL RCs here].

Cantonese object RC of the ge3 type (GE-RC) (PRT: particle):
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Cantonese object RC of the hybrid type (hybrid GE-CL RC):
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Note that this surface identity with SVO transitives is unique to Cantonese object classifier RCs, but not Mandarin ORCs. Mandarin ORCs as in (4), (6), and (8) only resemble but are not identical in surface form with SVO transitive main clauses, due to presence of the relative marker de. Regarding identical surface form, it is also natural to wonder whether there are prosodic differences between the two constructions. Lau (2016a) attempted to elicit native Cantonese adult speakers’ production of object classifier RCs and SVO transitive main clauses, which were identical in surface form. Interestingly, an acoustic analysis showed no prosodic differences between the two structures. While more in-depth investigations are needed for further research, there is thus far no empirical evidence suggesting that adult native speakers of Hong Kong Cantonese use prosody to disambiguate the surface identity in syntax between Cantonese object classifier RCs and transitive main clauses.

If this is so, Cantonese is unique in at least two more ways. First, given the surface identity and functional overlap with SVO transitive main clauses, the weight of facilitation effect from simple main clauses may be even stronger in Cantonese for its object CL RCs (compared to the case of Mandarin ORCs being differentiated by a relative marker de), in production. We highlight production here because the current study is a production study and the effect could be different in comprehension (see section “Discussion”). Second, the identity in surface form and the overlap (but not being identical) in function between object CL RCs and SVO transitive main clauses in Cantonese offers a good demonstration for the important role of function for disambiguation. This point is also consistent with a central orientation of emergentist usage-based linguistics: the importance of function as a crucial factor in finding and creating linguistic patterns, both historically and developmentally (Tomasello, 2003).




Predictions for Cantonese Relative Clauses: Emergentism Versus Structurally Oriented Theories

As mentioned in the theoretical introduction, frequency has an important theoretical status in emergentism (Ambridge et al., 2015). Abbot-Smith and Behrens (2006), for instance, argued that “input frequency should be examined in relation to a network of related constructions, rather than in relation to a construction in isolation.” We therefore conducted a corpus study of adult-to-child directed speech from two monolingual Cantonese corpora that are available on the CHILDES database,1 namely CanCorp (Lee and Wong, 1998) and HKU-70 (Fletcher et al., 2000). These two corpora contained a total of 241 transcripts from 78 Cantonese speaking children (half female) aged between 1;07 and 5;6. We extracted all adult utterances containing classifier (CL) and ge3 using the Computerized Language Analysis (CLAN) program (MacWhinney, 2000). Since CL and ge3 are multi-functional in Cantonese, the extracted data were further manually disambiguated and coded.

Similar to Vasishth et al. (2013) and our previous work (Yang et al., 2020), we targeted utterances that are more general than genuine RCs, the so-called “RC-like” sequences. These sequences were RC-like because they have the same surface form as Cantonese SRCs [V-N-(ge3)-(D)CL-(N)] and ORCs [N-V-(ge3)-(D)CL-(N)], and we further restricted our current level of analyses to noun modifying constructions. As such, they include both conventional RCs (where a filler-gap dependency can be readily conceived) and gapless noun modifying clausal constructions [see (15) and (16)] which have the same surface form and share the discourse-functional properties with conventional RCs as noun-modifying constructions.

Gapless noun-modifying constructions in Cantonese:
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Table 2 lists the structural frequencies of SRC-like and ORC-like sequences for (D)CL, GE, and hybrid (ge3 + CL) constructions, which map onto the three relativization strategies in Cantonese. Overall, (D)CL RC-like sequences were far more frequent than GE RC-like sequences, with hybrid RC-like sequences unattested (273 tokens versus 78 tokens versus 0 tokens), consistent with the fact that CL RCs are commonly used in colloquial speech, while the other two relativization strategies (GE and hybrid) are more commonly used in formal registers. Across both (D)CL and GE RC-like sequences, ORC-like sequences were noticeably more frequent than SRC-like sequences [1.5 times more frequent for (D)CL and 1.9 times more frequent for GE]. Note that the current level of analyses has not yet counted the SVO transitive constructions which share the same surface form with object CL RCs [N-V-(D)CL-(N)] and has functional overlap with object CL RCs at the semantic level of agent-patient relations (the current level counted only also the gapless noun modifying clausal constructions which are functionally closest to conventional RCs). If we were to go beyond this more conservative level of analysis adding also those frequently used SVO transitives, ORC-like sequences would be even far more frequent than SRC-like sequences, i.e., >1.5 times more frequent, for (D)CL [see also Chan et al. (2018) reporting that simple transitives which share surface identity with object CL RCs were twice as frequent as object CL RCs in their corpus study of Cantonese adult child-directed speech].


TABLE 2. Frequencies of (D) CL, GE, and Hybrid RC-like noun modifying constructions in Cantonese child-directed speech.
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Specifically, one unique developmental prediction from the emergentist approach would be that ORCs, object CL-RC in particular, would be facilitated, because of its high structural frequencies in young children’s linguistic experience. Moreover, the distance factor would also favor ORCs over SRCs in general. Furthermore, on the basis of shared structural properties, and overlap in functional properties at the semantic level of agent-patient relations, object CL-RC as in (11) and transitive construction as in (12) could be conceptualized as related constructions in a construction network. Children can make use of the simpler and earlier acquired transitive construction (as a source or supporting construction) to bootstrap onto formulating an object classifier RC in production. Consider that emergentism views acquisition as a multi-factorial adaptive system with different factors interacting or even competing over the course of development, competition is a major theoretical theme (Bates and MacWhinney, 1987; Hawkins, 2007). In this regard, Cantonese RCs are intriguing in light of competing constraints in emergentism (MacWhinney, 2005, 2012) because, unlike in commonly studied languages like English, these factors of input frequency, distance, and support from related constructions that favor ORCs (and the CL type in particular) may conspire to override subject prominence in Cantonese.

In contrast, the structurally oriented approach to RC acquisition (O’Grady, 1997; Friedmann et al., 2009; Hu et al., 2016a,b) considers that structural factors are primary determinants in affecting acquisition of grammar (as opposed to information peripheral to grammar, such as its frequency of use); and as such consider complexity based on formal complexity rather than experience. In Cantonese SRCs like Figure 3, the structural distance between the filler (the head noun zyu1zai2 “the piggy”) and its gap site is shorter. There is also no structural intervener between the head noun and its gap site. On the other hand, in Cantonese ORCs like Figure 4, the structural distance between the filler (the head noun gau2zai2 “the doggy”) and its gap site is longer. There is also a structural intervener (the embedded RC-internal subject zyu1zai2 “the piggy”) between the head noun and its gap site. This approach therefore would predict a subject advantage also for Cantonese RCs, since ORCs are considered computationally more demanding to process.
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FIGURE 3. Hierarchical structure of a Cantonese subject RC.
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FIGURE 4. Hierarchical structure of a Cantonese object RC.




Current Study

As an extension to our previous works on RC comprehension in child Cantonese (Kidd et al., 2015; Chan et al., 2017, 2018), we extend our experimental work to production in the current study. Unlike previous acquisition studies assessing older children (e.g., Lau, 2016b), we target a group of younger children aged 3 years, aiming to capture how they attempt to produce RCs at an early stage of acquisition. Specifically, we test the developmental predictions from the emergentist perspectives and the structurally oriented approach: the former predict a specific preference for object CL-RCs, but the latter predicts a subject advantage.




MATERIALS AND METHODS


Participants

Eighty-seven typically developing monolingual Cantonese-speaking children aged between 3;1 and 3;11 (33 male and 54 female) were recruited from six kindergartens in Hong Kong to participate in this study. Under the trilingualism and biliteracy language policy in Hong Kong, these children are considered predominantly monolingual in Cantonese, because they have been exposed to Cantonese as their first, family and community language from birth, and have been studying in a local school using Cantonese as the medium of instruction, without receiving regular, intensive and extensive exposure to other languages at home and outside of home. Exclusion criteria include children having a previous clinical diagnosis of language impairments or other developmental disorders, children having atypical language milestones of onset of first words and word combinations, and children whose parents have expressed concerns over their child’s development in language, hearing, or other areas of cognition. Parental questionnaires were collected to ensure that the children tested did not meet these exclusion criteria.



Materials

Each participant received 4 practice trials (2 SRCs and 2 ORCs) and then 16 experimental trials (8 SRCs and 8 ORCs). See Supplementary Appendix A. All RC trials contain nouns that feature animate entities using common animal names, so that animacy cues were neutralized, and all verbs were transitive activity verbs. The test consisted of two different scripts. Each script contained 16 experimental trials, which included 8 SRCs and 8 ORCs in randomly order. Children were randomized assigned to one of the two scripts.



Procedure

All children were tested individually by two female native Cantonese-speaking experimenters in a quiet room in their school. Each child took part in a task modeled after Crain et al. (1990) and Courtney (2011) to elicit production of SRCs and ORCs in a within-participants design. Crucially, each child and an experimenter (ExpA) observed as another experimenter (ExpB) manipulated two animal toy figures of the same type performing different actions. ExpA was then blindfolded and the child had to help ExpA identify the figure which ExpB pointed at using verbal reference.

The task runs as follows. In each trial, ExpB would be responsible for placing four animal toy figures in four pre-specified locations on the table, with the two animals of the same type (one target and one distractor) being placed diagonally, horizontally or vertically in different trials, and a different animal type (the related) being the animal which the target would interact with, and another different animal type (the unrelated) being the animal which the distractor would interact with and with a different action. ExpB introduced the task expectation to the child by saying the following (pointing cues are stated in parenthesis): “Now I am going to play a game with you. You have a task, and your duty is to help this lady (point to ExpA) find an animal. Later you will see some animals (point to and name each of the 4 animals on table), and they will do different actions. Then, this lady (point to ExpA again) will wear a blindfold, and then I will point to one of the animals, for example this (point to one of the animal figures that are two tokens of the same type). This lady has her eyes covered so she cannot see, but she can still listen (point to ears), therefore you have to tell her which animal I am pointing to, so she can pick it up and give it to me.”.

ExpB then reminded the child again by saying “Remember to speak clearly. Do not only use your finger to point, or do not only say ‘this one’ or ‘that one,’ or do not only label the animal name. Because this lady has her eyes covered so she cannot see. You have to pay attention, remember what the animals are going to do, and then you can speak in a full sentence, to help this lady find the animal. Now let me show you how to play this game.”

ExpB then started the practice trials. The child and ExpA then watched as ExpB manipulated the animal figures by performing different actions, presenting two background scenes (e.g., acting out one pig pushing the dog, and then the other pig tickling the monkey in the SRC condition; or acting out the cat chasing the duck and then the frog feeding the other duck in the ORC condition). While acting out each background scene, ExpB would describe the action by saying, e.g., Look! This one pushes. The other one tickles, so the child heard all the animal names and verbs needed for formulating a RC. After this, ExpA put on a blindfold, and ExpB pointed to one of the animal toy figures (e.g., the pig that tickled the dog), asking the child to help ExpA identify the target animal by verbally describing which figure she was pointing to, upon ExpB prompting “Which one am I pointing to?” The two background scenes created a felicitous discourse context for the use of a restrictive RC to modify and restrict the referent from a set. The order of mentioning the target referent in the background scenes was counterbalanced across trials, with half mentioned in the first background scene, and half in the second.

During the first four practice trials, ExpB would demonstrate to the child the production of the target RC responses, for concrete demonstration of the task expectation. In the first two practice trials (one SRC and one ORC), ExpB only expected the child to listen to the two RC models. In the last two practice trials (one SRC and one ORC), ExpB would ask the child to imitate her two RC models, to increase the child’s awareness that the blindfolded ExpA had to rely on the child’s verbal output to identify the target figure. The four RC models spoken by ExpB used the hybrid GE-CL RC type [see e.g., (14)], with a simple copula main clause, i.e., in the form of “It’s [RC] head noun.” This RC strategy was chosen as it has the merits of being able to clearly present the structure as an RC introducing the head noun with an explicit RC marker ge3 (so no structural ambiguity) while still containing a classifier before the head noun which is commonly used in child-directed speech (although this ge3-classifier double marking is not necessary for grammaticality and is not frequently used in Cantonese child-directed naturalistic speech; see Chan et al., 2018). As long as the child showed compliance to attempt imitating the two RC models, the experimenters would proceed to the test trials, regardless of the child’s accuracy in imitation. After the child’s verbal response, ExpA removed her blindfold and identified the figure based on the child’s verbal description. No modeling of target RC responses was provided in the experimental trials. The first response produced by each child was recorded and then transcribed by the experimenters.



Data Coding

The first response produced by each child was scored according to its production accuracy. One mark was given to each correct response and zero mark given for a non-target response. Correct response refers to production of an RC that matched the type of RC that the condition was designed to elicit (SRC or ORC), not restricting the use of the relativization strategy. Marks would not be deducted for minor lexical substitutions as long as the target RC structure was produced. The third and the fourth authors coded all the children’s responses. A research assistant coded 20% of the data (18 out of 87 children, 20.7%) for inter-rater reliability. Inter-rater reliability was close to 100% agreement.




RESULTS

The R package lme4 (Bates and Maechler, 2010) in R (version 3.5.1, R Core Team, 2018) was used to fit Generalized Linear Mixed Models (GLMM; Baayen et al., 2008; Jaeger, 2008). The fixed effect was RC type (SRC versus ORC; mean-centered), and the random effects for participants and items. The main effect of RC type (χ2 = 17.63, df = 1, p < 0.001) significantly improved the model, showing that children produced significantly more ORCs than SRCs (20 versus 3 tokens, β = 2.337, z = 3.496, p < 0.001).

At an early age of 3-year-olds, only a small number of children were able to produce a target RC (10.3%, 9 out of 87 children). This is expected since this study aimed to capture the emerging competence to formulate an RC among younger children acquiring Cantonese as a first language. Among these nine children who could produce a target RC, the three children who each produced a SRC token (TP_06, TP_02, and TP_03) were also able to produce 1–3 ORC tokens at the individual level (see Table 3). Moreover, Table 4 tabulates the relativization strategy used in the 23 tokens of target RCs produced, showing that 60% of the tokens were CL-RCs (14 out of 23 tokens), followed by GE-RCs (7 out of 23 tokens), and last by hybrid RCs marked by both ge3 and a classifier (2 out of 23 tokens). Supplementary Appendix B lists all the target RCs produced by the children.


TABLE 3. Individual performance of participants who could produce a target RC.
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TABLE 4. Distribution of target RCs produced across relativization strategies and RC types.
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A further remark regarding the coding of object classifier RCs is warranted. As mentioned in the introduction section, object classifier RCs in Cantonese are unique because they share surface identity with simple SVO transitive constructions, unlike the other two relativization strategies which have a ge3 particle as relative marker. One might therefore query whether these tokens of object CL-RCs should be coded as ORCs or as simple SVO transitive constructions. We decided to code these tokens as ORCs on the grounds that each of these tokens was not only correct in form but also expressed a referential (not declarative) function in the discourse context, which matches functionally with an RC (noun-modifying) construction rather than a simple SVO transitive construction. Moreover, as the error analyses below show, a majority of the non-target responses in both SRC and ORC conditions were single noun phrases referring to the target referent (64.1% in SRC condition; 70.6% in ORC condition), providing consistent illustrative evidence that these children displayed understanding of the task expectation that their verbal description should be a noun-referring expression in this referential task. Another source of evidence is that while there is surface identity between the SVO transitive and the CL-ORC in Cantonese, the CL is not obligatory in the SVO transitive, and a lot more often these children produced non-target SVO clauses without a CL introducing the object in the ORC condition (see description of error types below). Thus, since the children used SVO and SV-CL-O, their choice to use the CL likely reflects that they were using the CL to highlight the object NP as the referent in this small set of responses [note also in most of these responses, CL was used together with the distal demonstrative go2 嗰 (that) which is typical in Cantonese CL-RCs, although go2 is not obligatory for CL-RCs, see Supplementary Appendix B].

The distributional frequency of the error types was next examined. Tables 5, 6 show each error type with its proportion and frequency of occurrence in the SRC and ORC conditions respectively. The most frequent error type across both conditions was single noun phrase (64.1%, 444/693 in SRC condition; 70.6%, 477/676 in ORC condition). The second most frequent error type across both conditions was ungrammatical, irrelevant, or uninterpretable responses (21.1%, 146/693 in SRC condition; 19.4%, 131/676 in ORC condition). Also in both conditions, utterances in SVO surface form ranked third and was the most frequent error type among all complete and well-formed clausal level non-target responses (9.2%, 64/693 in SRC condition; 7.0%, 47/676 in ORC condition). These responses were coded as non-target because there was no ge3 marker nor classifier as a relative marker before the second NP, and therefore could not be considered as a grammatical ORC in Cantonese in terms of the target language grammar based on their surface forms. Supplementary Appendices C, D list the illustrative examples of each error type in the SRC and ORC conditions, respectively.


TABLE 5. Distribution of error types in the SRC condition.
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TABLE 6. Distribution of error types in the ORC condition.
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DISCUSSION

The current study reports the first experimental production study of Cantonese 3-year-olds, aiming to capture younger children’s emerging competence in producing RCs at an early stage of acquisition. Using an elicited production task and a within-participants design, we examined the relative ease of producing SRCs and ORCs when children were given equal opportunities to produce SRCs versus ORCs in a supportive discourse context without the aid of animacy contrast cues. This is an area for which the two theories make opposing predictions. Emergentist approaches predict a specific preference for the ORC of the classifier type. Structurally oriented perspectives predict SRC over ORC preference.

The findings showed that these 3-year-olds produced ORCs at a significantly higher rate than SRCs, even when animacy cues were controlled in an experimental context. The object over subject preference found in the current study did not support the prediction of structurally oriented approach, where ORCs are considered computationally more demanding to process than SRCs in Chinese, because ORCs in Chinese involve structural intervention violating relativized minimality, while SRCs do not (Hu et al., 2016a,b). This ORC preference in young children’s elicited production, therefore, cannot be driven by differences in formal complexity.

Specifically, the current findings also showed that the majority of ORCs produced were CL-RCs, and this specific pattern of findings are most compatible with emergentist perspectives which expect a clear effect of frequency in the acquisition of RCs. Recall our corpus findings indicate a high structural frequency of S-V-CL-O in children’s input, which arise from higher frequency of use of ORC-like than SRC-like noun modifying constructions, much higher frequency of CL-RCs than GE-RCs and hybrid GE-CL RCs, and much higher frequency of SVO transitive constructions that share surface identity with object CL-RCs than RCs in general [see section “Predictions for Cantonese Relative Clauses: Emergentism Versus Structurally Oriented Theories” for the corpus findings and Chan et al. (2018)]. Here we find supportive evidence that the mechanism driving acquisition is frequency-sensitive, consistent with the emergentist assumptions [see Chan et al. (2018) for similar arguments]. Structurally oriented perspectives that are based on formal syntactic theory and complexity do not readily explain the frequency effects observed in this elicited production experiment.

We next discuss how the current findings relate to the two factors that are particularly relevant to RCs in O’Grady’s (2011) processing-based account for the acquisition of RCs: (i) prominence of the subject argument; and (ii) the cost of maintaining filler-gap dependencies. The current findings suggest that higher structural frequencies in experience and lower cost of maintaining filler-gap dependencies that are associated with Cantonese ORCs (and the classifier type in particular) can override subject prominence in this case, when we are considering production in very young children as young as 3-year-olds.

On the surface, this suggestion would appear to differ from O’Grady’s (2011) speculation for Mandarin that prominence might have a stronger effect in production than in comprehension in Mandarin Chinese, when he was referring to the subject advantage reported in Hsu et al. (2009) for their adult and older child participants (mean age 4:8) in production, but the object advantage reported in the adult comprehension study by Gibson and Wu (2013). These discrepancies appear to be age-related, which may be consistent with a role for working memory: it is possible that frequencies in a learner’s experience and the cost of maintaining filler-gap dependencies may have a stronger effect in very young children especially when their working memory is more constrained in its capacity than older children and adults. On the other hand, for older children and adults who are relatively less constrained in its working memory capacity, it is possible that subject prominence could override distance and experience effects, as O’Grady (2011) speculated.

These speculations are related to our observations that these 3-year-olds tested in the current study also showed a significant object over subject advantage in another experimental RC production task using sentence repetition, but in another study of ours (Lai et al., in prep) testing two older groups of Cantonese-speaking typically developing children using sentence repetition, the older group (4;7–7;6) showed neither subject nor object advantage and the much older group (6;6–9;7) showed even a subject over object advantage in their RC production. This observation is also consistent with Hsu (2014) reporting that Mandarin 5-year-olds, but not the 3- and 4-year-olds, exhibited a clear SRC advantage in a RC sentence repetition experiment, and suggested that developmental and processing constraints such as working memory capacity associated with age may affect children’s patterns of subject/object asymmetry. However, age-related changes in subject/object asymmetry could be due to working memory and/or experience, and it is often difficult to divorce effects that look like working memory from experience. Future research could explicitly test the predictive validity of working memory in accounting for the variations observed in children acquiring Cantonese RCs.

Theoretically, these ideas are compatible with the emergentist perspectives because it is possible that the effects of multiple factors could vary in strength in development, giving rise to variation in SRC/ORC preferences as children grow older. Future research, ideally using a longitudinal design, could further examine how the pattern of subject/object preference changes over time as children grow in development at different ages. Structurally oriented accounts of acquisition, however, do not readily explain the shifts in subject/object asymmetry during the course of a child’s development.

We further discuss the role of related constructions in the acquisition of RCs, a point of emphasis for emergentist perspectives in a constructivist approach to language acquisition. As mentioned in the introduction, one unique characteristic of the predominant type of early ORCs produced, specifically object CL-RCs, is that they share surface identity with frequent and early-acquired SVO transitive clauses, a distinctive characteristic of Cantonese grammar which differs from Mandarin and other languages. Moreover, recall the non-RC patterns in children’s responses showing children’s tendency to use SVO structures: utterances in SVO surface form was the most frequent type of complete and well-formed clausal level non-target response in the ORC condition. We hypothesized that it is possible for young children to use SVO transitive as a source construction to bootstrap onto formulating object CL-RCs in production, and as such facilitates the production of ORCs in young children. Future research could make use of a dense database (Abbot-Smith and Behrens, 2006) to pursue this constructivist idea further by tracking in greater detail the possible relationship between the SVO transitive construction (as a source construction) and the more complex object classifier RC construction in early grammar.

While the specific mechanisms of emergence of object CL-RCs from transitives are unclear at this point, children have to recognize that SVO transitives and object CL-RCs are overlapping but distinct constructions: they are identical in surface form and overlap in the agent-patient configuration at the semantic-level; but are different in discourse-functional properties because SVO transitive is declarative in function, expressing a causative event, while object CL-RCs is referential in function as a noun-modifying construction. Moreover, one crucial difference between these two constructions is that the classifier in the object CL-RCs, compared to the classifier (if present) that introduces the second noun object in the transitive construction, functions not only as a marker of individualization and classification but also as a marker of referentialization and relationalization (Bisang, 1993; Matthews and Yip, 2001). A further typological characteristic of Cantonese RCs is that conventional RCs in Cantonese and certain Asian languages have been reclassified as a subset of noun-modifying constructions in the target language based on their overlaps in form and function (Comrie, 1996, 1998; Matthews and Yip, 2016, 2017). In this regard, the classifier also functions as a relational marker in other noun-modifying constructions, including not only the conventional RCs, but also gapless noun-modifying constructions, attributive constructions, and possessive constructions that are frequently used in adult child-directed speech.

Given the above, Cantonese object CL-RCs can be conceived as connected to transitive SVO constructions and other noun modifying constructions that use classifier as a nominal particle in a network of constructions which may be conceptualised as in Figure 5.
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FIGURE 5. Relative clauses in a network of related constructions in Cantonese.


How these constructional relationships emerge and how the more complex object CL-RCs emerge from simpler SVO transitives (and possibly from exemplars of other noun modifying constructions too) would likely involve processes such as analogy and categorization on the basis of both form and function in generalizing and abstracting schemas out of exemplars, functionally driven distributional analysis in detecting the functional similarity and contrast between congruent and competing forms, and extension and modification of the SVO transitive construction.

Moreover, we further hypothesized that the surface identity between object CL-RCs and SVO transitive construction could lead to facilitation in formulating object CL-RCs in production but errors in interpreting object CL-RCs in comprehension due to competing analyses as a result of structural ambiguity. Specifically, children might erroneously interpret the subject of the RC as the head noun in comprehension [i.e., assigning “piggy” instead of “doggy” as the head noun in (11)], due to competition with a SVO transitive interpretation. As in our previous works, we argue that the acquisition of Chinese RCs bears richly on the theoretical themes of competition and variation (Chan et al., 2011, 2017, 2018; Kidd et al., 2015). Our next follow-up paper aims to report on how the competing constraints affect production versus comprehension of RCs in the same 3-year-olds, testing this hypothesis further in a within-participants design.

Before moving to the conclusive remarks, we would like to further clarify that our current findings cannot be fully accounted for by simply attributing to Cantonese ORCs being similar to canonical SVO sentences in the target language. While similarity of ORCs to canonical SVO sentences is certainly relevant here (e.g., this could lead to higher structural frequencies experienced by children in their adult input), it is more than that. For example, similarity of ORCs to canonical SVO sentences alone could not account for the specific phenomenon that children preferred using ORCs of the classifier type [but not the other relativization strategies (GE and hybrid)] in their elicited production in this experimental study, because ORCs of the three relativization strategies are supposed to be all similar to canonical SVO sentences. Similarly, in two of our earlier experimental studies by Chan et al. (2018) and Yang et al. (2020) testing L1 Cantonese- and Mandarin-speaking children, respectively, the findings also could not be simply accounted for by similarity of ORCs to canonical SVO sentences.

Specifically, in Chan et al. (2018) and Yang et al. (2020), we documented that children showed different subject/object symmetry patterns between RC construction types when their online comprehension of SRCs versus ORCs was assessed: Cantonese-speaking children showed object over subject advantage in the CL type but subject over object advantage in the GE type; while Mandarin-speaking children showed object over subject advantage in the DCL type but subject over object advantage in the DE type. These findings could not be accounted for simply by referring to similarity of ORCs to canonical SVO sentences, because this factor would instead predict a uniform object over subject advantage across RC construction types, which was not the phenomena attested. Rather, we argued that the variations in subject/object asymmetry observed between RC construction types align with variations in the distributional properties of the children’s experience with these two construction types.



CONCLUSION

This article reports the first experimental study of RC production that assessed Cantonese-speaking children as young as 3-year-olds, the youngest that have been tested in an experimental setting. We tested as many as 87 3-year-olds, and each child was given the opportunity to produce 16 RCs (8 SRC and 8 ORC). Out of these 1392 opportunities to produce an RC, most answers were simple NPs, and there were only 23 target RCs produced, capturing young children’s emerging ability to formulate RCs in production at such an early age. We reported a tendency for those children who did produce a target RC, to use ORCs more often than SRCs, displaying a object over subject preference in the elicited production experiment. They also displayed a selective preference toward CL-RCs over the other two RC strategies, where CL-RCs are more frequently encountered in children’s experience and object CL-RCs share surface identity with frequent and earlier acquired SVO transitives. These results challenge the structurally oriented approach that considers structural distance or structural intervention as the primary factor affecting processing cost, which predicts a subject over object preference in Chinese. Children’s early preference for object CL-RCs in elicited production aligns with our hypothesis from the emergentist perspectives that input frequency, distance, and support from related known constructions which favor object CL-RCs act in synergy to override subject prominence in early developmental Cantonese.2 This article demonstrates how language-specific properties affect the interaction of these factors in Cantonese, and how this in turn shapes developmental preferences in terms of the ease of producing SRCs and ORCs in early acquisition. Cantonese, being one of the best-known Sinitic languages in addition to Mandarin Chinese, offers a good opportunity to test the opposing predictions from emergentism versus structurally oriented perspectives in the acquisition of SRCs versus ORCs. In addition, given the multi-functionality of Cantonese classifiers that resemble the neighboring Southern Sinitic languages and Miao-Yao languages more than Mandarin Chinese, Cantonese offers a unique opportunity to discuss the role of function in the acquisition of RCs and its related constructions, where a functionalist approach to language is a major feature of emergentism.
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FOOTNOTES

1childes.talkbank.org

2
Despite the linear distance hypothesis by Gibson (2000) having been used in the RC acquisition/processing literature, it is not included in the major conceptual framing of this study. This is because this hypothesis is not an acquisition theory and is more relevant to comprehension data; but this study examined production. Moreover, even if one were to consider the linear distance hypothesis, it would predict a uniform ORC preference in prenominal RC languages like Cantonese, but would not predict a specific preference for ORC of the classifier type in Cantonese.
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Language is produced by bodies that evolved to fulfill a variety of functions, most of them non-communicative. Vestigial influences of adaptation for quadrupedal locomotion are still affecting bimanual actions, and have consequences on manual communication systems such as sign languages of the deaf. We discuss how central pattern generators (CPGs), networks of nerve cells in the spinal cord that drive locomotion, influence bimanual actions with alternating movements to be produced with repeated motion. We demonstrate this influence with data from three unrelated sign languages, American Sign Language, British Sign Language, and Hong Kong Sign Language: in all three sign languages two-handed balanced signs produced with alternating movements have a tendency to be repeated, whereas other types of two-handed balanced signs show the opposite tendency for single movements. These tendencies cannot be fully explained by factors such as iconicity. We propose a motoric account for these results: as alternating bimanual movements are influenced by locomotor patterns, they favor repeated movements.
Keywords: sign language, central pattern generators (CPGs), bimanual movement, sign language phonetics, sign language phonology
INTRODUCTION
Language is produced by the body, which means that in language emergence the body must play a crucial role by favoring signals that are easy to articulate (Stavness et al., 2012). However, the body has many other, non-communicative functions, and has evolved to fulfill these functions. As nature is a great tinkerer (Jacob, 1977), the body often employs older adaptations to fulfill new duties. For example, birds’ feathers first evolved for temperature regulation, but later became adapted for flight (Gould and Vrba, 1982). In this paper, we argue that some properties of sign languages can be explained by such adaptations, and we draw parallels with spoken languages. Specifically, we focus on central pattern generators (CPGs), which are networks of nerve cells located in the spinal cord often associated with control of repetitive or cyclic motion, such as locomotion (Grillner, 1985; Grillner and Wallen, 1985). CPGs have been suggested to play a role in speech (MacNeilage, 1998). In this paper, we will show how CPGs affect two-handed balanced signs in sign languages.
CPGs evolved for quadrupedal locomotion long before human ancestors became bipedal, and, even though humans are now bipedal, CPGs still operate in human arms. They can be seen, for example, in the coordination of arms and legs in activities such as walking, running, and swimming (van Emmeriket al., 1998). Arm swing, for instance, exists because of the vestigial quadrupedal CPGs still operating in the arms (Dietz, 2002; Meyns et al., 2013), and the activation of CPGs is similar in arms and legs during walking (Zehr and Duysens, 2004). This pattern of out-of-phase movement of arms and legs (that is, the pattern where a front limb and a hind limb diagonal to it move together) is still beneficial for walking, as it helps humans walk in a more stable manner and spend less energy on movement (Meyns et al., 2013). We do not see such movement patterns in bipedal species that did not evolve from quadrupedal ancestors. Birds are one such example: they descended from a group of bipedal dinosaurs, and developed flight long after they became bipedal. Walking and flying in birds are controlled by independent musculoskeletal systems, and wing and tail muscles are inactive during walking (Ostrom, 1986; Butler, 1991; Gatesy and Dial, 1996). Even in aquatic birds, both those that developed the ability to swim and dive in addition to the ability to fly and those that abandoned flight altogether, leg and wing muscles are never activated together: there are either wing-propellers (penguins, auklets) or foot-propellers (Galapagos cormorant, loons), but no wing-and-foot propellers (Gatesy and Dial, 1996). There is no “wing swing” in birds, because they have never been quadrupedal. In humans, who are comparatively recent descendants from quadrupedal species, the vestigial CPGs still generate rhythmic movement patterns in arms. Therefore, we can expect these CPGs to affect other manual activities, such as the conventionalized manual movement systems used in natural sign languages of the deaf.
Sign languages are fully-fledged languages with all levels of linguistic organization (Sandler and Lillo-Martin, 2006), they emerge whenever there is a community of deaf people (Sandler and Lillo-Martin, 2006; Meir et al., 2010). They are acquired naturally by infants in similar ways and following similar milestones as infants acquiring spoken languages (Chen Pichler, 2012). Since sign languages are visual-manual, the hands are the (most) active articulators, with the dominant hand being active in all signs and the nondominant hand in some signs. There are therefore three types of signs, one-handed (produced just by the dominant hand), two-handed unbalanced (where the nondominant hand acts as a passive place of articulation for the dominant hand, often with the nondominant hand having a different, more basic handshape from that of the dominant hand) and two-handed balanced (where both hands have the same handshape and move in a similar fashion) (Battison, 1974). In spoken languages, many linguistic generalizations are explained (or hypothesized as being explained) by reference to articulatory ease (Ladefoged, 1984; Lindblom, 1990, Lindblom, 1998; Stavness et al., 2012). In signed languages, therefore, one would expect two-handed balanced signs to be rare, since moving two hands actively doubles articulatory effort and requires the biggest reactive effort to stabilize the torso (Sanders and Napoli, 2016), but in actuality they are very frequent (e.g., one-third of the entire lexicon of American Sign Language, Klima and Bellugi, 1979). They are known to resist change, either in phonological or historical processes, and are preferred in both first and second language acquisition (Cheek et al., 2001; Chen Pichler et al., 2016). Moreover, some unbalanced signs become balanced over time (Frishberg, 1975; Padden and Perlmutter, 1987).
Not only are balanced signs widespread and resistant to change compared to other types of signs, but within the group of balanced signs, signs produced with alternating movements (as in locomotion) show more resistance to change than signs produced with symmetrical movements. Some phonological rules do not apply to two-handed signs with alternating movement: e.g., under certain circumstances it is possible to drop the nondominant hand from a two-handed sign (weak drop); however, if the sign has an alternating movement, such weak drop is prohibited (Battison, 1974; Padden and Perlmutter, 1987; Brentari 1998), especially if the alternating movement in the sign is iconic (in the Sign Language of the Netherlands, see van der Kooij et al. 2001) (What we describe here is only true for weak drop in balanced signs, the focus of the present study. However, the phenomenon of weak drop in unbalanced signs is much more complicated, especially in the case of iconic signs. The interested reader is referred to Vennes (2018) for a recent review on weak drop and the related phenomenon of weak hand lowering). The same resistance to weak drop is observed in first-language acquisition (Siedlecki and Bonvillian, 1993). And the many linguistic processes that turn one-handed signs into two-handed signs result in signs with alternating, not symmetrical movements (Padden and Perlmutter, 1987).
We hypothesize that these properties of balanced signs can be explained by the effect of cyclic CPGs. If two-handed balanced signs are indeed influenced by vestigial locomotive CPGs, which govern repetitive cyclic movements, we should expect that in signs where the two hands actively move in an alternating manner (as in locomotion), the movement of the signs should favor repetition, whereas in signs where hands move in a non-alternating manner (i.e., symmetrically), the movement should show no such preference. To test this prediction, we examine data from three genetically unrelated sign languages: American Sign Language (ASL), British Sign Language (BSL), and Hong Kong Sign Language (HKSL) (ASL belongs to the French Sign Language family, BSL to the British Sign Language family, and HKSL to the Chinese Sign Language family (Wittmann, 1991)). We also discuss some other potential influences on the form of signs, such as iconicity. We end by proposing a neuromotor account for the movement properties we see in balanced signs.
MATERIALS AND METHODS
Data
To avoid any language-specific confounding factors, we coded dictionaries of three unrelated sign languages: American Sign Language (Costello et al., 1998), British Sign Language (Brennan and Brien, 1992) and Hong Kong Sign Language (Tang, 2007). All two-handed balanced signs listed in these dictionaries were coded and analyzed. Using dictionaries allowed us to collect data in an unbiased manner, as well as focus on more representative signs from the respective sign languages.
Annotation
All signs in the three dictionaries were annotated by the second author, a hearing non-signer, as one-handed, two-handed unbalanced and two-handed balanced. The latter group of balanced signs was further annotated for movement pattern (symmetrical, alternating, other movement, or no movement), movement repetition (single/repeated), iconicity (whether the sign is iconic as judged by a sign-naïve hearing research assistant, yes/no)1, and whether the sign is a compound (Table 1). Iconic signs were further annotated for whether or not they depicted a human activity that requires an alternating limb movement (regardless of which limbs are prototypically employed in this activity) (Two activities, skiing and rope-jumping, which could be performed with either alternating or symmetrical bimanual movements, were annotated as alternating-movement activities to avoid downplaying the potential role of iconicity). In addition, alternating signs were coded for which hand is higher at the beginning of the sign production or throughout the sign production. Here we will only report results relevant to this paper’s research question.
Signs were classified as either symmetrical or alternating if they were produced with symmetrical or alternating movement but were not produced in the horizontal plane (see Figure 1). Some signs did not have major movement in their citation form, and thus were classified as no-movement signs (Such signs could include other types of movement, such as handshape-internal movement, when the hand does not move in space but the handshape changes, or transitional movement, where the hand moves to a place of sign’s articulation. We did not code for these types of movement). Signs classified as “other” employed movement in a manner not compatible with any locomotive pattern (e.g., both hands moving from side to side in the same direction, see Figure 2), and thus not suitable for testing of our prediction.
TABLE 1 | Annotation parameters for two-handed balanced signs.
[image: Table 1][image: Figure 1]FIGURE 1 | Examples of two-handed balanced signs from ASL classified as symmetrical (A) or alternating (B). (A)shame, is produced with a single movement of both hands moving away from the signer’s body; (B)bicycle, is produced with two hands moving in a repeated alternating cyclic motion (We follow the field’s convention of glossing signs with small caps). Examples are from the online dictionary ASL-Lex (Caselli et al. 2017).
[image: Figure 2]FIGURE 2 | ASL signs moving on the horizontal plane either in the opposite directions ((A), announce) or in the same direction ((B), roller-skating). Examples are from the online dictionary ASL-Lex (Caselli et al. 2017).
RESULTS
Overall Results
The ASL dictionary had 4217 entries, of which 1407 (33%) were two-handed balanced signs or compounds containing at least one two-handed balanced sign. 160 of these entries were identified as compounds and excluded from the analysis, leaving 1247 signs. The BSL dictionary consisted of 1367 entries, of which 421 (31%) were two-handed balanced. After excluding 29 compounds, the final BSL dataset consisted of 394 signs. The HKSL dictionary consisted of 1864 entries, of which 498 (27%) were two-handed balanced. Excluding 65 compounds, the final dataset consisted of 433 signs.
Alternating and Symmetrical Signs
There were 211 alternating and 355 symmetrical ASL signs, 70 alternating and 112 symmetrical BSL signs, and 64 alternating and 84 symmetrical HKSL signs. As predicted, alternating signs tended to be repeated: 73% of ASL alternating signs, 81% of BSL alternating signs, and 65% of HKSL alternating signs had movement repetition in their citation form Table 2. Also as predicted, symmetrical signs tended to have a single movement in their citation form: 77% of ASL symmetrical signs, 73.5% of BSL symmetrical signs, and 64% of HKSL symmetrical signs (see Figure 3). These results were significant: ASL: χ2 (1) = 128.622, p < 0.001, BSL: χ2 (1) = 51.548, p < 0.001, HKSL: χ2 (1) = 11.557, p < 0.001.
TABLE 2 | Number of repeated tokens for alternating and symmetrical signs in the three sign languages.
[image: Table 2][image: Figure 3]FIGURE 3 | The distribution of repeated and single movements in alternating and symmetrical signs in three sign languages (in percentages).
For the purpose of comparison, we also looked at repetition patterns in other balanced signs, signs that did employ movement but mostly in the horizontal plane in a manner not compatible with locomotive patterns and thus outside of our prediction (see Figure 2). In all three sign languages, these signs tended not to be repeated: only 22% (114/515) were repeated in ASL, 31% (53/170) in BSL and 32% (58/182) in HKSL.
In all three sign languages, alternating signs tended to either start with the dominant hand above the nondominant hand, or to be articulated with the dominant hand in the higher position throughout the sign production: 60% in ASL, 56% in BSL, and 45% in HKSL. In addition, 19% of ASL alternating signs, 14% of BSL signs, and 20% of HKSL were articulated with both hands at the same height.
Iconic Signs
Iconicity was widespread across all subtypes of balanced signs: the lowest percentage of iconic signs was 30% and the largest was 50% per type of balanced signs. In ASL, 35% of alternating signs were classified as iconic, compared to 50% in BSL and 30% in HKSL; and 35% of ASL symmetrical signs were classified as iconic, compared to 44% of BSL and 44% of HKSL symmetrical signs (see Table 3 for raw numbers). The distribution of iconic signs in alternating and symmetrical signs was not significantly different between the three sign languages: χ2 (2) = 3.703, p = 0.157. The distribution of iconic signs in alternating and symmetrical signs was not significantly different within individual sign languages either: in ASL, χ2 (1) = 5.22, p = 0.022; in BSL, χ2 (1) = 0.502, p = 0.479; in HKSL, χ2 (1) = 4.8, p = 0.028.
TABLE 3 | Number of iconic tokens for alternating and symmetrical signs in the three sign languages.
[image: Table 3]Iconic signs did not differ in their preferences for repetition in BSL and HKSL: in BSL 83% of iconic alternating signs were repeated and 71% of iconic symmetrical signs were single, compared to 81 and 73.5% of all alternating and symmetrical signs, respectively (χ2 (1) = 0.032, p = 0.858 for alternating signs, χ2 (1) = 0.055, p = 0.814 for symmetrical signs); similarly, in HKSL 63% of iconic alternating signs were repeated and 62% of iconic symmetrical signs were single, compared to 65 and 64% of all alternating and symmetrical signs, respectively (χ2 (1) = 0.039, p = 0.843 for alternating signs, χ2 (1) = 0.003, p = 0.956 for symmetrical signs). In ASL, both iconic alternating signs and iconic symmetrical signs displayed even stronger movement preferences, for repetition in alternating signs (78% compared to 73% of all alternating signs) and for single movement in symmetrical signs (84% compared to 77% of all symmetrical signs), though this difference was not statistically significant (for alternating signs: χ2 (1) = 0.873, p = 0.35; for symmetrical signs: χ2 (1) = 0.029, p = 0.865), nor was it significant if compared only to non-iconic signs (χ2 (1) = 1.738, p = 0.187 for alternating signs, χ2 (1) = 0.06, p = 0.806 for symmetrical signs).
The percentage of iconic signs representing alternating limb movement in alternating signs was relatively low: the highest was in BSL, where 28.5% of alternating iconic signs depicted such activities, compared to 25% in ASL and 16% in HKSL. Not surprisingly, symmetrical signs tended not to depict such activities: only two of symmetrical iconic signs in ASL, two in BSL and three in HKSL did so. Interestingly, iconic signs depicting activities typically performed with alternating bimanual movements did not differ in their preferences for repeated motion from other iconic signs: in ASL, both types of iconic signs employed repeated motion in 78% of cases (no statistically significant difference, χ2 (1) = 0, p = 1); in BSL, 90% of the former and 75% of the latter were repeated (no statistically significant difference, χ2 (1) = 0.503, p = 0.478). In HKSL, signs not depicting bimanual alternating activities were repeated in 56% of cases, and the only three signs that did depict such activities were all repeated; however, the number of tokens was very low in HKSL (16 and 3), and no statistical difference between the two was found (χ2 (1) = 2.078, p = 0.149).
DISCUSSION
Languages, spoken and signed, are produced by human bodies and constrained by biomechanics. Though particular biomechanical adaptations may be modality-specific (Ostry et al., 1987; Grosvald and Corina, 2012), the principles are modality-general: languages exploit what is possible and easy to articulate, and what is already available. That is, if specific motor behavior already exists for non-linguistic purposes, but can be exploited for linguistic purposes, it probably will be (MacNeilage, 1998). In this paper, we tested the proposal that otherwise unexplained universal aspects of sign languages (the privileged position of alternating balanced signs in acquisition and language change) can be understood as resulting from a preference for repeated alternating arm movements triggered by vestigial locomotor CPGs developed in human ancestors for quadrupedal locomotion. There may be many motoric reasons for moving both hands simultaneously in signing: it can increase perceptibility of the sign (because it is easier to notice two moving objects rather than just one, Bruce and Green, 1990), it may be easier in motor planning (by executing one motor plan for two limbs, rather than for each limb individually, see Kelso et al., 1979), etc. However, moving two hands in repeated motions rather than in a single motion increases articulatory effort, especially when two hands are moving. Thus, the existence of alternating two-handed signs is more puzzling than the existence of two-handed signs employing other movement patterns.
In this study, we showed that even in genetically-unrelated sign languages, two-handed balanced signs tend to be articulated with a single motion, unless their movement is alternating. In signs with alternating movement, the repeated motion pattern is preferred instead. We attribute this pattern to central pattern generators (CPGs), that originally evolved for quadrupedal locomotion but still exert their influence on bimanual actions (van Emmerik et al., 1998) and are activated in arm swing during walking, even when the arms are constrained (Ballesteros et al., 1965; Kuhtz-Buschbeck and Jing, 2012). If CPGs affect manual actions, it is natural to expect them to exert some influence on sign languages, which are produced and perceived in the visual-manual modality. As we noted above, languages exploit what is easy to articulate by the body, and if repeated alternating bimanual movements are exploiting vestigial locomotive CPGs, their influence should be seen at least to some extent in sign languages as well. Indeed, there appears to be much evidence to support this expectation.
First, infants in general have difficulty with moving only one hand, preferring to use both hands, whether for linguistic or non-linguistic purposes (Cheek et al., 2001). And infants acquiring sign languages natively strongly prefer two-handed signs that are balanced and repeated. They have a harder time acquiring one-handed signs, and often are less accurate in producing handshapes of one-handed signs even if they can produce exactly the same handshapes in two-handed signs (Siedlecki and Bonvillian, 1993). Not only one-handed signs, but also two-handed unbalanced signs (where the nondominant hand is a passive place of articulation for the dominant hand) are underrepresented in early signs as compared to their frequency in ASL (one study found less than 10% of unbalanced signs in their corpus of early child signing, Cheek et al., 2001), and unbalanced signs start to emerge only in late infancy (Fagard, 1994). Not only do infants prefer to move both hands simultaneously, but they also prefer signs with repeated movements, and acquire them more accurately; moreover, they tend to produce single-movement signs with multiple movements most of the time (50–80%; Meier et al., 1998; Holzrichter and Meier, 2000; Meier et al., 2002; Meier, Mauk et al., 2008; see also Juncos et al., 1997, Morgan et al., 2007). It appears that in first language acquisition, signing infants rely on CPGs in acquiring signs with two-handed repeated movements, whether the sign calls for them or not. And this may be true of adults as well: hearing adult second-language learners also tend to produce signs with multiple repetitions (Chen Pichler et al., 2016). The same tendency also surfaces in signers affected by disease: in one study, a signer affected by infarct substituted one-handed signs with two-handed balanced signs, with identical handshape and movement in both hands (Hickok et al., 1996). Abnormal sign repetition (palilalia) can also occur in signers suffering from progressive supranuclear palsy (Tyrone and Woll, 2008). Inhibition of movement, therefore, requires effort, suggesting that one-handed signs or signs with single movement are not necessarily easier to articulate simply because they are produced with less movement.
Second, two-handed alternating signs resist phonological and coarticulatory change. For example, sometimes two-handed signs can be realized phonetically with the dominant hand only in the process called weak drop (Padden and Perlmutter, 1987). However, if the two-handed sign has an alternating movement, weak drop is prohibited (see Battison, 1974; Brentari, 1998 for ASL, van der Kooij et al., 2001 for the Sign Language of the Netherlands). And such signs resist weak drop not only in adult signers, but also in children acquiring sign language natively (Siedlecki and Bonvillian, 1993), suggesting that the reason for this resistance is indeed motoric and not language-internal (though iconicity may prevent weak drop as well, in cases where the alternating movement is motivated by the sign’s semantics, van der Kooij et al., 2001). And in the processes that turn one-handed signs into two-handed signs, the output is two-handed signs with alternating movements (e.g., in the Characteristic Adjective derivation, where a sign meaning “X” turns into a sign with the meaning characteristically “X,” Padden and Perlmutter, 1987).
If two-handed signs with repeated alternating movements are indeed so easy to produce, then why don’t sign lexicons predominantly consist of such signs? This, we believe, is due to the fact that sign lexicons are under multiple conflicting pressures, from both the production and the perception sides of communication, each selecting for different type of signs. For example, signs moving on the horizontal plane (that we discussed as “other” balanced signs in the results section) may be selected for because they are more visible to the addressee (see Tkachman et al., 2019 for discussion). Two-handed balanced signs with symmetrical movements may be easier to produce because they are exploiting a single motor plan and thus do not involve as much computational cost (Kelso et al., 1979). And, of course, one-handed signs only require moving one arm, which reduces the overall articulatory effort (Napoli et al., 2014). Thus, the preference for repeated alternating bimanual movements is only one easy biomechanical adaptation available to signers, among many others.
Other factors may also affect the form of signs. Cultural practices are one such example. For example, in Ghana there exists a strong taboo against pointing with one’s left hand, which sometimes results in people pointing with both hands simultaneously, which does not violate this taboo (Kita and Essegbey, 2001). Though we are not aware of studies describing such influences behind handedness in sign languages, it is nevertheless possible that in some signs the number of hands or their movement is selected under some kind of cultural pressure. Another undisputed factor is linguistic; sign-language grammars often employ repeated motions to mark grammatical features. For example, some sign languages employ repeated movements for nominal signs and single movements for verbal signs in noun-verb pairs with otherwise similar forms and related meanings, such as “a hammer” and “to hammer” (see Supalla and Newport, 1978 for ASL, Johnston, 2001 for Australian Sign Language, Tkachman and Sandler, 2013 for Israeli Sign Language). Thus, the distribution of formational features is also subject to grammar, and frequencies of some of them may be affected by what is grammaticalized in an individual sign language. This last point is also relevant for another potential confounding issue: frequency of formational features in sign types is not necessarily revealing of their frequencies in sign tokens. For example, Crasborn and Safar (2016) show that in the Sign Language of the Netherlands, the frequencies of one-handed sign types in dictionaries is just over half of all types, but in a corpus of spontaneous signing 67.7% of all tokens are one-handed. Some of the preferences discussed in this paper may not be as frequent in spontaneous signing as they are in sign types. Nevertheless, the fact that these tendencies are evident in lexical signs that were coined and conventionalized does suggest that these motoric pressures are at work at some level, at least in language emergence and development. This possibility appears plausible especially in light of research on historical change: in ASL, some one-handed signs produced below the neck became two-handed, and some unbalanced signs became balanced (Frishberg, 1975).
Another possible influence is iconicity, or resemblance between the form of the sign and its meaning (Taub, 2001). For example, in iconic signs, the number of articulators may represent the number of referents, and the movement of hands may represent the movement of hands in some action, such as signing (Taub, 2001). One study on iconic motivation in two-handed signs of three unrelated sign languages (ASL, Swedish and Israeli Sign Languages) identified a number of semantic patterns related to different types of plurality, such as interaction between different entities (e.g., “meet”), location (e.g., “empty”), dimensions of one entity (e.g., “large”), and composition of one entity (e.g., “machine,” Lepic et al., 2016). This tendency of selecting for two-handedness in signs for meanings related to plurality may be related to the metaphorical extension “more of form is more of content” (Lakoff and Johnson, 1980). This possibility is supported by a large cross-linguistic corpus study by Östling et al. (2018), who rated entries for 31 sign languages in the online dictionary Spread the Sign for signs’ perceived plurality. They found that core vocabulary (signs representing the version of the Swadesh list adapted for sign languages) has almost equal distribution of two-handed signs (56%), whereas the extended vocabulary (all non-compound signs) shows a much higher tendency for two-handed signs, 71%. Using the list of 81 lexical plurals, Östling et al. (2018) found that lexical plurality is a strong factor behind two-handedness, but other concept-specific properties are also important in determining whether the sign is one- or two-handed. Repetition of movement may also be motivated by iconicity. In ASL, verbal signs that denote actions requiring duration or reiteration may employ repeated movement in their lexical forms (Supalla and Newport, 1978). Moreover, Wilbur (2008) argues that movement in many verbs, adverbs and adjectives indicates the temporal extent of the event they denote, and movement repetition in lexical forms may be related to telicity.
Thus, meaning is one of the factors selecting for two-handedness and repeated movement in signs, and can in principle select for repeated alternating and single symmetrical movements as well. However, in our dataset, signs identified as iconic were not significantly different in their movement preferences from non-iconic signs. This finding can have different interpretations. It may be the case that in iconic signs, iconicity determines movement patterns, whereas in non-iconic signs, motoric preferences are selected for instead. This possibility, however, cannot explain why the proportion of single and repeated signs was so similar in iconic and non-iconic signs. Another possibility is that even in iconic signs, motor preferences are still strong and will be selected for. This possibility would be more in line with our findings, and the fact that iconic signs in ASL showed an even more pronounced tendency for repeated movement in alternating signs and single movement in symmetrical signs could be due to the combined effect of CPG influence and iconic choice for a semantically motivated form. Whatever may be the case, iconicity alone cannot account for our findings. Iconicity also cannot account for acquisition preferences in signing infants, because young children are not sensitive to iconicity (Tolar et al., 2008; Meier et al., 2008, though see Thompson et al., 2012; Perniss et al., 2018).
The final factor we address is that of perception. It may be that repeated movement is employed in alternating signs to increase their perceptibility, since presumably the more the hands move the easier it is to notice them. In fact, there are two aspects of these signs that potentially make them easier to perceive: more movement is easier to perceive than less movement and two-handed signs are easier to perceive than one-handed signs (because it is easier to notice two moving objects rather than just one, Bruce and Green, 1990). The first aspect appears to be supported by research on prominence in sign languages: many of the modifications that make a sign prominent involve an increase in movement. For example, stressed signs in ASL often involve more iterations of the movement (Wilbur and Nolen, 1986). Signs produced at prosodic boundaries often involve more duration, repetition and movement size (see Ormel and Crasborn, 2012 for an overview), and the same changes are involved in sign prominence (Nespor and Sandler, 1999) and sonority (Brentari, 1998). Similarly, the related phenomena of sign whispering (when the signer wants to conceal their signing from everyone but the chosen interlocutor) and sign shouting (when the signer addresses a larger group, such as in lecturing), the modifications are often to the size of the sign movements (reduced and lowered in whispering and enlarged and lifted in shouting) and to the number of hands used (one-handed versions of signs are preferred in whispering and two-handed in shouting, see Emmorey, 2001 for ASL and Crasborn, 2001 for the Sign Language of Netherlands). The handedness of the signs and their perceptibility are also discussed in a well-known proposal by Siple (1978), who suggested that, because signers look each other in the face during sign conversations, signs produced lower in the signing space are harder to perceive than signs produced higher in the signing space, and because of that signs lower in the signing space should favor two-handed forms (among other predictions not relevant here, see Siple, 1978 for details). One recent study tested this proposal by measuring the amount of visible movement in signs of one corpus of ASL (ASL-Lex, Caselli et al., 2017). Researchers showed that in this corpus, one-handed signs were indeed more likely to be signed higher in the signing space, and that two-handed signs were produced with more visible movement than one-handed signs (Tkachman et al., 2019). Thus, it is reasonable to suggest that alternating signs favor repeated motions for increased perceptibility. However, this suggestion does not explain why other types of balanced signs prefer single movements instead. This suggestion also does not explain the observation of Tkachman et al. (2019) that two-handed balanced signs tended to be articulated higher in the signing space than unbalanced signs, despite the fact that balanced signs generate more visible movement than unbalanced signs (31% of balanced signs in the corpus were produced in locations higher than the neutral signing space, compared to only 10% of unbalanced signs). To us this suggests that perceptibility may not be the reason why alternating signs favor repeated motion, it is more likely that perceptibility is just one of the reasons why these signs resist change (which would lead to reduction in movement and therefore less perceptibility).
One potentially relevant piece of evidence for our claim can come from research on co-speech gesture in hearing people. Indeed, if bimanual movements have a motoric preference for alternation, this preference should be apparent not only in signs but also in gesture. However, gestures for the most part are not conventionalized, and therefore are subject to constraints of their immediate context of use. Some research on co-speech gestures (not conventionalized emblems) indicates that the bimanual behavior of iconic gestures depends largely on the content of the message (that is, both hands gesture when the content of the message calls for both hands), and that co-speech gesture in general tends to be unimanual (e.g., Lausberg and Kita, 2003). And of course, gestures are largely analogous and not made up of discrete contrastive units like signs, which makes direct comparisons of formational features difficult, even for more-or-less conventionalized gestures, let alone the more ad hoc iconic or beat gestures that are normally used in conversations. Indeed, existing dictionaries of conventionalized gestures also rarely indicate whether the movement is supposed to be repeated or not. However, indirect evidence does suggest that gestures may have similar formational preferences to those found in sign languages. For example, Kita et al. (1998) have demonstrated that two-handed gestures produced in discourse tended to be articulated with symmetrical movements and handshapes, just like sign languages (in sign languages, this tendency of balanced signs to be produced with identical or opposing movements, identical handshapes and identical locations has been proposed to be phonological in nature, referred to as the Symmetry Condition, see Battison, 1978; Napoli and Wu, 2003; Eccarius and Brentari, 2007). Though the authors ultimately conclude that the tendency for symmetry is cognitive rather than motoric in nature (cf. Eccarius and Brentari, 2007; Hwang et al., 2014), this does suggest that it is reasonable to expect gesture to exhibit phonetic properties common to sign languages. Future research should take a closer look at bimanual co-speech gesture.
What we suggest is that language emergence is subject to multiple pressures, and one of these pressures is biomechanics: languages will make use of motoric patterns that are easy to produce, and they are easy to produce probably because they have evolved/were selected for some other, nonlinguistic functions. One such easy motoric pattern is repeated alternating bimanual movements, which evolved originally for quadrupedal locomotion, but which are still active in arm movements due to the activation of CPG nerve-cell networks (see Introduction). This preference is just one of many biomechanically efficient movement patterns that require little central feedback control (e.g., see Stevens, 1989, Stevens, 2005; Stevens and Keyser, 2006; Gick et al., 2011; Gick, 2012; Gick and Stavness, 2013; Moisik and Gick, 2013, among others). Not all easy motoric patterns will be selected for, because not all of them will result in perceptual advantages, for example, or they may conflict with other motoric preferences, and so on. But what is selected for in articulation will be a subset of what is articulatorily advantageous. This tendency is modality-general, meaning that we expect both spoken and signed languages to select for such motorically advantageous patterns, among other pressures. The selection process for specific forms, therefore, is constrained both by the brain (computational costs) and by the body (articulatory costs). We hope that this paper will encourage more research into how evolutionary adaptations for movement in general can contribute to the linguistic structure of languages, both signed and spoken.
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Footnotes
1(Iconicity of signs is by no means an easily-identified and objective property (Occhino et al., 2017; see Motamedi et al., 2019 for many different approaches to identifying iconicity in both signed and spoken languages). In this study, signs were coded as iconic if a sign-naïve coder who was not blind to the meaning of signs could see some motivation behind the signs' forms. In this way, we sought to escape possible influences of familiarity with a specific sign language (e.g., an actual or folk etymology of the signs that is no longer visible in the signs' forms, influences on form that are related to systematicity rather than iconicity (see Dingemanse et al., 2015), etc.), while also removing the guesswork that is often employed in judging signs as iconic or not (when only transparent signs whose meaning is easily guessed by sign-naïve hearing people are taken to be iconic).
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The nature of syntactic planning for language production may reflect language-specific processes, but an alternative is that syntactic planning is an example of more domain-general action planning processes. If so, language and non-linguistic action planning should have identifiable commonalities, consistent with an underlying shared system. Action and language research have had little contact, however, and such comparisons are therefore lacking. Here, we address this gap by taking advantage of a striking similarity between two phenomena in language and action production. One is known as syntactic priming—the tendency to re-use a recently produced sentence structure—and the second is hysteresis—the tendency to re-use a previously executed abstract action plan, such as a limb movement. We examined syntactic priming/hysteresis in parallel language and action tasks intermixed in a single experimental session. Our goals were to establish the feasibility of investigating language and action planning within the same participants and to inform debates on the language-specific vs. domain-general nature of planning systems. In both action and language tasks, target trials afforded two alternative orders of subcomponents in the participant’s response: in the language task, a picture could be described with two different word orders, and in the action task, locations on a touch screen could be touched in two different orders. Prime trials preceding the target trial promoted one of two plans in the respective domain. Manipulations yielded higher rates of primed behavior in both tasks. In an exploratory cross-domain analysis, there was some evidence for stronger priming effects in some combinations of action and language priming conditions than others. These results establish a method for investigating the degree to which language planning is part of a domain-general action planning system.
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INTRODUCTION

A key component of action planning is implicit decision making (Wolpert and Landy, 2012), where actors settle on choices among viable options to meet task goals. Choices can include using the left vs. the right hand for some action, or reaching for a spoon first and then a fork vs. the other way around. Language use, which Lashley (1951) discussed as a form of action, requires similar implicit decisions among alternative language forms to convey the producer’s message. For example, speakers make word choices, such as describing a piece of furniture as either a sofa or a couch. Correspondingly, they also have options for different hierarchical sentence plans or syntactic structures, which generally result in different serial orders of words, as in Maya gave the old sofa to her brother vs. Maya gave her brother the old sofa. A number of researchers have followed Lashley in pointing to potential parallels between action and language and considered the degree to which properties of language can be seen as emergent from more general action systems (Steedman, 2002; Arbib, 2006; Garrod and Pickering, 2009; Fitch and Martins, 2014; Vicari and Adenzato, 2014; Casado et al., 2018). Yet, action and language also clearly differ in myriad ways, and these differences can make it difficult to evaluate any claims of relationships between the two systems. Here, we report preliminary steps in investigating this relationship via tasks that are designed to have key components in common. Our focus is not at comparatively low levels for which it would not be surprising to find commonalities, such as motor control of the vocal tract for speech and of the hands for grasping (Sevald and Dell, 1994). Instead, we focus on higher levels of language and action production, the role of prior experience on serial ordering in producing sentences and actions. Because syntactic processes are often claimed to be language-specific, investigating potential commonalities between syntactic planning and non-linguistic action planning has good potential to advance the dialog between language and action research.

In both the action and language domains, the probability of making alternative choices is known to vary as a function of prior action. For example, in motor reaching tasks, hand selection is often influenced by which hand the actor used in recently performed actions (Rostoft et al., 2002; Weiss and Wark, 2009; Valyear and Frey, 2014; Valyear et al., 2019). These behaviors are examples of hysteresis, a term that broadly refers to how physical systems are impacted by their prior history. Relevant to our study, hysteresis in motor control has often been described in terms of asymmetries in motor behaviors on the basis of prior executions. Notably, in sequential choice behaviors, repeating action plans may be more cognitively economical, as it is thought to be easier to select a previously executed plan rather than creating a new one from scratch (Rosenbaum et al., 2007). For instance, when actors transport an object from one location to another, they are more likely to re-deploy the previous grasp when returning the object to its initial location rather than selecting a locally optimal grasp (Cohen and Rosenbaum, 2004). This tendency can be accounted for by models such as the posture-based motion planning theory, which suggests that goal postures involve the selection of a stored posture that is subsequently modified for the execution of a new movement (see Rosenbaum et al., 2006). Such cognitive accounts of plan reuse have recently been termed the computational efficiency model of action hysteresis (Valyear et al., 2019), as the selection of recently executed plans correlate with reduced response times.

In language, speakers repeat recently used words (Clark and Wasow, 1998), sentence structures (Bock, 1986), and other aspects of language at higher than chance rates. Similar to the action domain, discussions of computational efficiency also are important in accounts of these behaviors, which are typically described as priming or persistence effects (Bock, 1986; Ferreira and Bock, 2006). For example, speakers reuse abstract sentence (syntactic) plans even when there is no overlap in topic or words from one sentence to another, and there is some evidence that such reuse improves speaking fluency (Corley and Scheepers, 2002). The phenomenon was first described by Weiner and Labov (1983), who studied the sentence structures produced by speakers during natural conversations. They found that a strong predictor of a speaker producing a rare sentence structure (a passive sentence such as The book was found) was whether that person had previously produced a passive sentence earlier in the conversation. Following these early naturalistic observations, syntactic priming or structural persistence effects have been abundantly documented in laboratory studies, typically in designs in which participants repeat or read aloud one or more sentences containing a particular sentence structure, which serves to “prime” that sentence structure, followed by presentation of an unrelated picture that participants must describe. The dependent measure is the extent to which participants’ picture descriptions use the same sentence structure and serial order of phrases as in the prime sentence(s) (Bock, 1986; McDonald et al., 1993). Structure priming effects in language production have been shown to be subtle but reliable across different sentence types and task variations, in both children and adults, and in a number of different languages (Mahowald et al., 2016).

Together, this work in action and language domains suggests that in both cases, actors must make implicit choices, including choices that affect serial ordering of subcomponents of the action. Moreover, in both cases, serial ordering choices are known to be influenced by serial ordering of actions/language executed in the recent past. On this view, there could be benefit to investigating the degree to which these language and action behaviors as examples of a broader tendency in both systems toward efficiency-based plan reuse (MacDonald, 2013). Despite potential parallels, however, the fields of action behavior and language production have largely been studied separately, and often with different theoretical accounts for the origin of these reuse effects. This lack of integration across fields is unfortunate, because similarities in plan reuse in the two domains could be a route for theoretical development in each field, spurred by consideration of results from the other field. Better integration across fields also can promote broader theoretical consideration of the extent to which language production processes can be seen as emergent from more domain general sequencing processes. Here, we take initial steps to bridge these two areas by designing an action and a language task with similar serial ordering components, creating an environment in which we can more formally investigate potential parallels between implicit serial ordering choices in each domain as a function of prior action.

We developed a language production task and an action task with parallel task structure, designed to allow trials from both tasks to be interleaved within a single experiment. In both tasks, a target trial required sequencing of several subcomponents: hand movements in the action task in order to touch target locations on a computer screen, and phrases to be spoken in the language task in order to describe a picture presented on the computer screen. In both tasks, either order of subcomponents allowed participants to complete the trial successfully. In order to test plan reuse on subcomponent ordering, target stimuli were preceded by two “prime” stimuli in which task subcomponents had to be executed in a specified order—a particular navigation path in the action task and a particular syntactic order in the language task. The dependent measure was the order of subcomponents produced in each type of target trial, as a function of the ordering that was fixed by the preceding prime trails. If plan reuse (hysteresis and syntactic priming) operates in both domains, then on target trials, participants should tend to produce the subcomponent orders (hand movements or phrases) that match the orders that were produced in the immediately preceding prime trials.



MATERIALS AND METHODS


Participants

Participants were 98 Native English speakers; 42 from the University of Wisconsin-Madison (female = 27, age not collected) and 56 from Pennsylvania State University (female = 50, age M = 18.5, SD = 0.99). Participants completed the experiment for course credit or pay and their data were used for subsequent analyses. This study was approved by the universities’ IRB boards, and all participants provided written informed consent.

An additional 33 participants were excluded because of failure to follow instructions (24), because participants had indicated an awareness of the priming manipulation in either the language or action task (4), non-native speaker status (2), or technical difficulties (3). All participants were right-handed.



Materials

Three types of stimuli were developed for both the action task and the language task. In both tasks, target stimuli afforded two alternative responses that differed in the order of their subcomponents: ordering of hand movements in the action task, ordering of phrases in the language task. Prime stimuli required an ordering of these subcomponents via stimuli that afforded only one response option. Filler trials were placed in between prime-target sequences in order to minimize participants’ detection of prime-target relationships; filler stimuli were designed not to prime either of the responses available on target trials.


Action Stimuli

All action stimuli were arrays of diamonds on a touch screen indicating locations where participants should touch. Each display had one green diamond designated as Start (the first to be touched in a trial) and one or more white diamonds (80 × 100 pixels, see Figure 1). For Prime trials (n = 24), the Start diamond was centered near the bottom of the screen, and two white diamonds were arranged symmetrically above and to the left and right of the green Start diamond. Arrows were placed between the diamonds to indicate the sequence in which the participants should touch the diamonds on screen (see Figure 1A).
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FIGURE 1. (A) Examples of action prime trials. (B) Examples of action target trials. Full set in Supplementary Material. (C) Examples of action filler trials.


Target trials (n = 12) were similar in layout to the prime trials but did not contain the arrows indicating the sequence in which the participant should touch the diamonds on screen, and thus they allowed an action sequence of touching the left diamond immediately after the Start diamond and then touching the right diamond (left-first order) or the opposite sequence (right-first order). For both Prime and Target trials, the exact screen position and the distance between the Start and white diamonds varied, but the two white diamonds above and to the left and right of the Start diamond were always equidistant from the Start diamond. A subset of the target trials (n = 4) also had an additional white diamond above the left and right diamonds which were centered above the green start diamond (see Figure 1B for examples). Across the prime and target trials, there was no exact repetition of screen positions for Start or white diamonds.

In addition to the Prime and Target trials, there were 36 filler trials, in which diamonds were arranged in a vertical line, varying in horizontal position, presence of arrows, distance between diamonds, and number of diamonds (see Figure 1C). The filler items all contained vertical arrays of diamonds, so that there was no priming of leftward or rightward hand movements in the filler trials.



Language Stimuli

Language stimuli also included prime, target, and filler trials. Stimuli for these trial types included printed sentences onscreen to be read aloud and pictures to be described.

Prime trials (n = 24) consisted only of sentences, which were presented centered on the computer screen. The sentences contained one of two word orders: an object first order such as: The maid brought a towel to the hotel guest, in which the object (towel) precedes the recipient (hotel guest), or a recipient-first order: The maid brought the hotel guest a towel, in which the recipient (hotel guest) precedes the object (towel). Object- and recipient-first structures are synonymous with Prepositional and Double Object Dative constructions, respectively. Examples are shown in Figure 2A.


[image: image]

FIGURE 2. (A) Example language prime sentences. Participants received either two object-first primes (left) or recipient-first primes (right). (B) Example language target stimuli. Full set in Supplementary Material. (C) Examples of language filler trials.


Target trials (n = 12) consisted of pictures depicting an event in which one human transferred an inanimate object to another human or demonstrated something about an object to another human. For example, the left-hand picture in Figure 2B can be described with an object-first order, The boy is giving a valentine to the girl, or a recipient-first order, The boy is giving the girl a valentine. See the Supplementary Material for full set of target pictures. Some pictures were edited versions of ones given to the authors by Kay Bock, and others were developed with clipart. Because speakers can describe pictures in many ways beyond the language forms of interest (e.g., Two kids are looking at something, which has no mention of the recipient and vague mention of the object), the pictures were pilot tested and selected to be those that best elicited descriptions that consistently included mention of both humans and the inanimate object but no other detail (e.g., features of the background).

Language filler trials (n = 36) were a mix of sentence and picture items. Sentence fillers described simple intransitive events with a single human or animal doing an action with no object or recipient (e.g., The man is skiing). Picture fillers also depicted intransitive actions such as sleeping, stretching, running with one human/animal actor and no objects (see Figure 2C). For these trials, there was no option of alternate object-first or recipient-first ordering because there was neither an object nor a recipient in the picture or sentence.



Procedure

Participants were tested at the Pennsylvania State University and the University of Wisconsin-Madison, using an identical Dell 23″ touch screen monitor with 1920 × 1080 resolution. The same Eprime 2.0 scripts and instructions were used at both sites, and the only difference was that participants’ spoken responses were recorded through the E-Prime 2.0 software in Wisconsin, whereas they were recorded separately using a Marantz© recorder in Pennsylvania.

Participants sat in front of the touchscreen and a microphone. They were informed they would see a mixture of different kinds of trials during the experiment, and that each trial would display either a sentence, a picture, or an array of diamonds. Participants were instructed to read sentences aloud and to describe pictures with a single sentence. For diamond arrays, participants were instructed to first touch the green Start diamond, then touch all remaining diamonds. If arrows were present, they were to touch the diamonds in the order indicated, otherwise they could touch the white diamonds in any order.

Following instructions, four practice trials were presented to familiarize participants with each trial type. These trials were identical in format to filler trials, in that they did not afford any sequencing options. They contained two touch-screen action trials (one with and one without arrows) and two language trials (one sentence and one picture). During the practice trials, the experimenter gave explicit feedback if participants did not follow instructions, or if verbal descriptions were missing elements or contained excessively elaborate descriptions (e.g., more than one superfluous element mentioned, such as including the color of items in the picture or describing the background).

The experiment comprised 144 trials: 48 primes trials, 24 target trials, and 72 fillers. The order of presentation for trials was as follows: two prime trials from a single domain (either both action prime trials or both language primes) were immediately followed by a target trial from the same domain as the preceding primes. Presenting two instead of one prime allowed us to minimize potential noise associated with the demands of task-switching amidst randomly interleaved action and language trials. Each target trial was followed by three randomly sampled filler trials. Each triplet of fillers contained at least one action filler trial and one language filler. Action and language prime-target sequences were randomly interleaved through the experiment, with 12 prime-target sets for each domain. An example is shown in Figure 3.
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FIGURE 3. Trial sequence. Participants saw a series of interleaved, fully randomized action and language targets, with five trials between each target trial. A prime-target-filler sequence began with two prime trials, either two action or two language primes. A target of the same domain (action or language) followed the two prime trials. Three filler trials, which afforded no sequencing options, followed the target. Each group of three fillers contained at least one language and one action filler trial. In this figure, screen displays are grouped to illustrate the trial sequence, but each trial in the experiment proceeded immediately following the end of the previous trial.


Participants were instructed to advance language trials (sentence or picture) by touching the screen once they finished speaking. Action trials automatically advanced after the participant touched the screen as many times as there were diamonds present. The experimenter sat next to the participant and ensured these instructions were followed.

Similar to the motivation for using two primes in a row, we sought to maximize likelihood of detecting an effect by implementing prime conditions between subjects. For the language trials, a participant received either object-first only or recipient-first only language primes. For the action trials, a participant received either left-first only or right-first only action primes. All combinations of prime types resulted in four lists: object-first and left-first primes, object-first and right-first, recipient-first and left-first, recipient-first and right-first. Participants received one of two random presentation orders.

Following the end of the experiment, participants were interviewed about what they had noticed about the tasks and what they thought that the task was about. Only about 3% of participants reported noticing the sequencing options in one or both types of trials. Those participants were eliminated from all analyses (as noted above in the “Participants” section).



Data Coding


Screen Touches in the Action Task

Action target trials had two possible outcomes of interest, namely, whether the left or right diamond was touched first. Touches to the screen counted as touches to a diamond if they were within 45 pixels of the center of the nearest diamond. Valid trials were defined as having the same number of screen touches as diamonds on the screen, a first touch on the green Start diamond, and one of the diamonds to either side of the start diamond. A total of 65 trials (5.51%) were excluded by failing to meet one or more of these criteria. For all remaining trials, responses were coded as either leftward or rightward movement from start, i.e., whether the left or right diamond was touched immediately after touching start.



Utterances in the Language Task

A valid picture description response for language target trials required mention of both humans in the picture and the inanimate object being transferred in the scene, as well as using a verb for which both recipient-first and object-first word orders were possible (Bock, 1986). For example, The waiter handed the woman a plate was coded as a valid response, whereas The woman received a plate of food was invalid because the verb did not permit both word orders and because the waiter was not mentioned. A total of 372 language trials were excluded (31.60%; exclusions were equally frequent in each condition). This rate of exclusions is comparable to rates in other syntactic priming studies using picture description and reflects the fact that participants are not explicitly instructed to produce a particular kind of sentence (Bock, 1986).

Valid trials were coded as having the sentence structure of either object-first (e.g., The nurse gave the cup to the boy) or recipient first (The nurse gave the boy the cup).



RESULTS


Overall Response Choices

Before we report effects of primes on target responses, we first report the overall rates of alternative responses on target trials in Table 1. As can be seen in the table, there was a strong preference for left-first responses over right-first responses in the action domain. This pattern was also found in pilot data without the language trials interleaved. The current study was not designed to investigate other dimensions influencing action biases, but one possible factor in the left-first bias is that when using the right hand to touch the screen (as all participants were required to do) a movement leftward toward the body may be easier than a rightward movement away from the body. Another reason for an overall left-first response bias may be that reading English text constrains eye fixations to be left-to-right ordered, potentially priming leftward eye fixations in the action task.


TABLE 1. Proportion of subcomponent ordering in responses by domain.

[image: Table 1]
In the language domain, participants did not exhibit a preference for either type of response. The overall language results are generally consistent with prior studies concerning rates of object-first and recipient-first sentences produced in language production tasks, in which a fairly even distribution of choices is found or a slight bias toward object-first structures, which varies with properties of the stimuli used to prompt language production and reflects the fact that implicit choices of alternative forms vary along multiple dimensions (Bock and Irwin, 1980; Bock, 1986; Bock and Loebell, 1990). For example, the visual scenes for eliciting the two sentence types of interest here typically depict demonstration of an object or transfer of possession of an object, as in Figure 2B. As this figure illustrates, the direct object is shown in between the agent and the recipient. The close proximity of the agent (which is mentioned before either object or recipient) and the object in the visual scene may promote object first descriptions. More generally, however, the effect of visual organization on sentence structure appears to be relatively minor (Bock et al., 2003).



Priming Effects on Target Responses

Here, we analyze the rate of prime-congruent responses, so that effects in each domain can be described with parallel terminology. For example, a left-first response to an action target trial was coded as prime-congruent when it was preceded by left-first prime trials, and a left-first target response was coded as prime-incongruent when that target was preceded by right-first primes.

Linear mixed effects models (Judd et al., 2012) were used for all analyses in order to predict participants’ behavior in each task. Each target trial was coded as ‘1’ if the behavior was congruent with the prime or ‘0’ if the behavior was incongruent with the prime. All models contained maximal random-effects structures (by-item and by-subject random intercept and random slopes for all predictor variables), unless a model failed to converge. In those cases, planned steps were taken to achieve the most maximal model that could converge according to Barr et al. (2013).


Action Trials

Rates of prime-congruent responses in the action domain are shown in the left panel of Figure 4. Analyses revealed a main effect of priming, meaning that on target trials, participants produced the prime-congruent responses reliably more often than prime-incongruent responses (z = 3.13, p < 0.05). Priming effectiveness was greater for left-first plans (z = −2.42, p < 0.05). That is, while both primes increased prime-congruent responses over prime-incongruent responses, the proportion of increase was significantly higher with left-first priming. Priming was also predicted by trial number (z = 4.06, p < 0.05), such that the degree to which the primed order was produced on target trials increased through the course of the experiment, potentially reflecting cumulative effects of priming; recall that prime type was manipulated between subjects, such that one prime (e.g., left-first) was used in all trials in a domain.
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FIGURE 4. Proportion of target trials in which participants produced prime-congruent responses. For action targets, bars reflect the proportion of screen touches that match the primed direction from the Start diamond (left-first/right-first, totaling to 1). For language targets, bars reflect the proportion of utterances (object-first/recipient-first, totaling to 1) that matched the structure of the primed object/recipient ordering. Means and standard errors are calculated over each participant’s mean score. Overall, prime order predicts rates of prime-congruent vs. prime-incongruent responses in both action and language trials, and for action trials the size of priming is greater for left-first primes.




Language Trials

Rates of prime-congruent responses in the language domain are shown in the right panel of Figure 4. As in the action condition, language primes significantly predicted word order in picture descriptions on target trials, such that participants used the primed word order more than the prime-incongruent one (z = 3.70, p < 0.05). object-first and recipient-first primes did not differ in their priming effectiveness (p > 0.05). There was also no effect of trial number, meaning that rates of prime-congruent responses did not change through the course of the experiment.

A clear pattern in the data in the right panel of Figure 4 is that the serial ordering of task subcomponents on target trials was influenced by the prime trials in both the action and language domains. These results suggest that it is possible to design action and language tasks with broadly parallel structures to examine plan reuse effects in both domains, in the same participants and within a single experiment. We next consider how action and language priming may interact.



Priming Across Tasks

Because the same participants completed both action and language trials in the same experiment, we can explore whether priming in one domain (action or language) affects rate of primed responses in the other. If action and language planning are related in some way, the effectiveness of plan reuse in one domain may impact behavior in the other. In our study, prime direction was manipulated between subjects, and combinations of priming direction in the two domains was counterbalanced across subjects via four different lists: left-first action prime + object-first language prime, left-first + recipient-first, right-first + object-first, and right-first + recipient-first primes. The patterns of priming in each list are shown in Figure 5. In exploratory analyses, we aimed to test whether the effectiveness of a prime in one domain was modulated by the direction of the prime in the other domain.
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FIGURE 5. Influence of presentation list on proportion of primed responses. Action and language prime types varied between participants resulting in four combinations of primes (presentation lists). Proportion of prime-congruent action responses (green) and language responses (white) are shown grouped by presentation list. (A) Participants with Left-first and Object-first Primes. (B) Participants with Left-first and Recipient-first Primes. (C) Participants with Right-first and Object-first Primes. (D) Participants with Right-first and Recipient-first Primes.


Responses in target trials (1 = prime-congruent, 0 = incongruent) were fit to domain (language vs. action), language prime (object-first vs. recipient-first), action prime (left-first vs. right-first), trial order, and random effects. An interaction between action and language prime conditions would suggest some form of influence of conditions in one task domain on the other task domain.

In this fully interactive model, the effect of prime was reliable across domains and prime levels (z = 4.56, p < 0.05). This result was expected, because primes had reliable effects in each domain when analyzed separately above. Further analyses show some evidence for priming effects to vary across the different combinations of action and language primes that participants experienced in the four presentation lists. Across all target responses, the likelihood of being primed was significantly higher if action primes were left-first instead of right-first, controlling for target domain (z = −2.79, p < 0.05). The size of the influence of action plans (domain∗action prime) depended on domain (a greater effect for action target responses; z = 1.97, p < 0.05). These effects are clarified by considering underlying main effects within individual presentation lists. Two significant main effects suggest that the source of the cross-domain modulation of priming is a mutual facilitation between left-first and object-first priming conditions. First, prime-congruent responses in the action task were more frequent for left-first primes than right-first in the presentation lists that also included object-first primes (filled bars of Figure 5A vs. 5C, z = −1.99, p < 0.05); this left-right priming difference was not obtained in the lists containing recipient-first language primes (filled bars in Figure 5B vs. 5D). Second, object-first language primes paired with left-first action primes were more effective in eliciting object-first picture descriptions compared to when object-first primes were paired with right-first action primes (white bars, Figure 5A vs. 5C, z = −2.9, p < 0.05). No other main effects were reliable.

While these effects emerged from exploratory analyses, they may suggest some cross-talk between the two tasks, potentially consistent with a domain general planning system.



DISCUSSION

We sought to develop parallel studies of two phenomena that have not previously been studied together, hysteresis in action and syntactic priming in language production. Both of these phenomena are well-established in their own fields, and we investigated whether an experimental design amenable to both action and language could elicit these effects in both domains in the same participants and within the same experiment. Consistent with previous research, we found that target responses for action and language tasks were both influenced by the structure of the immediately preceding behaviors that were carried out in response to the prime trials. Exploratory analyses suggested that left-first action primes and object-first language primes elicited the most priming when they were paired with each other in an experiment list.

This investigation of parallel Plan Reuse effects in each domain is necessarily preliminary, and any demonstration of parallel behaviors does not guarantee that the origin of the parallel effects is a single domain general system. Nonetheless, the attempt to put action and language tasks on the same footing, and the finding of comparable plan reuse effects, are interesting in several respects. In the next sections, we consider how researchers in action and language domains have interpreted plan reuse effects like the ones we have investigated as well as future applications of the methods we have introduced.


Theoretical Accounts of Plan Reuse

Our study shows that plan reuse phenomena in both action and language can have similar behavioral profiles. As we noted, however, the hypothesized underlying mechanisms in each field are not necessarily aligned. Here, we discuss some key theoretical differences that may prove challenging for more fully integrating the two fields, which may present challenges for viewing language production planning as emergent from more general action planning systems. We will consider how our parallel action-language method could have a role in investigating these theoretical approaches.

In action research, hysteresis has often been viewed through a dynamical systems lens, in which repetition of past actions owes to task-specific attractor states, with little or no contribution of cognitive computation (e.g., Kelso et al., 1994). An alternative view is that hysteresis may emerge from a confluence of biomechanical and cognitive considerations, including computational efficiency gained from reusing a recent plan (Meulenbroek et al., 1993; Rosenbaum et al., 2012; Valyear et al., 2019). The computational efficiency approach is supported by both neural and behavioral data. For example, response times to initiate movements are reduced when actions are repeated (Valyear and Frey, 2014; Valyear et al., 2019), and there is reduced neural activity in areas involved in action planning (e.g., intraparietal and superior parietal cortex) when actions are repeated (Valyear and Frey, 2015). Moreover, the cognitive processes involved in generating a new motor plan may interfere with serial recall position effects, again suggesting a deeper relationship between cognition and planning for physical action (Weigelt et al., 2009).

There are potentially biomechanical effects on serial order in language production, such as preferences for ordering shorter words before longer ones (McDonald et al., 1993), but in contrast to the action hysteresis accounts described above, the reuse of syntactic structures in language are viewed as owing to cognitive efficiency biases, not to biomechanical factors. There are two reasons behind this cognitive emphasis. First, syntactic priming effects are thought to arise in an early stage of language production planning, before biomechanical factors come into play (McDonald et al., 1993). Second, syntactic priming effects don’t require overt production of a prime; several studies have found reliable syntactic priming effects both when producers overtly produced a prime sentence before a target and also when producers merely listened to someone else producing the prime sentence (Chang et al., 2000; Bock et al., 2007; Mahowald et al., 2016). This evidence of priming without overt action means that syntactic priming effects cannot be attributed to the physical state of a system following an overt action. Researchers argue instead for a cognitive origin of the priming effects, that both the cognitive processes involved in interpreting language input and the processes that plan for upcoming productions can bias a speaker to adopt the same syntactic structure that was encountered or produced earlier.

These different conceptions of plan reuse in action and language present some barriers to accounts of domain generality and emergence of language planning from action planning processes, but they also offer opportunities for future research. One possibility is to consider the role of learning in the implicit decision making that may govern plan reuse phenomena in both action and language. Bock and Griffin (2000) and Chang et al. (2000) have used both empirical results and computational simulations to argue that structural priming in language production (i.e., plan reuse) reflect implicit learning. Similarly, studies of implicit decision making and habits in other action domains, such as whether an animal goes down the left or right branch of a maze, have assumed a learning component in decision making processes for actions (e.g., Mattar and Daw, 2018; Piray and Daw, 2019). We expect that a greater attention to implicit decision making in language production and other non-linguistic choice tasks will prove important to pursuing potential links between language and non-linguistic action planning.

Another step to bridging the theoretical divide could be to adapt our paradigm to investigate whether both action and language behaviors can be primed via perception of a prime stimulus. Rather than reading language prime sentences aloud as in the current study, participants could listen to the prime sentences presented via a computer or live confederate in a joint action task (Branigan et al., 2000), and rather than producing actions on prime trials, participants could watch the prime action being completed via video or live confederate. Some secondary task would likely be required to insure that participants paid attention to the primes (Bock et al., 2007), and the action trials would need to avoid priming sequences of eye movements when viewing the primed actions. Reliable priming from perceptual primes in a study of this sort would suggest that overt action is not strictly necessary for plan reuse. Such results would instead argue for a more cognitive approach to hysteresis in action, better aligned with the approach in language. Indeed, there are arguments in action research that the same processes that monitor an agent’s own action also can be engaged to interpret and align with another’s actions (Wolpert et al., 2003), suggesting a computational basis for action priming via action perception. Alternatively, a finding of perceptual priming only in language, not in action, would argue against domain general accounts. Any differences in strength of priming in the prime-production and prime-perception conditions in each domain could add further information concerning the degree to which plan reuse in action and language appear similar.



Interactions Between Action and Language Tasks

Potential cross-talk between interleaved action and language tasks also merits further investigation. Our exploratory analysis showed that the left-first action condition led to more effective object-first priming in the language task relative to the right-first action condition. Further, only in the context of object-first language primes, the left-first primes were more effective than right-first primes in the action task. Given that left-first touches appear to be the preferred pattern in our action task and object-first sentences are sometimes the dominant response in language production studies (Bock and Irwin, 1980; Bock and Loebell, 1990), it is possible that priming these preferred forms together resulted in less effortful planning overall, perhaps as a consequence of placing fewer demands on cognitive mechanisms common to both tasks (akin to the argument made by Weigelt et al., 2009). Although it is difficult to precisely determine the locus and robustness of these effects in the present study, the results are promising enough to warrant a closer and more systematic look at the parallels between planning for action and for language production with an eye toward understanding whether and to what extent they draw from similar cognitive substrates. Other types of cross-talk between language and action tasks are also potentially interesting but with uncertain interpretations. Some researchers have found that certain non-linguistic perception or action tasks themselves prime certain sentence structures in language production (Kaiser, 2012; Scheepers and Sturt, 2014; Van de Cavey and Hartsuiker, 2016). One interpretation of these data is that they reflect domain general sequencing mechanisms (Van de Cavey and Hartsuiker, 2016), but an alternative is that these effects reflect a domain-general representation of events, so that priming of certain event representations have potential to affect both action planning and verbal descriptions of events (Kaiser, 2012; see also Ziegler et al., 2018; Gruberg et al., 2019). Another possibility is that shared planning is driven by shared (external) organization. For example, left-first action plans might guide visual scanning of pictured events with the agent, object and recipient appearing left-to-right (8 out of 12 of our language target pictures) and subsequently elicit more object-first language planning. These accounts are not mutually exclusive—there may exist both domain general representations of events and a domain general sequencing system, and future research should be directed at addressing the alternative theorizing here.



CONCLUSION

Steedman (2002) argued that ideas relating language to action have been implicit in theorizing in both fields for over a century, and Lashley’s (1951) explicit linkages between action and language production have shaped thinking for decades. These ideas hold promise for conceiving of key properties of language use as emergent from other systems. However, there has been relatively little contact between the fields of action and language production, and different underlying assumptions of the mechanisms that give rise to effects such as plan reuse. Our own study, with its similarly structured language and action priming tasks, encourages discussion across the two domains and offers some steps toward further investigation of language and action relationships.
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Previous studies of verbal short-term memory (STM) indicate that STM for serial order may be linked to language development and developmental language disorder (DLD). To clarify whether a domain-general mechanism is impaired in DLD, we studied the relations between age, non-verbal serial STM, and language competence (expressive language, receptive language, and language reasoning). We hypothesized that non-verbal serial STM differences between groups of children with DLD and typically developing (TD) children are linked to their language acquisition differences. Fifty-one children with DLD and sixty-six TD children participated as part of the HelSLI project in this cross-sectional study. The children were 4–6-year-old monolingual native Finnish speakers. They completed several tests of language and cognitive functioning, as well as new game-like tests of visual and auditory non-verbal serial STM. We used regression analyses to examine how serial STM moderates the effect of age on language. A non-verbal composite measure of serial visual and auditory STM moderated cross-sectional development of receptive language in the children with DLD. This moderation was not observed in the TD children. However, we found more rapid cross-sectional development of non-verbal serial STM in the TD children than in the children with DLD. The results suggest that children with DLD may be more likely to have compromised general serial STM processing and that superior non-verbal serial STM may be associated with better language acquisition in children with DLD.

Keywords: non-verbal, serial short-term memory, developmental language disorder, specific language impairment, language acquisition


INTRODUCTION

The current study investigates an order processing mechanism that is assumed to contribute to short-term memory (STM) for both verbal and non-verbal sequences. We specifically explore the possible association of performance in non-verbal serial STM tasks to successful language acquisition. To this end, we introduce auditory and visual versions of a non-linguistic order matching task and report regression analyses of moderation effects on age-related improvement in measures of receptive and expressive language, as well as language reasoning, in children with typical and atypical language development.

Developmental language disorder (DLD) is currently proposed as a diagnostic label for children who have language problems that endure throughout their childhood and impact their everyday life but are not part of an identified biomedical condition, such as sensory-neural hearing deficit, neurological damage, or intellectual disability (Bishop et al., 2017). An older diagnostic label, specific language impairment (SLI), was used to characterize specifically delayed or disordered development of language in the presence of normal-range non-verbal abilities. A discrepancy between non-verbal and verbal ability was thought to be an expression of SLI. However, there is contemporary agreement acknowledging that children with DLD can also have deficits in their non-verbal abilities (Bishop et al., 2017) such as sustained attention (Finneran et al., 2009; Ebert and Kohnert, 2011), processing speed (Leonard et al., 2007), procedural learning (Ullman and Pierpont, 2005; Ullman et al., 2020), and working memory (WM) and STM (Leonard et al., 2007; Montgomery et al., 2010; Vugs et al., 2013; Archibald, 2017; Henry and Botting, 2017). The current study aims to investigate serial order processing as a necessary component in both non-verbal STM tasks and language acquisition, and to determine if it plays a role in DLD.

The possibility of a domain-general order processing mechanism contributing to STM tasks in different domains (e.g., verbal vs. visual and spatial) remains controversial in the literature (Hurlstone et al., 2014). Language unfolds in time, and the leading explanations of STM for representing the order in verbal lists are linked to assuming a context signal that changes with time over list positions (Burgess and Hitch, 1999). Recent work comparing serial memory of different materials has suggested that encoding linear order in time is carried out similarly for verbal and non-verbal material (Hurlstone and Hitch, 2015, 2018; Hurlstone, 2019). However, when the material is presented in temporal groups separated by longer pauses, a difference between domains is revealed. The order of verbal items is represented at two levels, at the whole-list level and at a separate within-temporal-group level, whereas the order of spatial and visual items is represented at the whole-list level only (Hurlstone and Hitch, 2015, 2018; Hurlstone, 2019). A moderate view is that memory for serial order in verbal, visual and spatial sequences has fundamental functional similarities (Hurlstone et al., 2014). Accordingly, it is coded largely in a domain-general fashion (Ginsburg et al., 2017), while it is possible that phonological STM also has a mechanism for domain-specific order processing, which is further separate from processing and storage of item information (Hartley et al., 2016; Majerus, 2019). Although disagreeing in some specifics (e.g., how the position in a sequence is coded), most serial STM models assume that item and serial order information are processed at least partly independently (although see Farrell and Lewandowsky, 2002, 2004). The current study investigates the possibility of a domain-general mechanism for representing the order in STM and hypothesizes a role for it in language development. Dysfunction of such a mechanism could affect the representation of order at the phonological level (phonemes, syllables) and at the higher levels (morphemes, words, phrases) of language. Consequently, performance in verbal STM tasks would be poor and learning of language chunks at different levels could be slowed down. Thus, weaker STM for order could link to DLD.

WM, the ability to maintain information in an accessible state for the performance of various tasks, has been hypothesized to be associated with DLD and other developmental cognitive disorders. In particular, the ability to temporarily bind together and rehearse verbal material in a speech-based code in WM, that is, functioning of phonological short-term memory (pSTM), the phonological loop component in the Baddeley and Hitch WM framework (Baddeley and Hitch, 1974; Baddeley, 2003), has been linked to individual differences in both typical and atypical language development. Poor pSTM in DLD has been reported in many studies (Gathercole and Baddeley, 1990, 1993; Baddeley, 2003; Archibald and Gathercole, 2006a; Montgomery et al., 2010; Verhagen and Leseman, 2016; Archibald, 2017). Early studies suggested that DLD may result from a deficit in the phonological storage component of the phonological loop (Baddeley et al., 1998; Archibald and Gathercole, 2006a,b). Attention-based WM (the central executive component in the Baddeley framework) is also assumed necessary for different aspects of language. Both pSTM and the central executive have frequently been found to be associated with lexical knowledge (Gathercole, 2006; Archibald, 2017), as well as syntactic knowledge (Marton and Schwartz, 2003) and sentence processing (Montgomery and Evans, 2009; Montgomery et al., 2010). The largest body of evidence and most theory-driven studies pertain to word learning (Gathercole, 2006). Gathercole (2006) has suggested that pSTM is especially critical in the early stages of acquiring vocabulary and that a phonological storage deficit can be detrimental to building a lexical knowledge base in long-term memory (LTM).

In the last 10 years, also non-verbal WM and STM have been reported to play a part in the atypical language development in DLD. Vugs et al. (2013) compared two hypotheses about the relationship between WM and DLD. The first is the phonological storage deficit hypothesis of DLD presented above (Gathercole and Baddeley, 1990; Baddeley et al., 1998; Archibald and Gathercole, 2006a,b). An alternative domain-general hypothesis of DLD asserted that non-verbal factors, including visuospatial storage capacity and attention-based executive functions in WM, have an additional role in the development of DLD (Vugs et al., 2013). In a meta-analytic study, Vugs et al. (2013) found support for the latter hypothesis. A further perspective is provided by the possibility that WM functions are underpinned by more primitive processing components, either domain-specific or domain-general. In the current study, we address the possibility that a domain-general mechanism for representing temporal order in STM may underlie individual performance differences in some, although not all, STM and WM tasks and thus could be linked to language development.

Verbal STM for item and serial order have been shown to be independently related to vocabulary acquisition in typical development (Majerus et al., 2006a,b; Leclercq and Majerus, 2010; Ordonez Magro et al., 2018). A recent study of typically developing (TD) 4–6-year-old children (Attout et al., 2020) found verbal serial order STM to be robustly linked to both receptive vocabulary, tested by picture matching, and expressive vocabulary, probed by picture naming. Better performance in a task with serial order reconstruction responses was also found to be related to faster novel word learning by 6–7-year-old TD children in experimental settings (Majerus and Boukebza, 2013). In a longitudinal study, Leclercq and Majerus (2010) found that verbal serial STM at the age of 4 years predicted receptive vocabulary 1 year later. In this study, memory for serial order was also linked to non-verbal reasoning. Therefore, serial processing capacity need not be domain-specific. It could also depend on a domain-general process.

There are only a few studies of DLD and STM for order. One study that did include children with DLD is that of Cowan et al. (2017) although its main target group was children with dyslexia. The researchers studied a large number of 7–9-year-old children performing both verbal and non-verbal serial STM tasks. Because of high comorbidity, the children with developmental dyslexia were divided into a group with DLD and another group without DLD. There were too few pure DLD cases to form a third atypical group. Both dyslexic groups were compared with TD children with typical reading and language. Cowan et al. found serial order memory deficits in both groups of children with dyslexia. The differences were especially robust in those serial memory tasks that made the use of mnemonic strategies difficult. Non-verbal intelligence also distinguished between the three groups: TD > dyslexic > dyslexic with DLD. When non-verbal intelligence was matched, both dyslexic groups had poorer serial STM than the TD group, but did not differ from each other. Although effects were clearer for verbal stimuli (digits) than non-verbal stimuli (shapes, spatial locations), Cowan et al. (2017) concluded a domain-general serial order memory deficit to be substantially related to dyslexia. This suggests that atypical serial STM is associated to DLD at least in those children that develop dyslexia in school age.

As reviewed above, STM for verbal serial order has been linked with language development (Majerus et al., 2006b; Majerus and Boukebza, 2013). This has been modeled in terms of the need to represent phoneme order in vocabulary learning and word order in acquisition of syntax (Gupta, 2003, 2006; Gupta and Tisdale, 2009). However, whether a domain-general order mechanism affects language acquisition in DLD is not presently known. In the present study, we asked whether domain-general serial STM is associated with language development in 4–6-year-old TD children and children with DLD. For this purpose, we developed two non-verbal order STM tasks: one with visual, the other with auditory stimuli. These tasks should be minimally confounded with existing language skills.

In the study of cognition, both domain specificity (e.g., verbal vs. non-verbal content) and sensory-modality specificity (e.g., visual vs. auditory vs. tactile) of serial order processing have been studied in the context of statistical learning (SL). SL refers to implicit ways of detecting and learning patterns and regularities in input. In the most commonly studied paradigms, stimuli (e.g., consonant-vowel syllables) are presented sequentially over time. Some sequences recur, whereas other sequences do not. The only cue to which sequences form recurring “words” are the transitional probabilities between the individual stimuli (e.g., the syllables). The original work by Saffran et al. (1996) presented auditory synthesized syllables. Later work has employed both verbal and non-verbal stimuli, presented visually, auditorily, or through touch. Both similarities and differences between SL of different stimulus classes have been found. In early comparisons, an artificial finite-state grammar describing recurring sequences of auditory tones was easier to learn than one describing vibro-tactile pulse sequences to fingertips or one describing the order of horizontal positions of black squares (Conway and Christiansen, 2005). In each case, the stimuli were drawn from a pool of five alternatives. However, later research showed that the relative difficulty of different sensory modalities interacted with the rate of presentation (Emberson et al., 2011).

There is no absolute consensus about the mechanisms that underlie SL. One main class of explanations of serial SL is based on an incremental acquisition of the transitional probabilities between the stimuli in the sequence. The other main class of explanations is based on the idea of sampling chunks of the sequence (for a review, see Perruchet, 2019). The two classes of explanation can also co-exist. Although SL is generally thought of as an implicit process, not available to conscious reflection, its results are usually tested by explicit forced-choice decisions. Recently, SL has also been shown to affect the accuracy of serial short-term memory tasks: better serial recall was seen for sequences that had first been included in an SL task (Isbilen et al., 2020). As SL has been shown to correlate with developmental language measures (for a review, see Siegelman, 2020) and has been suggested to play a role in DLD (Mainela-Arnold and Evans, 2014), possible modality-specific differences in the learnability of regularities in temporal SL sequences could also affect STM for serial order. From chunking explanations follows also an alternative hypothesis, i.e., that serial binding capacity reflected in STM tasks could constrain the ability of the SL mechanism to chunk the stream of incoming stimuli to build units in LTM. The effect of sensory modality on immediate serial memory was directly studied by Laasonen et al. (2012). Adult participants with or without dyslexia had to tell whether the stimulus order in two sequences was identical or not. The sequences were binary, i.e., they always consisted of only two kinds of stimuli. In the visual sequences, these were flashes of two spatially separated LED lights, in the auditory sequences, two tones of different pitch, and in the tactile sequences, stimulation of forefinger or middle finger. The mixed sequences included stimuli from two different modalities. With the same stimulus onset asynchrony in each modality and modality combination, the effect of the group was significant, but that of the modality did not approach significance. At least this serial STM task was not sensitive to sensory modality.

In the present study, we conceptualize domain-generality similarly as Endress (2019), who has proposed primitive operations that are duplicated within different domain-specific systems to be domain-bound rather than belonging to one domain-general module. The primitive processing component that we assume to be duplicated and bound to different cognitive systems involves the ability to represent order in time. We hypothesize that individual differences in this ability are reflected in serial STM for temporal sequences and in the efficiency of language acquisition. Because our hypothesis concerns a primitive component, we assume that it functions similarly in different sensory modalities. However, as in SL, we expect other aspects of, for instance, visual and auditory stimuli, and task details to contribute to the difficulty of serial STM tasks, making them each unique despite a common serial component.

Here we hypothesized that children with DLD have poorer serial STM capacity than TD children. Furthermore, we hypothesized that a domain-bound capacity for serial order plays a role in language acquisition so that the development of serial STM capacity moderates improvement with age in language competence. We explored non-verbal serial STM moderation effects to three aspects of language competence (expressive and receptive language and language reasoning) and hypothesized that the moderation effect is found for all three. If the relationship between a general serial STM impairment and DLD exists, assessing general serial STM when DLD is suspected could be helpful, especially if the verbal assessment is challenging, as it is, for example, with bilingual children who have poor L2 skills.



MATERIALS AND METHODS


Participants

There were 51 children (39 boys) with DLD and 66 TD children (52 boys) between the ages of 4 and 6 years (Mean = 5 years 5 months, sd = 10.2 months). All children were taking part in the more extensive HelSLI Study (Laasonen et al., 2018, see also the Acknowledgments section) and were native monolingual Finnish speakers with no gross neurological findings. Based on caregiver reports, the hearing of the children was normal. In Finland, hearing is screened for all newborn babies and actively followed until school-age. The children with DLD were required to have a performance intelligence quotient (PIQ) of at least 70. Parental consent was obtained for each child. Ethical approval for the project was granted by the ethical board of the Helsinki Uusimaa Hospital District.

The children with DLD were part of the clientele of the Audiophoniatric Ward for Children in the Department of Phoniatrics of Helsinki University Hospital. They had been referred to the ward because of suspected DLD. They were examined and assessed during their visits to the ward. Diagnoses of other developmental disorders were used to exclude some potential participants. The children with DLD included in this study were all diagnosed using ICD-10 classification codes as having F80.1 (expressive language disorder), F80.2 (receptive language disorder), F80.8 (other developmental disorders of speech and language), or F83 (a mixture of specific developmental disorders including speech and language), and, not having a hearing impairment, intellectual disability, autism spectrum disorder, oral anomalies, or a diagnosed neurological impairment or disability (e.g., epilepsy, chromosomal abnormalities). More precise inclusion/exclusion criteria can be found in an article describing the HelSLI research project (Laasonen et al., 2018).

The TD group consisted of volunteer children from kindergartens in the metropolitan area of Helsinki, with a PIQ of at least 85 and no diagnosed or suspected language difficulties, except for possible minor articulation impediments.

The different inclusion criteria with respect to PIQ ensured a large enough sample size in the DLD group. Originally, we intended to form a separate group for children with DLD and PIQ < 85. However, because only 15 children with DLD had a PIQ between 70 and 84, this would have led to too small a sample size to warrant a separate group. Our exclusion criteria for the children with DLD were otherwise rigorous (Laasonen et al., 2018). In the initial analyses of data, the children with DLD with PIQ between 70 and 84 were not found to qualitatively differ from the children with DLD that had PIQ scores of 85 and above, with regard to the relationships between the variables analyzed in this study. It is not likely that this inclusion criterion difference altered the observed results except by adding statistical power, as sample size and PIQ variance increased. However, as a control measure, non-verbal reasoning was statistically controlled in the analyses.

Descriptive statistics of both groups are presented in Table 1, and distributions of the main variables are shown in Supplementary Figure 1. Because of the clinical context and the participants’ young age, some language and cognitive tests ended up with missing values, for instance, if a child refused to co-operate on a task. Frequencies of these are also reported in Table 1. As a group, the TD children were slightly older than the children with DLD. This was an unforeseen result of delays in the data collection and the clinical setting (the children with DLD being studied more likely near their birthdays). However, age was also used as a regressor variable. The considerable overlap of age distributions justified studying the age interaction effects that were our primary interest. Only at either end of the age distribution must caution be applied.


Table 1. Age and test scores: Means, standard deviations, missingness, and ranges of TD children and children with DLD, and effect sizes of mean comparisons.
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Language and Cognitive Tests

The selection of psychometric instruments was restricted to those available in Finnish. All presented tests were Finnish versions. We used the subtests Picture Naming, Receptive Vocabulary, Information, Vocabulary, Word Reasoning, Block Design, and Matrix Reasoning from the Wechsler Preschool and Primary Scale of Intelligence—Third Edition (WPPSI-III) (Wechsler, 2009). The Comprehension of Instructions and the Sentence Repetition subtests came from the Nepsy-II (Korkman et al., 2008), the Forward Memory from the Leiter International Performance Scale—Revised (Roid and Miller, 1997), and the Comprehension and Expressive Scales from Reynell Developmental Language Scales III (Edwards et al., 1997) (RDLS-III). We also employed the Expressive (EOWPVT) and Receptive (ROWPVT) One-Word Picture Vocabulary Tests (Martin and Brownell, 2010, 2011) as well as the Boston Naming Test (BNT) (Kaplan et al., 1983). Appendix 1 has a short description of each test. We used the raw scores of these variables, their sample-centered transformations, and sample-standardized z-transformations.

Because the full PIQ may be sensitive to language competence in young children, we used the mean of sample-standardized z scores of Matrix reasoning and Block design raw scores as an index of non-verbal reasoning. The TD group had a higher mean in non-verbal reasoning than the group with DLD nonetheless. This difference is in line with the one found by Gallinat and Spaulding (2014) in their meta-analysis and was also expected because extensive matching of groups was not feasible (Laasonen et al., 2018). Accordingly, we statistically controlled for the non-verbal reasoning composite, including it as a covariate in the analyses.



Non-verbal Serial STM Tasks

Matching tasks involving pairs of sequences in the visual and auditory modalities were created for tablet computers with touch screens. Both the visual and auditory STM tasks were non-verbal. In each of them, lengthening pairs of stimulus sequences involving animated fantasy animals or reverse-played animal sounds were presented for order comparison (see Figure 1; a short demonstration video is also available as Supplementary Material). The child’s task was to tell if the order of the stimuli in the two sequences was the same or not.


[image: Figure 1]
FIGURE 1. (A) Screen capture from the visual serial STM task. (B) Animal figures used in visual serial STM task.


In the visual task, two pairs of barns facing each other were pictured on the screen. Sequences of fantasy animals moved from left to right between the two upper barns (first sequence) and the two lower barns (second sequence), respectively. A pool of five different fantasy animals was used as stimuli. All the animal figures were constructed from the same 13 basic shapes of similar coloring; only the body parts’ proportions and positioning varied. Each animal also had a distinctive movement pattern. To minimize demands on item memory, we presented only binary sequences, such that each sequence consisted of tokens of only two different animal shapes, which had been sampled from the pool of five possible stimuli. The animals moved along constant horizontal paths in the central part of the screen. The first sequence of animals followed a path noticeably above the horizontal midline (between the upper barns, referred to as “Matt’s barns”), and the second sequence traveled below it (between the lower barns, “Mary’s barns”). Only one animal was seen at a time. Each animal was visible for ~1,500 ms completing its path between two barns. Thus, the participants had to bind the stimuli to a temporal sequence in their WM.

In the auditory task, we selected stimuli from five separate sound files consisting of animal calls played backward. Each call was ~1,500 ms long. During the auditory task, the same initial image of the two upper and two lower barns as in the visual task was now lightly dimmed to look dark on the screen. During the first sequence in a pair, the upper right-side barn was lit during each call and again dimmed after the call, signaling that animals in Matt’s barn said “good night.” During the second sequence in a pair, the lower right-side barn was lit similarly when Mary’s animals said “good night.”

The tasks were performed on a tablet computer—either Samsung Galaxy Tab 3 10.1 (2014) or Samsung Galaxy Tab A 10.1 (2016), running Android 5.0–7.0. Tab 3 had a 10.1-inch WXGA TFT display with a resolution of 1,280 × 800 pixels, while Tab A had a 10.1-inch TFT LCD screen with a resolution of 1,920 × 1,200 pixels. The STM tasks were custom-created applications based on the Unity engine (Unity Technologies). Each STM task—auditory and visual—was described to the child as a computer game (See Figure 1, Supplementary Movie Clip 1).

The “game” consisted of several rounds. In each round, six pairs of binary stimulus sequences of the same length were presented to the child. Two different stimuli were presented on each trial. After each trial, the child was asked to tell if the animals in the two sequences (Mary’s and Matt’s animals) had been in the same or a different order. In a round, there were always three trials in which the stimuli in the sequence pairs were in the same order and three in which the orders were different. Before the first round, children were presented with five practice trials. The practice trials were similar to the experimental trials (see below), with the first three consisting of sequences of two stimuli and the last two consisting of sequences with three stimuli. For the TD children, the instructions were given verbally, and for the children with DLD also symbol pictures were used when needed. During the practice trials, feedback was issued and, when needed, further instructions and practice were provided. The first experimental round of trials consisted of sequences of two stimuli. If the child responded correctly to four out of the first six comparisons, sequence length was increased with one more stimulus. When a child answered incorrectly on three or more trials on a round, the task was terminated. It took ~5–15 min for each child to complete the STM tasks.

The order of the stimuli in a sequence was pseudorandom, but the same for all children. In the SAME trials, both sequences were precisely the same, and in the DIFFERENT trials, two different consecutive stimuli had changed places in the second sequence. When the sequence length was four or more stimuli, the difference was always among n−2 middle stimuli, never including the first or last stimuli. The two sequences were presented one after the other with a 3-s inter-sequence interval. Within a sequence, the stimulus onset asynchrony was 2 s.

The presentation order was balanced between the visual and auditory tasks: half of the children performed the auditory task first and half the visual task first. A child was instructed to judge whether two stimulus sequences were similar or not. The child responded by touching either a virtual green button with a black ✓-symbol (SAME) or a virtual red button with a black × -symbol (DIFFERENT) on the tablet screen. The virtual buttons had a diameter of 30 mm, “SAME” on the left side of the touchscreen and “DIFFERENT” symmetrically on the right side.

We first computed separate STM scores for the auditory and visual tasks: the sum of the correct answers of all trials that had been presented. If a child had answered correctly on the first four trials on a round, the last two trials were not presented to shorten the testing time but were credited as correct. This scoring is similar as in, for instance, Archibald and Gathercole (2006b). Both visual and auditory STM task scores were standardized, and a composite STM score was computed as an average. Descriptive statistics for both groups are presented in Table 2, and distribution of the composite variable is shown in Supplementary Figure 1.


Table 2. Serial STM tasks and language composite scores: Means, standard deviations and ranges of TD children and children with DLD, and effect sizes of mean comparisons.
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Since our interest was in a domain-general aspect of serial STM, and, to reduce the effect of random variability and task-specific strategies, we used a composite score instead of using visual and auditory scores separately. Previous findings of Laasonen et al. (2012) suggest that processing of order in visual and auditory unimodal and crossmodal temporal sequences with stimuli of similar complexity might be a modality-general capacity.



Overall Procedure

The cognitive and language performance of children with DLD was tested in a clinical examination by neuropsychologists and speech-language pathologists during the children’s visits to the ward. The STM tasks reported here were presented at convenient times in their assessment schedule. The TD children completed the same speech and language and neuropsychological assessment batteries (for details, see Laasonen et al., 2018). The TD children were assessed in a quiet room in their kindergarten. For 15 children with DLD and 50 TD children, the auditory and visual STM tasks were presented in different sessions and on different days, but mostly within 6 days of each other (for one TD child within 8 days and for another within 11 days).



Statistical Analysis

Based on the 11 tests targeting language functions, we investigated receptive and expressive language factors and a factor representing more complex language reasoning functions. This structure was outlined a priori and tested with confirmatory factor analysis (CFA) for the raw scores of the 11 language tests. CFA was carried out with MPlus 8 (Muthén and Muthén, 1998–2017) using the MLMV estimator1 on the total sample of children. For the 11 observed language variables, we hypothesized a hierarchical factor model with three factors (receptive language, expressive language, and language reasoning) at the first level and a higher-order general language factor explaining factor correlations. Based on the CFA structure, three language composites were formed as an average of sample standardized values of the respective observed variables. An expressive language composite was formed from WPPSI-III Picture Naming, EOWPVT, BNT, and the Expressive Scale from RDLS-III; a receptive language composite from WPPSI-III Receptive Vocabulary, ROWPVT, and Comprehension Scale from RDLS-III; and a language reasoning composite from WPPSI-III Information, Vocabulary and Word Reasoning subtests, and Nepsy-II Comprehension of Instructions.

The distributions of the STM tasks were positively skewed, and visual inspection of bivariate scatterplots and residuals indicated heteroscedasticity. Statistical tests confirmed this in the distributions. For this reason, we used linear regression analyses with heteroscedasticity-consistent (HC4) standard error estimators (Cribari-Neto and Zarkos, 2004; Hayes and Cai, 2007). For the variables with missing values, we used the multiple imputation procedure with twenty imputed datasets, fully conditional specification (chained equations) iterative Markov Chain Monte Carlo method with the constraints of zero minimum and observed non-missing sample maximum. Small-sample degrees of freedom (Reiter, 2007; Van Ginkel and Kroonenberg, 2014) were used, and here the pooled results are reported. The multiple imputation procedure was applied to the raw scores of the language, cognitive, and STM variables before centering or standardizing with gender, group status, and age also in the imputation model.

Our primary interest in the analyses lay with revealing moderator effects on language development by exploring STM × age × group -interactions. The explanatory variables were mean-centered for the estimation of unstandardized effects. We did this to make the interpretation of the estimates more comprehensible and practical. For centered variables, zeros correspond to the values of the original sample means instead of their original zero values (Hayes and Rockwood, 2017). To estimate standardized effects, the variables were standardized, and interaction effects were calculated as products of these. The GLM procedure of SPSS 25.0.0.2 was used for these analyses. The conditional effects were also cross-checked using the PROCESS macro (Hayes, 2018), and tests of conditional effects were estimated separately for each imputation sample. Again, the results from all 20 samples were pooled using small-sample degrees of freedom (Reiter, 2007; Van Ginkel and Kroonenberg, 2014). We used two-tailed statistical significance tests and set α = 0.05 for the omnibus effects, acknowledging that the combination of heteroscedasticity correction and small-sample degrees of freedom may result in an overly conservative testing procedure. The conditional effect of serial STM × age was estimated for each group if there was a statistically significant three-way interaction of serial STM × age × group.




RESULTS


Confirmatory Factor Analysis of Language Variables

Among the 11 language variables opted for a CFA, there were a few unequal bivariate correlations for the two groups. The CFA was performed for the joint TD + DLD. The differences in performance level between the groups likely increased the covariances between the language factors somewhat. The correlations between all of the variables are in Supplementary Table 1. The CFA model is presented in Supplementary Figure 2.

The CFA on the 11 language variables had a good fit ([image: image]77.9, p = 0.0009, RMSEA = 0.075, 90% confidence interval for RMSEA = [0.048, 0.102], CFI = 0.973, TLI = 0.965, SRMR = 0.029, BIC = 10351.8). Tests of receptive and expressive language loaded highly on their corresponding factors, and tests of more complex language functions loaded together on the language reasoning factor. This factor resembles the verbal intelligence quotient (VIQ), which is composed of three of the WPPSI-III variables loading on this factor.

All of the three language composites had high reliabilities in the total sample (alpha reliabilities 0.86–0.96, see Table 3). When estimated separately in TD children, the reliabilities were also high (for expressive language composite α = 0.87, for receptive α = 0.68, and for language reasoning α = 0.72) and, respectively, in children with DLD (for expressive α = 0.92, for receptive α = 0.80, and for language reasoning α = 0.89).


Table 3. Correlations of age and composite scores.
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Non-verbal Serial STM Composite Validity and Reliability

TD children performed better than children with DLD in both serial STM tasks, although the difference in the visual task did not quite reach the preselected p-level. However, the effect size was moderate also in the visual task (see Table 2). The visual and auditory tasks correlated significantly in the total sample (r = 0.40, p < 0.001). The relationship between the two tasks remained statistically significant even when partialling out age and non-verbal reasoning (r = 0.24, p = 0.011). Separately, in the sample of TD children, the tasks correlated (r = 0.37, p < 0.01) and in the sample of children with DLD (r = 0.42, p < 0.01).

To validate that the composite qualifies as a measure of serial STM, we correlated both serial STM tasks and the serial STM composite with two viable STM tasks, i.e., Sentence Repetition and Leiter Forward Memory. The former represents verbal and the latter visuospatial STM. Correlations between the serial STM composite and the other STM tasks are presented in Table 3. These show moderate relationships and indicate the validity of the serial STM composite. The relationships remained moderate even when partialling out age (r = 0.21, p = 0.024 for Sentence Repetition and r = 0.30, p = 0.001 for Forward Memory). Partialling out also non-verbal reasoning reduced partial correlations (r = 0.07, p = 0.455 for Sentence Repetition and r = 0.17, p = 0.067 for Forward Memory).

The alpha reliability of the serial STM composite proved to be adequate. The fairly small number of trials in the serial STM tasks, dictated by practical constraints, allowed guesses a greater role in the number of correct answers than we had anticipated. If the one TD child who had the largest discrepancy between visual and auditory serial STM tasks were left out from the estimation of alpha, the coefficient would be 0.63, which can be considered acceptable. When estimated separately for TD children, the reliability was satisfactory, α = 0.61 and likewise for children with DLD, α = 0.60.

There were 20 children in both groups that did not produce four correct responses in the shortest sequence length of two in either or both of the STM tasks. We checked that this possible “floor effect” did not change the results of the moderation by running the analyses also without these children. The smaller sample sizes weakened statistical power, but the effects were comparable to those reported below.



Correlations Between Age, Non-verbal Serial STM, and Language

Correlation coefficients between the main variables in the total sample and for the TD and DLD groups separately are presented in Table 3. The complete correlation matrix is available in Supplementary Table 1. Some correlations for the two groups appear different in strength indicating different relationships between these variables in TD and DLD groups. The differences were tested both for the matrices and for each of the 28 individual pairs of correlation coefficients. Box’s test was run for the correlation matrix of age, non-verbal reasoning, serial STM composite, and three language composites. It showed statistically significant differences in group correlations for the whole variable set (F21,42436 = 4.1, p < 0.001). However, when individual bivariate correlation coefficients were tested, there were no significant differences between the groups (smallest p = 0.100 for the correlation of non-verbal reasoning with the language reasoning composite, rTD = 0.46 vs. rDLD = 0.71). Seemingly different is the correlation between serial STM and expressive language composites which is not statistically significant in the DLD group. There were some more missing values in the expressive variables among the children with DLD (see Table 1). These arose from the children occasionally declining to take individual tests. It looks like the group difference was larger on expressive than on receptive tests, which suggests that perhaps children with DLD succeeded more poorly on them. As a consequence, the measurement of expressive language may be less valid than the measurement of receptive language.

As the multivariate relationships between the variables were not the same in the TD and DLD groups, a moderation effect seemed to be present. For studying the moderation, i.e., how the change in serial STM with age is related to the change in language competence, we ran a series of regression analyses with interaction terms.



Predicting Expressive Language, Receptive Language, and Language Reasoning

A model with non-verbal reasoning as control variable, age, group (TD = 0, DLD = 1), age × group, serial STM, age × serial STM, group × serial STM, and age × group × serial STM as explanatory variables was used to account for variation in the three first-level factor composites: expressive and receptive language as well as language reasoning. Table 4 presents unstandardized (bi) and standardized (βi) regression coefficients for each effect.


Table 4. Results of the multiple regression analyses predicting language composites from centered age (in months), group status, non-verbal serial short-term memory, their interactions and non-verbal reasoning.
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The model for the expressive language composite was statistically significant (F8,106 = 35.1, p < 0.001), but in this model only the effects of age and group were significant (see Table 4).

When predicting receptive language (F8,106 = 40.6, p < 0.001), the effects of non-verbal reasoning, age, and group, as well as the two-way interactions of age × group and age × serial STM and, importantly, the three-way interaction of interest: age × group × serial STM, were statistically significant (Table 4). The age × group × serial STM interaction suggests that, as a function of age, the relationship of non-verbal serial STM with receptive language differed between children with DLD and the TD children. This effect, along with other effects of the model, is presented in Figure 2. As the serial STM composite is a quantitative variable, we chose three percentile values (20th, 50th, and 80th) to demonstrate the interaction and be probed in the figure. In the figure, it can be seen that the effect of age on receptive language does not differ with serial STM performance in the TD children. In contrast, for the children with DLD, better non-verbal serial STM performance is associated with steeper growth of receptive language competence with age. Considering each group separately in a follow-up analysis of conditional effects, one can ask the critical question of whether there is a two-way interaction of age × serial STM in each group.


[image: Figure 2]
FIGURE 2. Visualization of the receptive language composite by age × group × serial STM interaction. The lower part of the line of the 80th percentile in the group with DLD is faded to indicate that this portion of the line for children under 60 months old is extrapolated. The regression model suggests that DLD children in the highest STM percentile are catching up with the TD children. Non-verbal reasoning was statistically controlled at the total sample mean = 0.


Different age × serial STM interactions in TD children and in children with DLD were suggested by the tests conditionally in each group (bcond.Age × serial STM = bAge× serial STM + bAge × group × serial STM × centered group value = −0.003, p = 0.530 in the TD group and bcond.Age × serial STM = 0.055, p = 0.012 in the group with DLD). In TD children, this suggests no two-way interaction, whereas in children with DLD there is an indication of an interaction. This is a test for the effect presented in Figure 2, showing that for children with DLD, good serial STM capacity seems to be associated with greater receptive language build-up between the ages of 4 and 6 years.

A regression model with the same predictor variables also significantly accounted for the variation in the language reasoning composite (F8,106 = 82.4, p < 0.001). For this outcome variable, the effect of non-verbal reasoning was not statistically significant, but the effects of age and group and their interaction were (Table 4). The three-way interaction age × group × serial STM showed a similar trend as the corresponding interaction for the receptive language but did not reach statistical significance (p = 0.139).



Effects on Receptive Language When Controlling for the Two Other Language Composites

The three-way interaction of age × group × serial STM turned out to be important when accounting for the variation in the receptive language composite. Next, we tested whether the STM moderation effect held when also the two other language composites were considered in the model. These results are presented in Table 5. The model was statistically significant (F10,104 = 43.9 and p < 0.001) and the three-way interaction (age × group × serial STM) was also significant. In this model, the conditional age × serial STM effect in the TD group was again not statistically significant (bcond.Age × serial STM = 0.001, p = 0.895), whereas it was in the group with DLD (bcond.Age × serial STM = 0.041, p = 0.020). This again indicates that in the group with DLD, better serial STM was associated with steeper receptive language growth with age compared to the language development in those with poorer serial STM.


Table 5. Results of the multiple regression analyses predicting receptive language composite from centered age (in months), group status, serial short-term memory, their interactions, non-verbal reasoning, and two other language composites.
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Effects of Age and DLD on Non-verbal Serial STM

Non-verbal serial STM moderated the cross-sectional acquisition of receptive language in children with DLD. Therefore, we went on to investigate how age and group predicted non-verbal serial STM capacity. The results of this analysis are presented in Table 6. The model was statistically significant (F 4,110 = 11.4 and p < 0.001). Importantly, the age × group interaction was significant (p = 0.042). The conditional effect of age on serial STM was statistically significant only in the TD group (bcond.Group = 0.028, p = 0.010) and not in the group with DLD (bcond.Group = 0.001, p = 0.911), suggesting significant serial STM improvement with age only in the TD group. In this model, the effect of non-verbal reasoning was particularly large. It is possible that controlling for this variable in this case weakened other effects unnecessarily (Dennis et al., 2009; Earle et al., 2017). When we tested the model without controlling for non-verbal reasoning, the conditional effect of age on non-verbal serial STM was statistically significant in both TD children (bcond.Group = 0.047, p < 0.001) and in the group with DLD (bcond.Group = 0.024, p = 0.006). These results are shown in Figure 3.


Table 6. Results of the multiple regression analysis predicting non-verbal serial short-term memory from centered age (in months), group status, their interaction and non-verbal reasoning.
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FIGURE 3. Visualization of the serial STM composite score by age × group. The 80th, 50th (Md = Median) and 20th percentile values are marked as dashed light gray horizontal lines. The regression model suggests steeper STM development in the TD group.





DISCUSSION

We hypothesized that serial STM performance is related to the cross-sectionally studied development of language competence, specifically expressive and receptive language and language reasoning, in 4–6-year-old Finnish DLD and TD children. We developed two non-verbal serial STM tasks to avoid measuring serial STM for order with a language-based task. We discovered that, with non-verbal reasoning ability controlled, serial STM moderated the relationship between age and receptive language in children with DLD: better non-verbal serial STM was associated with greater age-gains in the receptive language in children with DLD but not in the group of TD children. Comparable moderation effects were not detected for expressive language or language reasoning. The moderation effect in receptive language remained even after statistically controlling for the two other language composites. We further found that the development of non-verbal serial STM with age was slower in DLD than in TD children in our cross-sectional samples. Thus, it can be speculated that this serial order STM limitation may have impaired the acquisition of receptive language skills in children with DLD.

Our hypothesis of the relevance of serial order STM for language development stemmed from the research of vocabulary development and learning in TD children (Majerus et al., 2006a,b; Majerus and Boukebza, 2013; Attout et al., 2020). This research was conducted using verbal STM tasks tapping item and order memory separately. However, the possibility of a domain-general serial order mechanism playing a role in STM and developmental language disorders, such as dyslexia and DLD, has been suggested by Cowan et al. (2017), who studied 7–9-year-old children with only dyslexia or dyslexia combined with DLD. Further, Majerus (2019) has recently suggested that both domain-general and domain-specific serial order processing may be involved in the representation of verbal serial order information. In line with our hypotheses, the results of the present study suggest that order processing in the STM of children with DLD is, indeed, not as efficient as in TD children, and that this may be related to their slower language development.

However, such a picture was robustly seen only for our receptive language composite. The failure to find a similar effect for expressive language was surprising. An inspection of our data suggests that this null result was driven by a number of the older children with DLD doing relatively better than their younger peers in receptive language tasks, whereas such good performance was absent in the expressive tasks. The lack of high scores in the expressive tests used here may be an artifact of the individual tasks being variants of picture naming. Perhaps children with DLD were more reluctant to do these tasks because the tasks required them to respond verbally (cf., 0-scores and missing data for children in the DLD group in Table 1). This tendency could be influencing also the results of those children with DLD that did the tasks but, perhaps, gave up too quickly. This could be a sample-specific validity difficulty, and further studies are needed to determine whether the different patterns for receptive and expressive language can be replicated and whether these patterns vary depending on age. In a parallel sample from the HelSLI project, we tested children with an immigrant background who are developing a second language. We found the patterns of receptive compared to expressive language to be more similar to each other in that sample (Lahti-Nuuttila et al., submitted for publication). The present study included mostly lexical tasks. Future studies could focus on differentiating between language dimensions (e.g., vocabulary, syntax) and their associations with non-verbal serial STM.

One explanation for these results is that, in addition to pSTM, also non-phonological serial order STM impacts language acquisition. For at least some children with DLD, the development of general serial order STM appears to be delayed. Together with more specific problems in pSTM (i.e., verbal serial order STM), this could result in substantive constraints on their language acquisition. Alternatively, verbal and non-verbal serial STM might both depend on similarly implemented domain-bound (Endress, 2019) serial ordering mechanisms in addition to possible domain-specific mechanisms, such as internal speech or visual imagery. For future research, we want to put forward the hypothesis that performance in verbal STM tasks relies on three components: a domain-bound copy of a general mechanism for representing temporal order, ability to represent the domain-specific content (e.g., syllables) that have to be ordered, and structured language knowledge already present in LTM providing top-down support (cf., Isbilen et al., 2020). So far, the efficiency of pSTM has been thought to depend mainly on phonological content representation. However, an impairment of a domain-general temporal structuring mechanism could affect the ability to represent the order of phonemes and syllables in both STM and word learning (cf., Gupta and Tisdale, 2009), and result in slower accumulation of verbal chunks in LTM. As language development proceeds, top-down linguistic knowledge comes to play an increasing role in both verbal STM and new learning of linguistic material, decreasing reliance on the ordering mechanism and changing the causal drivers of language acquisition (cf., Gathercole et al., 1992).

According to Majerus et al. (2006a,b), Leclercq and Majerus (2010), Martinez Perez et al. (2012), and Majerus and Boukebza (2013), children with compromised serial STM processing capacities may not be capable of mentally rehearsing the phonemic pattern of a new word as easily as children with better serial STM processing. One possible underlying reason could be the efficiency of a domain-general serial ordering mechanism. Current theoretical models of serial order processing suggest that similar principles underlie order processing in different domains (Hurlstone et al., 2014). Recent empirical data suggest that serial order in different domains may be supported by a time-dependent linear context signal (Hurlstone and Hitch, 2015, 2018; Hurlstone, 2019). However, a special feature of the verbal domain is that it additionally appears to allow nested order signals within temporal groups (Hurlstone and Hitch, 2015, 2018; Hurlstone, 2019). Our tasks, as well as the verbal STM tasks that have been associated with vocabulary development in previous research (Majerus et al., 2006a,b; Leclercq and Majerus, 2010; Martinez Perez et al., 2012; Majerus and Boukebza, 2013), do not involve explicit temporal grouping structure. Thus, rather than revealing domain-specific recursive temporal ordering effects, these tasks may predominantly rely on a list-level linear context signal for order representation, for instance, constantly decreasing signal strength from the beginning of the list toward the end of the list. Targeted experiments are needed to explore further whether more than one ordering mechanism is at play with language material.

Although there was clear evidence that non-verbal serial STM capacity increased with age in TD children, this increase did not seem to have a moderating effect on their language competence. It could be that the moderation effect is related to a particular stage of language acquisition and might be found in younger TD children. Our receptive language tests may also be less sensitive to improvement among TD children. Whether the interaction discovered here could result from TD children having advanced more in their STM development, in their language development, in both, or in the development of some other domain (e.g., attention) needs to be further studied.

Also, intact domain-specific phonological processes could have large and more specific effects during typical development, reducing the order STM moderation effect in TD children. Whether phonological development is independent of order STM requires further study. Studying non-verbal serial STM in children with other developmental disorders would be valuable. For example, Cowan et al. (2017), in their study, suggested that children with only dyslexia and children with both dyslexia and DLD did not differ in serial order STM, but the dyslexia+DLD group was more challenged by a non-word repetition task measuring phonological memory. It is possible that the difference between the two groups reflects severity rather than qualitatively different deficits. These researchers did not have a group with DLD only (i.e., without dyslexia), so research that would also regard this distinction would be needed.

The non-verbal serial STM tasks for this study were devised with practical considerations in mind. Because the children with DLD were studied as part of their already busy examination visits at the hospital, the tasks could not take long. The small number of trials probably limited test reliability. Twenty—especially younger—children in the TD group and 20 in the DLD group did not succeed at the tasks even with the shortest series of two stimuli. Thus, guessing or momentary attentional lapses in a “same-different” task could have increased error variance. Lower reliability of the tasks can be expected to have attenuated rather than increased the reported effects. It is essential to improve the tasks in the future to be more reliable even with younger children. This could be achieved with optimal task parameters (e.g., presentation rate) and presentation of more trials.

Our complex stimuli also presented an attentional load that could have resulted in poorer STM capacity estimates (Astle et al., 2012; Archibald et al., 2015; Rhodes and Cowan, 2018). However, in line with dynamic attention theory (Jones, 1976, 2019), we suspect that time-based attention may be an inherent component of serial STM tasks rather than a competing explanation. In the future, improving the reliability of non-verbal serial STM measures and comparing them to the tasks that have been used in studying verbal order STM is worth pursuing.

We studied the non-verbal serial STM as a domain-general process, common to visual and auditory modality. This interest was based on previous research (Laasonen et al., 2012; Cowan et al., 2017; Majerus, 2019) but also on comparable associations of the visual and auditory tasks to other variables in this study. Statistical learning (SL) is another cognitive ability thought to be related to language development (Frost et al., 2015; Bogaerts et al., 2021). Research on SL (Conway and Christiansen, 2005, 2006) has shown how modality-specific mechanisms interact with a possibly general, but domain-bound (Endress, 2019), mechanism to produce both differences and similarities in performance. This is similarly a research prospect that is important to explore. The results from SL studies also highlight the necessity to consider using different temporal parameter values for different presentation modalities (Arciuli and Simpson, 2011; Emberson et al., 2011).

The different inclusion criteria for PIQ may raise concerns about the generalizability of our results. Finding TD children with PIQ below 85 without comorbidities would have been hard. In our DLD sample, assessed with complete IQ tests, they were common. However, the overlap of the DLD and TD groups in PIQ distributions extends over two standard deviations. Using the non-verbal reasoning composite as a covariate in the analyses increased this overlap further, alleviating this concern.



SUMMARY AND CONCLUSIONS

To summarize, we developed two novel tasks to test serial STM in DLD without using verbal material. The tasks were administered to a group of 4–6-year-old children with DLD and their TD controls. Our results indicated that serial STM improves more slowly with age in children with DLD than in TD children. Furthermore, better serial STM was related to larger age gains in the receptive language in the DLD, but not the TD, group. These results highlight the relevance of non-verbal serial STM as a domain-general factor but are also compatible with the prevailing models of DLD that see this disorder as causally complex, with both domain-general and domain-specific origins (Archibald and Joanisse, 2013; Archibald and Harder Griebeling, 2016). Our findings are among the first investigating non-verbal serial STM and DLD. Although more research is required, our results suggest that the assessment of serial non-verbal STM could advance the identification of DLD, and especially so when the verbal assessment of the child is for some reason not valid or reliable enough. An example of such a situation is assessing a bilingual child when assessment in the child’s first language is not possible.



DATA AVAILABILITY STATEMENT

The datasets generated for this article are not readily available because of privacy and ethical restrictions. Requests to access the datasets should be directed to marja.laasonen@helsinki.fi.



ETHICS STATEMENT

The studies involving human participants were reviewed and approved by the Ethical board of Helsinki University Hospital. Written informed consent to participate in this study was provided by the participants’ legal guardian/next of kin.



AUTHOR CONTRIBUTIONS

EA, ES, ML, SK, and SS contributed to conception and design of the HelSLI project. ES and ML contributed to conception and design of this study. ML, PL-N, and SS organized the database. ES, ML, and PL-N performed the statistical analysis and wrote the first draft of the manuscript. EA and SS wrote sections of the manuscript. All authors contributed to manuscript revision, read, and approved the submitted version.



FUNDING

The project was funded by Hospital District of Helsinki and Uusimaa, Academy of Finland (grant 288435) and Social Insurance Institution of Finland (KELA, grant 407).



ACKNOWLEDGMENTS

We are grateful to the participating children and their families and to SLTs, psychologists, phoniatricians, nurses, and other personnel at the Department of Phoniatrics, University of Helsinki and Helsinki University Hospital as well as to the participating kindergartens and their personnel. For their contributions to this work, we want to thank Miika Leminen, MSc, MPsych, for discussions; Iida Porokuokka, MSc, for software development; and Professor Heikki Lyytinen for sharing elements of the game platform.

This study is part of a more extensive research project, the Helsinki longitudinal SLI study (HelSLI, http://tiny.cc/helsli) and its cognitive subproject.



SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fpsyg.2021.608069/full#supplementary-material

Supplementary Figure 1. (A,B) Modified bean plot of distributions of age and composite variables. Dots represent individual children and areas represent the probability density with an Epanechnikov kernel function. Means, standard deviations, and quartiles are also marked. N.B. Different scaling on variables.

Supplementary Figure 2. Total sample CFA model of the language variables. BNT, Boston Naming Test; RDLS, Reynell Developmental Language Scales III; EOWPVT, Expressive One Word Picture Vocabulary Test; WPPSI, Wechsler Preschool and Primary Scale of Intelligence, Third edition; Pict. Naming, Picture Naming; Receptive Voc., Receptive Vocabulary; ROWPVT, Receptive One Word Picture Vocabulary Test; Word Reas., Word Reasoning; Nepsy-II Compr. Instr., Comprehension of Instructions subtest from the Nepsy-II.

Supplementary Table 1. Correlation matrix of variables.

Supplementary Movie Clip 1. Non-verbal serial STM task demonstration. Time 0:00–2:21 visual task starts with four trials with sequences of two stimuli and these are followed by four trials with sequences of three stimuli, time 2:22–3:16 auditory task with four trials with sequences of two stimuli.



FOOTNOTES

1MLMV estimator uses only non-missing observations so the data from the children with missing values could not be used. To improve the CFA, we also used observations from children that had scores for the language variables but could not be included in the study because they did not take part in the nonverbal serial STM tasks. Thus, the sample size for the factor analysis was 143.
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Based on the Competition Model, the current study investigated how cue availability and cue reliability as two important input factors influenced second language (L2) learners' cue learning of the English article construction. Written corpus data of university-level Chinese-L1 learners of English were sampled for a comparison of English majors and non-English majors who demonstrated two levels of L2 competence in English article usage. The path model analysis in structural equation modeling was utilized to investigate the relationship between the input factors and L2 usage (frequency and accuracy of article cue production). The findings contribute novel and scarce empirical evidence that confirms a central claim of the Competition Model, i.e., the changing importance of cue availability and cue reliability in the frequency and accuracy of production. Cue availability was found to determine L2 production frequency regardless of level of L2 competence. Cue reliability was the input factor that differentiated competence levels. When learners stayed at a relatively lower L2 proficiency, cue reliability played an important role in influencing L2 frequency of usage rather than accuracy of usage. When learners developed increased exposure to and stronger competence in the target language, cue reliability played a significant role in determining learners' success of cue learning. The study is methodologically innovative and expands the empirical applicability of the Competition Model to the domain of second language production and construction learning.

Keywords: competition model, frequency, reliability, English article construction, second language, structural equation modeling, corpus, language production


INTRODUCTION

The current study is the first corpus-based study that statistically models the contributions of the input variables of cue availability and cue reliability to second language (L2) acquisition of the English article construction. The study is guided by the theoretical framework of the Competition Model (MacWhinney, 1987, 2012, 2017), which views language as a system of form-function mappings. Forms (e.g., the) serve as cues for the activation of functions (e.g., uniqueness). We represent an article cue in the form of “article function | article form,” following the convention of the model that represents form-function mappings as “X | Y” (the interpretation X given a cue Y). Cues differ in their inherent properties, the two most important of which are availability and reliability. Cue availability is the proportion of times the cue is available over the times it is needed, whereas cue reliability is the proportion of times the cue leads to the intended interpretation over the times it is available (MacWhinney, 2017). In another word, availability is related to the cue's frequency of usage, whereas reliability reflects the contingency of cue(form)-function association. Some cues (e.g., “second mention | the,” such as I bought a book. The book is so interesting) express frequent functions and demonstrate a reliable form-function association. Some cues (e.g., “river | the,” such as the Mississippi River) are related to infrequent functions and thus have low availability, but they always correctly predict the use of the form and hence have high reliability.

Decades of empirical research on the Competition Model have provided strong evidence supporting the importance of the input variables in determining the outcomes in L1 and L2 acquisition (see MacWhinney, 1997, 2001 for a review). Cue reliability has consistently been found to be the most important predictor for cue strength in sentence processing experiments with L1 adults. Most of these experiments adopted a simple sentence interpretation procedure that asks participants to judge sentences with conflicting cues. Adult L2 learners were observed to begin with a reliance on the cues with the highest cue strength in the L1, and to gradually change to target-like cue strength settings as learners' L2 competence increased.

Thus far there is a dearth of studies that have applied the Competition Model to explaining acquisition data obtained from production tasks. And there is a lack of descriptions about several issues including the relationship between the input variables, to what extent the input variables contribute to explaining L2 learning outcomes, and how this contribution might change as a function of learners' L2 development. Therefore, the present study attempted to address these research gaps through exploring the influence of input properties on L2 acquisition of form-function mappings in the English article construction. A written corpus on Chinese learners of English, a learner group that has been widely known to have experienced challenges in acquiring English articles (Master, 1997; Robertson, 2000), was sampled and coded with a usage-based article cue system (Zhao and MacWhinney, 2018) for a structural equation modeling analysis on variable relationships among input variables (cue availability and cue reliability) and L2 variables (frequency and accuracy of L2 usage). Due to the lack of longitudinal data in the corpus, two groups (English majors and non-English majors) were sampled for a cross-sectional comparison on learners with different levels of L2 competence with regard to the influence of the examined input factors.



THE COMPETITION MODEL

The Competition Model (MacWhinney, 1987, 1997, 2008; Bates and MacWhinney, 1989) presents a functionalist account for language structure, processing, and acquisition. Functionalism is the belief that “the forms of natural languages are created, governed, constrained, acquired and used in the service of communicative functions” (MacWhinney et al., 1984, pp. 128). Forms are the external phonological and word order patterns that are used in words and syntactic constructions, whereas functions are the communicative intentions or meanings that underlie language usage (MacWhinney, 1997). For instance, the form of the word cat is the set of phonological cues that contain the sound sequence /kAt/. The functions for this word involve the expression of the various semantic properties of the animal, along with its visual and auditory images. Lexical items and syntactic constructions can be understood in terms of form-to-function mappings. One-to-one mappings between form and function are rare in natural languages, which are composed primarily of many-to-many relationships. The pressure of communicative function, operating in accord with the constraints of neurolinguistic processing, is considered to be the primary determinant of language development, processing, and evolution.

In the Competition Model, forms serve as cues to activate meaning (or function). This principle applies to both language comprehension and production. The model views the comprehension of a sentence as the outcome of the interpretation given the formal cues, whereas the model views the production of a sentence as the outcome of a competition between many alternative forms of expression. The past morpheme -ed cues the interpretation of the simple past. Some French noun endings such as -sion and -ité activate the feminine interpretation of grammatical gender, whereas some endings such as -aire and -isme cue the masculine assignment. Due to the polysemous nature of language (many-to-many mappings), formal features are often not reliable cues for a particular meaning interpretation in language comprehension. For example, -s in English is associated with multiple functional markings including plural, third person singular present, and possessive. The information value carried by the morpheme -s is light, since speakers need additional contextual information to achieve accurate functional reading. Meanwhile, unreliable cues may not be favored by language speakers during production, as there can be other alternative forms that are readily available for usage and can express the same meaning or fulfill the same function.

The major predictive construct in the Competition Model is cue validity. Cue validity is “the information value of a given linguistic device as a cue to an underlying meaning or intention” (Bates and MacWhinney, 1989, pp. 37). The single most common interpretation of cue validity is in terms of the conditional probability that an event X will occur given a cue Y, that is, p (X | Y). With this property, we can quantify the degree to which that a formal feature informs its associated function. Cue validity can be measured in samples of spoken or written language such as conversational input data available from the CHILDES corpora (MacWhinney, 2000) or text counts of researcher self-composed corpus that represents target language use in the task domain (McDonald and MacWhinney, 1989; MacWhinney, 2017). The value of cue validity yielded by the corpus counts is used to generate predictions for sentence interpretation and for cue-driven language acquisition. Forms that are computed to be of a high conditional probability should win over the competition with forms of a lower conditional probability; forms of a high conditional probability should be acquired early and be the strongest determinants of processing in adults.

Cue validity is composed of three components (Bates and MacWhinney, 1989): cue availability, cue reliability, and conflict reliability. Cue availability “represents the extent to which a cue is there when you need it” and is measured numerically “as the ratio of the cases in which the cue is available over the total number of cases in a task domain” (Bates and MacWhinney, 1989, pp. 41). For example, the availability of the cue of the definite article (the) to indicate second mention is very high in English, but is relatively low when the is used to indicate absolute uniqueness (e.g., the moon, the earth). This is simply because second mention is a more frequent function than absolute uniqueness. The availability of the cue “second mention | the” can be computed as the ratio of its frequency of occurrence over the total number of article usage in a given spoken or written language sample. All things being equal, cues related to a frequent function will be acquired earlier than cues related to infrequent functions.

Cue reliability is another important component of cue validity. Reliability is “the degree to which a cue leads to the correct interpretation when you count on it” and is computed numerically “as a ratio of the cases in which a cue leads to the correct conclusion over the number of cases in which it is available” (Bates and MacWhinney, 1989, pp. 41). For instance, the reliability of the cue “absolute uniqueness | the” is very high. Because when this cue is present, it always correctly predicts the use of the definite article. In contrast, the reliability of the cue “singular countable with post-modifiers | the” (e.g., the man she is dating) is relatively low, as there are many cases when a singular countable noun requires the indefinite article despite being post-modified (e.g., a man she is dating, assuming that she may be dating more than one man).

Conflict reliability is a special kind of reliability. Specifically, it is the reliability of a cue when it competes directly with other cues. For example, case marking conflicts with word order in a sentence such as “the dogs saw she.” In English, word order “wins” the competition and the sentence is given an SVO interpretation, whereas in Dutch, the same sentence is resolved in favor of case marking and is given an OVS interpretation. Such conflicts between word order and case marking are rare even in Dutch. But the English article construction is rich with cue conflicts and thus conflict reliability is an important property that influences article acquisition. The above example of the cue “singular countable with post-modifiers | the” illustrates conflict reliability, as there are two alternative competing forms (the man she is dating vs. a man she is dating) associated with the same functional feature (post-modified singular countability). Thus, this cue is not high in conflict reliability. In contrast, another cue “non-countable with post-modifiers | the” (such as the land they own and the perfume in the bottle) has high conflict reliability, given that we cannot say land they own or perfume in the bottle. In such cases, the cue that supports choice of the definite article dominates over the cueing of zero by non-countability. Some competing alternatives in the article system are simply an outcome of conventionality. For example, names of buildings, bridges, theaters, hotels etc. generally take the definite article, as in the Babel Building, the Sydney Harbor Bridge, the Majestic Theater, the Peninsula Hotel and the British Museum. But there are also such proper names that take the zero, such as in Rockefeller Center, Buckingham Palace, London Bridge, and Grand Hyatt. In addition, British English accepts the High Street and the Main Street, while in American English street names are generally used without the definite article (Radden and Dirven, 2007).

The English article construction allows a lot of co-existing alternative forms like this. Cues such as the singular countable nouns or non-countable nouns with post-modifiers offer more analyzable properties, as further cueing from overall discourse patterns can then support the choice of one of the options over the other. The proper name cues are not analyzable because of the idiosyncrasy in their usage. Conflict reliabilities of article cues can vary a lot, thus making it harder for learners to acquire but providing a good test ground for predictions about the model-based input properties.

In the Competition Model, language acquisition is characterized as input-driven learning. The model describes language speakers' (learners') linguistic representations “in terms of a complex set of weighted form-function mappings, a dynamic knowledge base that is constantly subject to change” (Bates and MacWhinney, 1989, pp. 13). This dynamic knowledge is termed cue strength. Under ideal conditions, the value of cue strength converges on the value of cue validity. Consequently, the order of importance of cues to meaning for adult speakers should closely reflect cue validity estimates. This has been consistently confirmed in Competition Model experiments in which cues are set in conflict with each other (see MacWhinney, 1997, for a review). In such experiments with the same paradigm of a sentence interpretation task (untimed or timed), participants are presented with a series of simple transitive sentences (e.g., the dogs saw she) composed of two concrete nouns and a transitive action verb and are asked to judge which of the nouns is the agent. The sentence stimuli always include competing and/or converging cues to sentence meaning. Participants' agent identification reveals which cue(s) they rely on in sentence interpretation, on the basis of which researchers can determine the relative order of cue strength assigned by the speaker. According to MacWhinney (2017), this basic sentence interpretation method has been robustly applied “in 52 empirical studies involving 18 different languages” and the model has also been tested with more online processing and neuroimaging methods including “self-paced reading, eye-movement monitoring, ERP, fMRI, and cross-modal priming methods” in more recent studies (p. 291).

Changes in cue strength in the course of language development have been tied to cue validity. An important prediction of the Competition Model is that L1 and L2 acquisition is controlled primarily by cue availability at the early stage, followed by a lengthy phase of learning controlled by overall cue validity (cue reliability becoming more important than cue availability), with the ultimate phase of learning dominated by conflict validity as learners fine-tune the form-function mappings in relatively less frequent situations that involve cue competition (Bates and MacWhinney, 1989; McDonald and MacWhinney, 1991; MacWhinney, 1997, 2008, 2017). Learners of beginning proficiency in a language heavily rely on high-frequency cues readily available to them for comprehension and production. As more cues are acquired, cue strengths change and begin to mirror cue validity as assessed only over those sentences involving conflict between these cues (McDonald and MacWhinney, 1989). Importantly, learners adjust their cue strengths when they make interpretation errors and receive feedback. The ultimate stage of language acquisition involves learners' successful resolution of cue conflicts in favor of target-like cue-outcome interpretations. This theoretical prediction has been well-supported by empirical evidence in L1 acquisitional studies (e.g., McDonald, 1986), but lacks adequate empirical evidence from L2 studies. MacWhinney (2017) summarizes the empirical findings of the Competition Model on child and adult monolinguals as follows (pp. 293):

Children begin learning to comprehend sentences by first focusing on the most available cue in their language.

As children get older, cue strengths converge on the adult pattern with the most reliable cue growing most in strength.

As children get older, their reaction times gradually get faster in accord with the adult pattern.

Compared to adults, children are relatively more influenced by cue availability, as opposed to cue reliability.

Cue strength in adults and older children (8-10 years) is not related to cue availability (since all cues have been heavily encountered by this time), but rather to cue reliability. In particular, it is a function of conflict reliability, which measures the reliability of a cue when it conflicts directly with other cues.

The existing L2 studies within the Competition Model framework (e.g., McDonald, 1987; Liu et al., 1992; Sasaki, 1994; Su, 2001; Tokowicz and MacWhinney, 2005; Morett and MacWhinney, 2013) have primarily attempted to validate the model's prediction on language transfer, i.e., L2 learners initially rely on cues that are dominant in their L1 in L2 sentence processing and would gradually acquire new cue-strength patterns in the L2 (MacWhinney, 1997, 2012). In other words, L2 learners would transfer their L1-based processing strategy to L2 processing, resulting in non-native processing of the L2 which may (or may not) be replaced by L2 cues as a function of L2 development.

The degree of the adaptation to the target processing strategies differs across studies. This difference may be due to the particular language-specific differences in strategies by native speakers of the two languages, bilingual proficiency (Kilborn and Cooreman, 1987; McDonald and Heilenman, 1991; Rounds and Kanagy, 1998; Su, 2001; Jackson, 2008; Morett and MacWhinney, 2013; Pham and Ebert, 2016), amounts of L2 exposure (McDonald, 1987; Sasaki, 1991; Heilenman and McDonald, 1993), and starting age of acquiring the L2 or age of arrival in the L2 speaking environment (McDonald, 1987; Liu et al., 1992; Reyes and Hernandez, 2006; Pham and Kohnert, 2010). Early bilinguals with a young age of onset of learning the L2 tend to show an amalgamation of processing strategies from both the L1 and the L2, thus demonstrating an “in-between” profile (Hernández et al., 1994). Late adult bilinguals' sentence interpretation strategies tend to show forward transfer (Su, 2001), especially at a lower L2 proficiency or with a limited amount of L2 exposure. They adopt L1-processing strategies in interpreting L2 sentences. With continued exposure and growth of L2 proficiency, adult bilinguals rely increasingly on a coalition of L1 and L2 cues in processing L1 and L2 sentences, thus showing cue weight adjustment and sometimes backward transfer.

There is a dearth of L2 studies that test the model's prediction on the changing weight of cue availability and cue reliability at different stages of L2 learning (Comeaux and McDonald, 2018). In addition, all the above studies have tested the model's prediction by collecting language processing data. However, the Competition Model applies to language production as well. The model views the production of each sentence as the outcome of a competition between many alternative forms of expression. Which form to choose in production also depends on cue availability (how frequent the cue is readily available for use) and cue reliability (the conditional probability of being able to use the form whenever you have the idea) (MacWhinney, 1997). Language production is perhaps the area that has the most urgent need for more empirical data in order to test some core predictions of the Competition Model as a general language learning model not restricted to comprehension.



A USAGE-BASED ACCOUNT OF THE ENGLISH ARTICLE CONSTRUCTION

The English article construction provides a good testing ground for the influence of input properties. The articles, despite its seemingly simple formal system (the, a, an, Ø), contain a very large collection of functions. Zhao and MacWhinney (2018) put forward a usage-based framework to the analysis of the English article construction in which they analyzed a full range of 86 functional usages of the articles (excluding idiomatic usages such as by Ø hand). In this complex space of form-function mappings, there are a large variation among article cues with regard to various input properties including availability, reliability, prototypicality (Ellis and Collins, 2009; Wulff et al., 2009; Zhao and MacWhinney, 2018), and transparency (McDonald and Plauché, 1995). Table 1 lists the ten article cues with the highest availability according to Zhao and MacWhinney (2018) corpus analysis and their availability and reliability values.


Table 1. Properties of the ten article cues with the highest availability (Zhao and MacWhinney, 2018).

[image: Table 1]

According to the cognitive grammar account of articles by Langacker (1991, 2008), the article cues are not a random list but constitute a grammatical category of nominal predicates that define the figure and ground relationship in discourse. Through nominal grounding devices such as articles and other determiners (e.g., this, that), the speaker directs the hearer's attention to the figure (i.e., the intended discourse referent) in relation to a ground (i.e., the speech event and its participants). Prototypical configurations of nominal grounding include type, instance, and definiteness. A nominal type involves an open-ended set of actual or imagined instances, while no instance is being profiled. A prototypical exemplar of the type configuration is the cue “plural | Ø” (e.g., Ø cars). A type configuration is transformed to an instance configuration through the speaker's profiling of a specific instance in the general type. A prototypical exemplar of an instance configuration is the cue “singular countable | a/an” (e.g., a Shakespearean drama). The type/instance distinction lies in profiling (attention-directing) and in specificity. The instance conception is the default expectation for the indefinite article. Definiteness applies to situations of unique instantiation, i.e., when there is only one unique instance available of the specified type in the immediate scope of the discourse context constructed by knowledge of the speaker and the hearer. Prototypical exemplars of the definiteness configuration include some high-frequency cues with post-modifiers such as “singular countable with post-modifiers | the” (e.g., the man she is dating) or “plural with post–modifiers | the” (e.g., the letters I received today) and the second mention cue (second mention | the, e.g., I saw a peacock. The peacock was beautiful).

Langacker (2008) also describes some non-prototypical types of grounding relationship. The zero article used with mass nouns encodes zero grounding due to the semantic nature of the nouns. Count nouns denote objects (e.g., apple, book), whereas mass nouns denote substances (e.g., Ø water, gold) (Radden and Dirven, 2007).1 The conceptual construal of an object type involves well-delineated boundaries between individuated instances of the same type. It is easier for the speaker to pick out one or some of the instances from the type for grounding. Substances by contrast has no inherent boundaries and, as a result, are continuous rather than discrete and individuated. The inherent unboundedness of mass nouns makes it resistant to instantiation for profiling, thus encoding zero grounding relation, unless we impose externally added boundaries with the help of count nouns (e.g., a glass of water, a piece of gold).

Grounding can also be intrinsic, which is the configuration for many of the “proper name” cues. Typical examples of proper names are personal names, country and city names, geographic names, institutional names, architectural names, etc. Langacker regards these name cues as the configuration of intrinsic grounding, “since the very meanings of such expressions imply the identifiability of their referents, they do not require a separate grounding element” (Langacker, 2008, p. 272). Therefore, proper names should be inherently definite. However, the article usages of the English proper name cues are highly idiosyncratic (Radden and Dirven, 2007; Verspoor and Huong, 2008; Zhao and MacWhinney, 2018). For example, English lake names usually take the zero article (e.g., Lake Michigan), whereas river names usually take the definite article (e.g., the Mississippi River). Many English park names use the zero article (e.g., Central Park), whereas many garden names use the definite article (e.g., the New York Botanical Garden). The article usages of English proper names in general follow historical conventions and demonstrate high idiosyncrasy and low transparency in terms of the selection of article forms. Among the 86 article cues identified in Zhao and MacWhinney (2018), the proper name cues occupy a large type space, but only a small proportion of token frequency.



THE PRESENT STUDY

The above review of the literature suggests that the Competition Model is a robust psycholinguistic model of input-based learning which follows its own methodological approach to quantitatively predicting and validating crosslinguistic variations and trajectories of language acquisition in monolingual and multilingual settings. While previous research has provided insights on these issues, a few important gaps have been identified. First, almost all studies of the Competition Model only relied on sentence comprehension processing data. It is true that the model is traditionally known as a sentence processing model. However, the theoretical concepts and assumptions of the model are applicable to language production. To test the validity of the model on production data will significantly expand the theoretical scope of the model and opens up a new empirical direction for the development of the model. Second, the majority of the Competition Model studies have adopted a sentence interpretation task (with variations in its implementations). When we test the model on production data, we need new task designs with methodological innovations. The current study adopts corpus-based naturalistically elicited written production data. Third, previous studies of the Competition Model that involve bilingual speakers have predominantly focused on the investigation of transfer of language processing strategies. Very few studies (McDonald, 1987; McDonald and Plauché, 1995; Comeaux and McDonald, 2018) have tested the model's prediction on the changing weight of cue availability and cue reliability at different stages of language learning. Two of such studies (McDonald and Plauché, 1995; Comeaux and McDonald, 2018) actually examined artificial language learning, which only gives indirect implications to the acquisition of natural languages. The contribution of cue availability and cue reliability at different stages of language learning is a core theoretical value of the model and needs to be tested with more empirical evidence from natural language learning.

The present study aims to investigate how cue availability and cue reliability affect L2 learners' productive use of English article cues. Learners' use of article cues is operationalised as L2 frequency (token frequency) and accuracy of cue usage. The large number of cues in the article system makes it possible to statistically model the relationship between input properties (cue availability and reliability) and learner usage (L2 frequency and accuracy of usage). The written corpus under investigation is based on data collected from college-level Chinese-speaking EFL learners whose L1 does not have an equivalent article system. The corpus does not provide information on learners' English proficiency, which would be a more direct measure of stages of L2 learning. However, the corpus includes data collected from English majors and non-English majors. The two cohorts provide us with a good cross-sectional comparison on levels of L2 competence as a result of their different amounts of target language exposure and language use. Specifically, the study seeks to examine the following research questions:

1. How do input properties of English article cues (cue availability and cue reliability) influence Chinese EFL learners' frequency and accuracy of article cue usage in written production?

2. Do the influences of cue availability and cue reliability on L2 article usage differ according to learners' level of L2 competence?



MATERIALS AND METHODS


Data Source and Coding

Our data are drawn from the written section in the Spoken and Written English Corpus of Chinese Learners (Version 2.0) (SWECCL) (Wen et al., 2008). SWECCL was one of the largest corpora constructed based on data obtained from Chinese-speaking EFL learners. Learner texts in the written section were collected from college students in 34 universities in China mainland. The sampling of the universities has a good coverage of geographic areas and university rankings.

The majority of the written texts are argumentative essays based on prompts (see Appendix 1 for a complete list of the sampled essay prompts). There are two types of written texts, timed and untimed, depending on whether the participants were given time restriction for the written task. Texts were initially collected from learners' handwritten documents and then were manually typed and included into the corpora.

Learner sampling included both English majors and non-English majors. Years 1-4 English-major texts were available in the corpus, whereas only Years 1-2 non-English-major texts were available. For a fair comparison, only Year 1 and Year 2 essays from both majors were sampled for the current study. Approximately 20 texts from the timed essays in the four sub-groups (English-major Year-1, English-major Year-2, Non-English-major Year-1, and Non-English-major Year-2) were randomly sampled. Timed measurements tend to elicit learners' implicit knowledge (Ellis et al., 2009) which is a more reliable measure of learners' L2 competence. Only essays with more than 150 words were selected. Many essays with shorter than 150 words are found to be incomplete and lack a clear essay structure.

It is hard to define or compare the English proficiency levels of the two learner samples. Years 1-2 Non-English majors normally take the College English Test Band 4 (CET4), whereas Years 1-2 English majors are made to take the Test for English Majors Band 4 (TEM4). CET4 and TEM4 are considerably different tests, neither of which has been formally linked to the CEFR levels (Council of Europe, 2001), thus resulting in no direct comparison of the two cohorts' English proficiency. Our experience with these cohorts of English learners suggests that Years 1-2 non-English majors are generally at the B1 level on the CEFR scale (intermediate proficiency), whereas Years 1-2 English majors generally have a B2 level of English proficiency (upper intermediate proficiency).

Four samples with a sum of 16,989 words were generated based on the above criteria (Table 1): English-major Year-1 (4,707 words), English-major Year-2 (5,858 words), Non-English-major Year-1 (3,683 words), and Non-English-major Year-2 (2,741 words). A total of 3,004 noun phrases (NPs) were identified as the obligatory contexts for the use of all types of determiners, including articles and other determiners (quantifiers, possessives, and demonstratives). English majors produced longer texts per essay than non-English majors. Year-2 English majors write longer essays than Year-1 English majors. By contrast, Year-2 non-English majors write much shorter essays than Year-1 non-English majors. This pattern of results applies to all the indexes of NP, determiner, and article productions in the sample (Table 2).


Table 2. SWECCL data sample.
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In fact, the percentage of non-article determiner use (quantifiers, possessives, and demonstratives) was higher in the sampled learner essays than that of native English academic texts reported in Master (2013). Native English academic writers used a higher percentage of articles in the noun reference system. This suggests that Chinese learners may have “avoided” using articles to a certain extent. This could be attributed to the absence of a comparable article system in their L1 (Li and Thompson, 1981) and that learners from an article-less background often find it difficult to fluently use English articles (Butler, 2002; Ionin et al., 2008). The “overuse” of non-article determiners may be related to L1 transfer (Robertson, 2000), as there is widespread use of determiners in Mandarin Chinese which functions in part to signify definiteness (Li and Thompson, 1981). Zhao and Shirai (in press) provides a detailed account of this phenomenon in their analysis of the same learner corpus sample as the current study.

Two thousand two hundred and ten obligatory NP contexts of article use were identified in the sample. These include correct article suppliance, incorrect omission and incorrect suppliance of the article form. The first author and a trained native English speaking research assistant manually coded the obligatory NP contexts for (a) article cue type and for (b) accuracy of usage in obligatory contexts (SOC). The two coders achieved a high interrater reliability (k = 0.86) after discussing and resolving differing codes.

Cue types were coded with the coding scheme consisting of 86 article cues developed by Zhao and MacWhinney (2018). As an example, “So the children must learn how to compete to protect themselves.” Here, the use of the definite article the is an error since the writer intends it to be a general category of children rather than referring to a specific group of children. Here, the was coded as a token of and counted into the accuracy of the cue “plural | Ø,” i.e., use Ø with plural nouns unless they are uniquely identifiable.

Certain forms were excluded from analysis. When there are two parallel NPs, both of them were coded when there are no non-article premodifiers such as possessives or quantifiers. For example, in the phrase “a lot of troubles to college and society”, both “college” and “society” were coded. Both of them were coded as the obligatory contexts for the zero article. But in the phrase “for your commanders or commercial partners,” only the first NP “your commanders” was coded for the possessive use. The second NP “commercial partners” was excluded from coding, since we cannot judge whether the zero article was used due to the possessive (your) or due to the cue “plural | Ø.”

We also excluded the erroneous forms that invite ambiguous interpretations. For example, the NP “foreigner” in the sentence “I think communicating with foreigner is the thing you really want to do” was excluded. The preferred form of the noun “foreigner” in this particular discourse context is its plural form “foreigners.” Therefore, the first interpretation of this error is the omission of the plural marker -s. Yet, the singular form of the noun “a foreigner” is also grammatically correct in this sentence, though not preferred. So the error might also be interpreted as an omission error of the indefinite article a. Such cases were excluded from coding to avoid ambiguous interpretations. Errors related to misuses of parts of speech were also excluded from coding. For instance, the NP “independence” in the sentence “We can learn to be independence in universities” was a grammatical error since an adjective (independent) rather than a noun is required in the slot. Similarly, we also excluded coding on the adjective “healthy” in the sentence “The good healthy for them are very important.” Gerunds were also excluded from coding.

We distinguished between tokens of article cues, counting all the tokens of an article cue, and types of article cues, tallying only one instance of the cue type regardless of the number of tokens that belong to it. For example, if three plural NPs such as children, schools, and companies were identified in a text, they were coded as three tokens and one type of the cue “plural | Ø”. Learners’ L2 frequency of article cue usage for the statistics analysis was calculated with token frequency. To be comparable to the calculation method of cue availability, we used percentage of frequency (i.e., the number of tokens of a cue divided by the total number of article tokens) instead of raw frequency. A learner's accuracy of performance on an article cue was calculated with the suppliance in obligatory context (SOC) analysis, i.e., number of correct suppliances divided by number of obligatory contexts. The SOC analysis was counted with token frequency rather than type frequency.

The availability and reliability of article cues were adopted from the results in Zhao and MacWhinney (2018). In this article, they reported an extraction and validation of a total of 86 cues in the English article system. They also calculated the availability and reliability of these cues in naturally occurring English sentences with a corpus count method (McDonald and MacWhinney, 1989). They constructed a mini-corpus comprised of 38 texts covering 10 common genres of English written texts (academic, encyclopedia, magazine, newspaper, novel, drama, children's story, recipe, etc.) on a wide range of topic areas (politics, economy and finance, education, history, geography, technology, entertainment, sports, travel, food, etc.). The texts were selected from well-known publications to represent native speaker written English. The inclusion of a large variety of written genres and topic areas generates a language sample that is likely to closely mimic what college English learners (including English majors and non-English majors) are experiencing in their English exposure.



Data Analysis

To investigate the two research questions, a path model analysis in structural equation model (SEM) was implemented in this study. SEM is a powerful statistical technique that can be viewed as a coming together of several statistical models: multiple regression, path analysis and factor analysis (Kunnan, 1998). A systematic review study by In'nami and Koizumi (2011) reveals that SEM has been widely and increasingly utilized in applied linguistics research.

Compared with traditional multivariate procedures such as analysis of variance (ANOVA) or multiple regression analysis, SEM has several salient advantages. In a typical ANOVA or multiple regression analysis, for example, researchers are interested in understanding whether the variance in the dependent variable is accounted for by one or multiple independent variables (Field, 2009); however, it is not easy or even possible to explore the relationships between multiple independent and dependent variables. An SEM analysis, in contrast, is typically implemented to investigate the complex relationships between and among multiple independent and dependent variables. Furthermore, SEM takes a confirmatory, hypothesis-testing approach which means researchers can specify a conceptual model a priori which delineates the relationships between multiple variables of interest based on theories or relevant previous research. Next, this conceptual model can be tested against the empirical data.

Another strength with SEM lies in its capability of assessing or correcting for measurement error of variables which traditional analysis procedures are not equipped with, thus enabling researchers to interpret the relationships among variables more accurately by separating measurement error. In addition, whereas traditional multivariate procedures can analyze the direct relationship between variables, SEM is capable of analyzing both the direct and indirect relationships among a certain set of variables. An investigation of the indirect relationship entails the understanding of whether an independent variable affects a dependent variable through a mediating variable (In'nami and Koizumi, 2011). Thanks to these unique strengths of SEM, it was utilized in this study. It should be noted, however, that the path model analysis was implemented in this study because no latent variables were included in our analysis.

The Competition Model predicts input-based cue-driven language acquisition. As indicated by our research questions, we were interested in understanding the relationships between input properties (cue availability and reliability) and learner usage (L2 frequency and accuracy of usage). As such, we predict that cue availability and reliability determine how learners use the article cues in terms of their frequency and accuracy of L2 usage. Cues with higher availability and reliability should be used more frequently and accurately by learners. Furthermore, cue availability is predicted to play a more important role at a relatively lower L2 proficiency, whereas cue reliability is of less consequence at a lower L2 proficiency level but will increase its significance when learners progress to higher competence in L2 usage.

In view of the Competition Model and previous research, a conceptual model was specified depicting the hypothetical relationships between the four variables of interest (see Figure 1). As illustrated in this model, cue availability and cue reliability are two predictor variables which are hypothesized to affect both L2 frequency and L2 accuracy. In addition, we also predict a relationship between L2 frequency and L2 accuracy because we hypothesize that learners' frequency of using article cues influences their accuracy of usage. This initial model with the relationships that we specified about these four variables was tested against the data that was generated through our coding process. Model fit could be assessed through a number of indices (Kline, 2005; Byrne, 2006). A non-significant Chi-square test, for example, is usually a good indicator that the model fits the data, though the result is sensitive to sample size. In this study, we used the Chi-square test as well as several model fit indices, including the comparative fit index (CFI), the normed fit index (NFI), and the goodness-of-fit index (GFI), all of which should be over 0.90 to indicate satisfactory model-data fit.


[image: Figure 1]
FIGURE 1. The model with hypothesized relationships between variables.


After testing this model, another question that was of interest to this study is whether the parameter estimates between the variables of interest were equivalent across the two groups of English-major and non-English major learners. This was explored through testing the same model against the data from the two English learner groups separately and comparing the analysis results. The path model analysis in this study was implemented in EQS 6.3 (Bentler and Wu, 2005).




RESULTS


Frequency and Accuracy Distributions

We first report the descriptive statistics of all the sampled learners' (75 texts) frequency and accuracy of using article cues. Results showed that English majors (39 texts) used 40 types of article cues, whereas non-English majors (36 texts) used 35 types of article cues. English majors showed a mean percentage of frequency per cue of 0.03 (SD = 0.05) and a mean accuracy of 0.84 (SD = 0.25). Non-English majors had a mean percentage of frequency per cue of 0.03 (SD = 0.06) and a mean accuracy of 0.82 (SD = 0.28).

Table 3 lists the top six article cues with the highest L2 frequency in the two majors. Apparently, both groups used roughly the same set of cues with the highest availabilities in the English article system (see Table 1), but with a different frequency order. The frequency order among the English majors resembled that of the cue availability order more closely than that of the non-English majors. Despite the resemblance of the ordering, the English majors' percentages of frequency of using the high-frequency cues were a lot higher than their corresponding availabilities. For example, “plural | Ø” has an availability of 0.154, but a percentage of frequency of 0.258; “non–countable | Ø” has an availability of 0.12, but a percentage of frequency of 0.209. These suggest that, though mimicking the overall frequency distribution of article usage in English written texts, English majors relied more heavily on the few top-ranking cues in the frequency list.


Table 3. Top six article cues with the highest L2 frequency among English and non-English majors.
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Results demonstrate that the frequency distribution of article cues in learner texts (Figures 2A,B) is Zipfian (Zipf, 1935), with the most frequent article cues accounting for the majority of all the tokens. Figures 2C,D are log–log plots (with the trendline) that illustrate the accuracy distribution of cues ranked for frequency. The top-ranking cues did not show the highest level of accuracy. A decent number of lower frequency cues obtained a full percentage of accuracy, many of which are definite article cues, such as ranking words | the (e.g., the first), superlative | the (e.g., the best one), uniqueness | the (e.g., the Sun), anaphoric reference in phrase | the (e.g., the Harvard faculty), specific collectives of people | the (e.g., the Republican party), time of the day/week/season | the (e.g., in the morning), historic periods | the (e.g., the 1990's), etc. The overall patterns of frequency and accuracy distributions were the same among the English and non-English majors.
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FIGURE 2. Frequency and accuracy distribution of articles cues in learner groups. (A,B): X axis = Log(token frequency rank); Y axis = Log(token frequency). (C,D): X axis = Log(token frequency rank); Y axis = Log(accuracy).


One-way univariate analyses of variance (ANOVAs) revealed a main effect of major in terms of token frequency of article cue production [F(1,71) = 62.935, p < 0.0001, partial η2 = 0.470], type frequency [F(1,71) = 14.065, p < 0.0001, partial η2 = 0.165], and accuracy of usage [F(1,71) = 5.619, p = 0.020, partial η2 = 0.073]. English majors produced significantly more tokens and types of article cues and more accurately than those of non-English majors. Year 2 learners, however, did not outperform Year 1 learners in each major respectively, as the year level was not significant in terms of token frequency [F(1,71) = 0.497, p = 0.483, partial η2 = 0.007], type frequency [F(1,71) = 0.001, p = 0.971, partial η2 = 0.000], or accuracy [F(1,71) = 0.394, p = 0.532, partial η2 = 0.006].



Modeling the Relationship Between Input Factors and L2 Cue Use

The skewness and kurtosis values for the four variables of interest across the three groups (i.e., English major group, non-English major group, and the whole group) exceed |3.3|, suggesting violation of data normality at the variable level (Field, 2013). For example, the kurtosis values for L2 frequency are 11.35 (all), 11.72 (English major group), and 12.13 (non-English major group) respectively. In addition, Mardia's normalized estimates are 12.71 (all), 12.09 (English majors), and 9.61 (non-English majors), all suggesting multivariate non-normality (Byrne, 2006). Given that data non-normality can affect chi-squares and consequently model-data fit indices based on chi-squares, the maximum likelihood estimation method, the default parameter estimation method in EQS, was not adopted in this study; rather, the robust maximum likelihood method, which produces the Satorra-Bentler corrected Chi-square statistic, was adopted in this study (e.g., Byrne, 2006; In'nami and Koizumi, 2011).

The correlation matrix between these variables across the three groups are presented in Appendix 2. The results indicate that cue availability and L2 frequency are significantly and positively correlated (p < 0.01), and the pattern is consistent across all learners together, as well as the subgroups of English majors and non-English majors. Compared with the English majors (r = 0.83), the correlation between these two variables in the non-English group appears slightly less strong (r = 0.75). For the non-English major group, cue availability and cue reliability are significantly and negatively correlated (p < 0.05); the relationship between these two variables, however, is non-significant for the other two groups of English language learners. In what follows, we present the results from modeling the data of the whole group first, and then the two subgroups of English majors and non-English majors.


Whole-Group Analysis

The model with hypothetical relationships between variables was tested against the data in EQS 6.1 (Bentler and Wu, 2005). As mentioned previously, since no latent variable was included in the model, a path model analysis, as opposed to a full structural equation modeling analysis, was implemented (Byrne, 2006). Four model-data fit indices were employed to assess whether the model fit the data satisfactorily, including the Chi-square test, CFI, NFI, and GFI. A non-significant Chi-square test is a good indicator that the model fits the data well; in addition, CFI, NFI and GFI should be over 0.90 to indicate satisfactory model-data fit. The results indicate that the model fits the data satisfactorily (S-B Chi-square = 0.21, df = 1, p = 0.65; CFI = 1.000, NFI = 0.993, GFI = 0.997). The model with standardized parameter estimates is presented in Table 4.


Table 4. Standardized parameter estimates across groups.
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As indicated in Table 4, cue availability significantly and positively predicts L2 frequency (p < 0.01) suggesting that a higher level of cue availability leads to improvement in L2 frequency. The standardized estimate in this model can be interpreted in the same way as a regression coefficient. The standardized parameter estimate from cue availability to L2 frequency is 0.83, indicating that one standard deviation change in cue availability would lead to 0.83 standard deviation change in L2 frequency. Cue availability also has a positive and non-significant effect on L2 accuracy (β = 0.28, p > 0.05). Similarly, cue reliability, the other predictor variable, has a positive and non-significant effect on L2 frequency (β = 0.15) and L2 accuracy (β = 0.21). Finally, L2 frequency has a negative and non-significant effect on L2 accuracy (β = −0.16).

For the two dependent variables in this analysis, that is, L2 frequency and L2 accuracy, the R2 for the former is 0.720, indicating that the two predictor variables (i.e., cue availability and cue reliability) explain a considerable proportion of the variance in this variable; the R2 for L2 accuracy, on the other hand, is much smaller (0.063), suggesting that a minimal amount of variance is explained by the three independent variables in combination, that is, cue availability, cue reliability, and L2 frequency.



Subgroup Analysis

We performed a path model analysis of the data from each learner group. First, we tested the model against the data of the English majors. Results indicate that this model fits the data satisfactorily (Chi-square = 1.000, df = 1, p = 0.75, CFI = 1.000, NFI = 0.996, GFI = 0.999). The standardized parameter estimates are presented in Table 4.

Similar to what we found about the whole group, cue availability has a positive and significant effect on L2 frequency (β = 0.83, p < 0.01); it also has a positive effect on L2 accuracy (β = 0.24), though the result is not statistically significant. Cue reliability has a positive yet nonsignificant effect on L2 frequency (β = 0.15). Different from what we found about the whole group sample, however, cue reliability has a positive and significant effect on L2 accuracy (β = 0.31, p < 0.05) in the English major group. Regarding the relationship between the two dependent variables, L2 frequency has a negative and nonsignificant effect on L2 accuracy (β = −0.16).

The two predictor variables of cue availability and cue reliability explain a considerable proportion of the variance in L2 frequency (R2 = 0.720); similar to what we found about the whole sample, the three variables (i.e., cue availability, cue reliability, and L2 frequency) in combination explain only a negligible amount of variance in L2 accuracy (R2 = 0.099).

Next, we tested the model against the data from the non-English major group. Results indicate that this model fits the data reasonably well (Chi-square = 2.16, df = 1, p = 0.14, CFI = 0.961, NFI = 0.939, GFI = 0.939).

As shown in Table 4, the two predictor variables, that is cue availability and cue reliability, have a positive and significant effect on L2 frequency, though the effect of cue availability appears much stronger (cue availability: β = 0.79, p < 0.01; cue reliability: β = 0.31, p < 0.05). Cue availability has a positive yet nonsignificant effect on L2 accuracy (β = 0.18). Different from what we found about the English majors, cue reliability has a negligible effect on L2 accuracy (β = −0.02). Finally, L2 frequency has a negative and nonsignificant effect on L2 accuracy (β = −0.18).

Similar to what we found about the English major group, the two variables of cue availability and cue reliability explain a considerable proportion of the variance in L2 frequency (R2 = 0.728); the three variables (i.e., cue availability, cue reliability, and L2 frequency), however, explain only a minimal amount of variance in L2 accuracy (R2 = 0.016). To facilitate the comparison of research findings, the standardized parameter estimates of each path in the model across the three groups are presented in Table 4.





DISCUSSION

Out of the complete collection of cues in the English article system, college-level Chinese EFL learners used less than half of the cues in writing academic essays. This could be due to the specific genre of the written corpus. The L2 texts were argumentative essays which may result in a higher portion of certain cue usage. Zhao and MacWhinney (2018) availability list, however, is based on L1 texts of mixed genres (academic texts inclusive). Given the produced cues, learners demonstrated a native-like Zipfian distribution of article cue usage. This was regardless of major (English or non-English) and college year (1st or 2nd). Their frequency of cue usage was strongly influenced by the input property of cue availability. They used roughly the same set of most cues that top the availability ranking, a very small number of which they tended to rely more on than native speakers.

These high-frequency cues are the prototypical exemplars of the type (plural | Ø), instance (singular countable | a/an), and definiteness (singular countable with post–modifiers | the; non–countable with post–modifiers | the; second mention | the) configurations, and of the zero grounding configuration (non–countable | Ø). Given that there are a large number of cues in the English article system, learners relied on the most frequent ones more heavily than they are available in the input. These high-frequency exemplars play a crucial role in the learners' formation of the schematic configurations of the type, instance, and definiteness grounding relations. Similar to the role of path-breaking verbs such as give in the ditransitive construction or make in the resultative construction (Goldberg, 1999; Campbell and Tomasello, 2001), the prototypical exemplars in the English article construction guide learners' semantic categorization through their high input frequency and semantic compatibility with the configurations of the nominal grounding relations.

Meanwhile, a large number of idiosyncratic cues were not identified in the sample. Learners did produce tokens for a number of idiosyncratic cues such as names of countries, cities or states | Ø (e.g., Ø Australia), historic periods | the (e.g., the 1990's), political and military institution used alone | the (e.g., the Ministry of Education), disease name | Ø (e.g., Ø cancer), language | Ø (e.g., Ø English), XX University | Ø (e.g., Ø Yale University), generic inventions | the (e.g., the computer). It is also true that a large number of idiosyncratic cues were not produced. These include many cues that describe geographic features (bodies of water, continental landforms), architectural features (buildings, constructions, halls, malls, stadiums, hotels, theaters, bridges, parks, stations, etc.), street names, music instruments, religion, directional terms (north, south, left, right, top, bottom), etc. These idiosyncratic cues configure intrinsic grounding which is a type of non-prototypical grounding (Radden and Dirven, 2007; Langacker, 2008). Due to their low input frequency (therefore low familiarity to the learner), low prototypicality and high idiosyncrasy in usage, learners might avoid producing unfamiliar idiosyncratic cues in timed written production. Also, many of these cues may require more specific semantic domains of usage, and thus understandably did not appear in the sampled texts that are argumentative essays on topics (Appendix 1) such as the pros and cons of modern technology. Due to a smaller set of cue types in L2 usage, the percentages of frequency of the top-ranking cues became relatively larger than their corresponding availabilities in L1 texts.

Our findings confirmed the previous literature (Ellis and Ferreira-Junior, 2009; Matusevych et al., 2016) that input frequency determines its production frequency in the L2. Cue availability made an equally high contribution to L2 production frequency at the two levels of L2 competence. But the findings also showed that input frequency did not significantly predicts success in production (i.e., accuracy of usage). Instead, accuracy was shown to be influenced by cue reliability, and only in the English major group. Thus, cue reliability was found to be the significant input factor that differentiated levels of L2 competence. This result aligns well with the Competition Model prediction on reliability as the most important predictor for cue strength in sentence processing among adult native speakers (Bates and MacWhinney, 1989; MacWhinney, 1997, 2008, 2017).

The current study's results provide the comparable empirical evidence in L2 production. As discussed earlier, the model views sentence production as the outcome of a competition between many alternative forms of expression. Faced with a writing task under time pressure, L2 writers selected the most readily available cues among the many alternative forms for productive use. Successful usage is determined by cue reliability (the conditional probability of being able to use the form whenever the speaker has the idea to express) (MacWhinney, 1997). As a great part of the reliabilities of article cues involves conflict reliabilities, successful article usage is defined not only by the strengthening of individual cues as a result of increasing input exposure and cue use with feedback, but more importantly by the successful resolution of cue conflicts through a refined distinction between the phrasal, sentential, and discursive contexts associated with the competing cues. The finding that reliability only had a significant influence on accuracy of usage among the English majors and not among the non-English majors indicates that the English majors had surpassed the period of free variation use of competing cues whereas the non-English majors had not.

The ANOVA analysis confirmed that English majors indeed demonstrated stronger competence in all aspects of productive English article usage than non-English majors (i.e., token and type frequency, and accuracy). At an approximately B1 level, non-English majors can produce simple texts on familiar topics and can describe experiences and events and briefly give reasons and explanations for opinions and plans (Council of Europe, 2001). They were predominantly influenced by frequency distributions of cues and heavily relied on high-frequency cues. Learners in this cohort also strongly favored the use of cues with high reliabilities. In a timed essay writing setting, the need to express the message efficiently outweighs the need for expressiveness. They tended to produce simpler and shorter clauses and NPs that are most readily available to them and that they felt most confident in producing.

At an approximately B2 level, English majors can produce clear, detailed texts on a wide range of topics and explain viewpoints on topics giving the advantages and disadvantages of various options (Council of Europe, 2001). They also strived for efficiency but their higher competence in English allowed them to achieve better expressiveness in conveying intended messages. They produced longer essays that contained more details and used a larger range of article cues that accompanied the larger variety of word choices. English majors were strongly influenced by input frequency, and yet they have developed a more fine-tuned awareness toward the complexity of form-function mappings in the article system due to their much more expanded exposure to and intensive training on the English language. They became more knowledgeable about cue competition in the article system. They could allocate more attention to particular elements in discourse (Kilborn and Cooreman, 1987) and to the cueing of article forms by structural and contextual features (Zhao, 2020). These are good evidence suggesting that the learners in our sample with a higher level of L2 competence have shown patterns of article cue usage that approximate the native speaker norm, whereas lower-level learners failed to do so.

An important contribution that the current study aims to make is to test the methodological expansion of the Competition Model to explaining learners' production data. Most previous Competition Model studies tested a very small number of cues (e.g., word order, animacy, subject-verb agreement) in one study and used a variety of the sentence interpretation task to determine cue strength. The current study used written corpus data collected via a free elicitation method (except for the controlled timing during data collection) and the SEM analysis to statistically model the relationships among variables. The quantitative modeling was only possible because of the large number of cues in the article system. Even though learners only produced less than half of the naturally occurring cues, the produced number constituted a decent enough amount for the modeling analysis. Our first endeavor in the current study showed that this new methodological approach in Competition Model testing was feasible and could generate powerful novel findings that previous studies did not show. It is applicable to testing on highly polysemous linguistic structures that contain a large number of form-function mappings like the English articles or prepositions. Future research on the Competition Model taking this approach can also look into production data of more controlled elicitation methods. Our sample size is relatively small compared to the usual sample sizes in SEM research. But with free elicitation, we have no control of the sample size for the modeling analysis since it is determined by the number of article cues naturally produced by the learners. Even with more learner texts of the same kind, the type of produced cues remains stable. Controlled elicitations that include more cue types will address the sample size issue for the modeling analysis. In addition, we used existing learner corpus data and sampled English majors and non-English majors for the investigation on levels of L2 competence. We could not obtain direct information from the corpus regarding the learners' bilingual proficiency and other factors such as age of acquisition or amounts of L2 exposure, which have also been shown to be of significant relevance to cue-driven language acquisition in L2 studies of the Competition Model (McDonald, 1987; McDonald and Heilenman, 1991; Sasaki, 1991; Liu et al., 1992; Reyes and Hernandez, 2006). This is a limitation of the current study. Future studies can collect first-hand information from L2 learners for the modeling on the relationships among the variables of interest.



CONCLUSION

The current study provides strong statistical modeling evidence for the application of the Competition Model to second language production. College-level Chinese EFL learners' written production of English article cues was heavily influenced by input frequency and followed the Zipfian distribution. The finding that cue reliability was a significant determinant of successful L2 learning for the more competent English majors but not for the less competent non-English majors constitutes strong empirical evidence in support of one of the central claims of the Competition Model. Reliability was identified as the more influential factor when learners progressed to a more advanced stage of cue learning, signaling that learners have developed a more native-like pattern of language use. The methodological innovation of the study generates novel understandings of the Competition Model which creates a new direction to future research on the model. The study also contributes to the recent development of the usage-based approach to second language learning and reveals the rich nature of input-based learning of the English article construction.
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FOOTNOTES

1The distinction between count nouns and mass nouns is not categorical. Some hybrid nouns have the properties and behaviors both as a count noun and a mass noun. Even prototypical count or mass nouns may be used as the other category in some special circumstances.
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Appendix 1. Essay prompt topics in the learner corpus sample.
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A large body of psycholinguistic research demonstrates that both language processing and language acquisition are sensitive to the distributions of linguistic constructions in usage. Here we investigate how statistical distributions at different linguistic levels – morphological and lexical (Experiments 1 and 2), and phrasal (Experiment 2) – contribute to the ease with which morphosyntax is processed and produced by second language learners. We analyze Chinese ESL learners’ knowledge of four English inflectional morphemes: -ed, -ing, and third-person -s on verbs, and plural -s on nouns. In Elicited Imitation Tasks, participants listened to length- and difficulty-matched sentences each containing one target morpheme and typed the whole sentence as accurately as they could after a short delay. Experiment 1 investigated lexical and morphemic levels, testing the hypotheses that a morpheme is expected to be more easily processed when it is (1) highly available (i.e., occurring in frequent word-forms), and (2) highly reliable (i.e., occurring in lemma words that are consistently conjugated in the form containing this morpheme). Thirty sentences were made for each morpheme, divided into three Availability-Reliability Distribution (ARD) groups on the basis of corpus analysis in the Corpus of Contemporary American English (COCA; Davies, 2008-): 10 target words high in availability, 10 high in reliability, and 10 low in both reliability and availability. Responses were scored on whether the target morpheme was accurately reproduced given the provision of the correct lemma. A generalized linear mixed-effects logit model (GLMM) revealed fixed effects of morpheme type, availability, and reliability on the accuracy of morpheme provision. There were no effects of lemma frequency. Experiment 2 successfully replicated these results and extended the investigation to explore phrasal formulaicity by manipulating the frequency of the four-word strings in which the morpheme was embedded. GLMMs replicated the effects of word-form availability and reliability and additionally revealed independent phrase-superiority effects where morphemes were better reproduced in contexts of higher string-frequency. Taken together, these findings demonstrate that morpheme acquisition reflects the distributional properties of learners’ experience and the mappings therein between lexis, morphology, phraseology, and semantics. These conclusions support an emergentist view of the statistical symbolic learning of morphology where language acquisition involves the satisfaction of competing constraints across multiple grain-sizes of units.

Keywords: SLA, morphosyntax, availability, reliability, formulaicity, phrase-superiority effects, elicited imitation task


INTRODUCTION

Novice and intermediate learners of English as a second language (ESL) are far from consistent in their production of inflectional morphemes, such as regular past-tense -ed, or third person singular present-tense -s. Jia and Fuse (2007) show that the acquisition of a morpheme such as the third-person singular -s can take 5 years or more to go from 0 to 80% provision in obligatory contexts for ESL children. Five years of English usage involves many thousands of receptive experiences of high frequency functional morphemes, and many thousands of contexts requiring their productive use, yet provision is variable. This suggests that the system is learned incrementally, and that regularities/generalization/productivity emerge from the combined experience of usage. But is it the case that, for any given morpheme, some exemplars are more easily recognized in the input and produced earlier in acquisition? If so, what are these exemplars that are more likely to be preferentially processed? And why these bellwethers? Are they special in their distributional statistics, for example, in terms of their frequency, or their form-function contingency, or their formulaicity? These are the questions that motivate our research here. How does second language (L2) morphological ability depend upon usage?

Usage-based theories hold that domain-general cognitive mechanisms drive the learning of linguistic constructions and the emergence of generalizations (e.g., Goldberg, 2006; Beckner et al., 2009; MacWhinney and O’Grady, 2014; Wulff and Ellis, 2018). They proposed that acquisition is modulated by factors affecting attention and memory, such as exemplar type- and token-frequency, contingency of form-function mapping, salience of form and of function, paradigm complexity, neighborhood effects and the proportion of friends to enemies1 in quasi-regular domains, etc. (e.g., Marchman, 1997; MacWhinney, 2001; Bybee, 2006; Ellis, 2006a, b; Seidenberg and Plaut, 2014). For the case of morphology, we might ask then, in the 5 years during which L2 learners are learning to produce third-person singular -s, do experiences of particular -s inflected verbs play a role in the acquisition of the system more than others? Likewise, for the even more extended period during which L2 learners are learning to produce regular past-tense -ed, are particular -ed inflected verbs more potent exemplars than others? And so on. From studies of children (Brown, 1973; Braine et al., 1990; Ambridge et al., 2015; Finley, 2018) and of adults (e.g., Seidenberg and Plaut, 2014; Pollatsek et al., 2015), there is good reason to suspect that distributional factors affect L1 and L2 morpheme acquisition and processing.

Linguistic constructions vary in frequency and they distribute across usage in complex probabilistic patterns. Psycholinguistics research has established several important aspects of these distribution patterns. The most studied parameter is availability, which concerns how often a language learner experiences a given form in their usage history. Availability is estimated as the normalized token frequency of a specific word-form in representative corpora. For example, the availability of the word-form depends is the overall probability of encountering the word-form depends in English usage, i.e., P(depends). The effects of availability on the development and processing of L1 and L2 has been well-established. For example, words high in frequency are named faster (Forster and Chambers, 1973; Seidenberg and McClelland, 1989), judged faster in lexical decision tasks (Yap and Balota, 2014), fixated for shorter durations in reading (McDonald and Shillcock, 2003), recognized more easily in speech (Luce, 1986), and spelled more accurately (Barry and Seymour, 1988). More generally, language learners are sensitive to the frequency of linguistic cues across a wide range of linguistic domains and levels of representation, including phonology and phonotactics, lexis, reading and spelling, morphosyntax, sentence comprehension, etc. (Bybee and Hopper, 2001; Ellis, 2002; Bod et al., 2003).

For the particular case of morphology, words inflected in a form that is high in token frequency are produced earlier and more accurately in that form compared to in other forms and compared to other words that are inflected in low token frequency forms. Such token frequency effects of word-forms have been reported in the acquisition of L1 (Marchman, 1997; Ambridge et al., 2015; Räsänen et al., 2016), L2 (Larsen-Freeman, 1976; Goldschneider and DeKeyser, 2001; Jia and Fuse, 2007), and artificial grammars (Braine et al., 1990; Finley, 2015). Notably, the frequency of word lemmas plays a lesser role in the accurate retrieval of inflected word-forms as compared to the token frequency of the inflected word-form itself - a key finding that has important implications for emergentist approaches which posit chunk-based learning from usage, construction grammar, and linguistic structure as processing history.

Another important distribution parameter is reliability, i.e., how likely it is that a linguistic cue reliably co-occurs either with another construction, or with a particular interpretation. Measuring reliability entails the statistical estimation of some form of contingency (MacWhinney, 2001; Ellis, 2006a; Gries and Ellis, 2015). In the context of morpheme acquisition, reliability can be understood as the relative frequency of different word-forms of a lemma, for example, the reliability of the lemma [depend] occurring in its -s morpheme inflected form depends can be calculated as the number of occurrences of the word-form depends divided by the number of occurrences of all possible word-forms of the lemma [depend] such as depend, depending, and depended, i.e., P (depends| [depend]). To the native ear, depends might well sound more natural than depended, perhaps due to the fact that in an English-speaking environment, when the word depend is used, it is most often conjugated in its third-person singular form. In other words, the high reliability of depends might facilitate its processing in this form, regardless of the overall frequency of occurrence of depends in the entire environment. As a result, depend might become implicitly more associated with the morpheme -s and with the present than with the other tenses. Psychological research into animal and human learning alike demonstrates profound and ubiquitous impacts of contingency in the learning of cue-outcome associations (Shanks, 1995).

The relative frequency of different morphological forms of the same word have been found to predict usage, language change, accuracy, and error patterns in language processing and acquisition (Bybee, 1985; Hay, 2001; Matthews and Theakston, 2006; Sugaya and Shirai, 2009; Tatsumi et al., 2018). Hay’s (2001) study of relative frequency in derivational morphology, which follows proposals on the structure of paradigms (groups of inflectionally related words with a common lexical stem) in Bybee (1985, Chapter 3), demonstrates that the more frequent member of a paradigm is more accessible and less compositional. Paradigms consist of words of different frequency/accessibility levels, the high frequency words are dominant, and the others are dependent upon them. In studies of language change, paradigms are more likely to be re-made on the basis of the highest frequency form (Bybee, 1985). In studies of L1 acquisition, when acquiring irregular plural forms, English speaking children tend to erroneously produce phrases like ∗two mouse much more frequently than phrases like ∗two tooth, likely because mouse is a much more reliable form for the lemma [mouse] than tooth is for [tooth]: the word-form mouse occurs seven times more than the word-form mice, whereas the word-form tooth occurs only one sixth as often as does teeth (Matthews and Theakston, 2006).

The third distribution parameter to be considered here is formulaicity, i.e., the frequency of the multi-word strings in which a morpheme-inflected word-form is embedded2. Consider how you might more naturally end the phrase “you’ve got to be …” with “kidding” than with “playing.” According to the Corpus of Contemporary American English (Davies, 2008-), the multi-word string “you’ve got to be kidding” is more frequently used than “you’ve got to be playing”; i.e., P (“you’ve got to be kidding”) > P (“you’ve got to be playing”). Note that this is an effect of string frequency, since P (“kidding”) < P (“playing”).

High-frequency phrases, idioms, and formulaic sequences (Sinclair, 1995; Wray, 2002) are processed more fluently than matched low-frequency strings. For example, in phrasal decision tasks (Bod, 2001; Jiang and Nekrasova, 2007; Arnon and Snider, 2010), high frequency phrasal constituents or short sentences (e.g., don’t have to worry; I like it) are judged to be grammatical phrases faster than less frequent controls composed of frequency-matched component words (don’t have to wait; I keep it). Formulaicity effects have likewise been demonstrated in L1 acquisition by Bannard and Matthews (2008) who showed that 2–3-year-old English speaking children were quicker and more accurate at repeating frequently occurring multi-word strings (e.g., “sit in your chair”) sampled from a large child-directed speech corpus, compared to matched infrequent strings (“sit in your truck”). High-frequency slot-and-frame patterns (Braine, 1976) or frames (Mintz, 2003) can strongly constrain the nature of the slot-filler, e.g., a frame like ‘‘to __ it’’ is highly predictive of verbs3. Such distributional information can be potent in the acquisition of both the grammatical and the semantic properties of the slot-filler (Elman, 1990; Redington et al., 1998). Mintz et al. (2014) compared training situations in which target words (such as lowfa) occurred surrounded by two-word frames (such as swetch_klide) that frequently co-occurred, against situations in which target words occurred in simpler bigram contexts (such as swetch lowfa or lowfa klide) where only an immediately adjacent word provides the context for categorization). They found that learners categorized words together when they occurred in similar frame contexts, but not when they occurred in similar bigram contexts. In a study of L1 English-speaking 2 1/2-year-olds, Childers and Tomasello (2001) found that a nonce verb was better acquired so to be subsequently used creatively in a transitive utterance when it was surrounded by pronouns than when surrounded by proper nouns or names, suggesting that the child’s transitive schema may start out with pronouns in pre-/post-verbal positions (i.e., pronoun V pronoun) rather than being fully general. In other words, frequent formulaic frames can positively promote the processing and productivity of their subcomponent words.

Together, these studies demonstrate that the three distributional factors of availability, reliability, and formulaicity pervasively affect language acquisition and processing. In the current study, we are concerned with their roles in L2 morphology, and whether particular exemplars are more easily recognized in the input and correctly produced because of their privileged distributions in the language.

We examine L2 knowledge of four common English inflectional morphemes (the regular past-tense ending -ed, the progressive marker -ing, the third-person singular present-tense ending -s, and the nominal plural marker -s). We target ESL learners whose native language is Mandarin Chinese because this population has been shown to experience greater challenges in acquiring L2 inflections due to the fact that Mandarin Chinese has minimal verb-tense and noun morphology (Yeh et al., 2015). None of the four English morphemes included in our study has a direct morphological equivalence in Mandarin Chinese, although some of them can be expressed with non-inflectional grammatical cues, e.g., certain classifiers that can express plurality, certain aspectual markers (e.g., V-le) that arguably possess properties of a tense marker (Ross, 1995), and lexical cues such as numbers and adverbs. We aim to assess how much ESL morpheme processing and production depends upon their English usage distributions.

Experiment 1 investigates distributions at lexical and morphological levels. Experiment 2 extends the study to include the effects of the distributions of larger phraseological constructions on the processing of embedded morphemes.



EXPERIMENT 1

Experiment 1 investigates the effects of availability and reliability of the word-forms containing target morphemes on the production accuracy of the target morphemes. We hypothesize that a morpheme is more easily processed (1) when it occurs in a word-form that is highly frequent in usage (i.e., highly available), and (2) when it is attached to a word that is more consistently conjugated in the form containing this morpheme compared to other forms of the same word lemma (i.e., highly reliable).

Many studies of morpheme acquisition, following Brown (1973), assess spontaneous production of target morphemes in obligatory contexts, i.e., where the morpheme would be obligatory in a native-speaking adult’s speech either because of the pragmatic context of discourse (e.g., describing something happened in the past calls for use of past-tense verbs) or the syntactic structure of the utterance (e.g., “Yesterday, I walk__ to the store” requires the regular past-tense morpheme -ed). Here, instead, we use an Elicited Imitation Task (EIT) with morphemes in non-obligatory contexts of the sort used by Marchman (1997) who investigated the production of the past-tense -ed morpheme in L1 English-speaking children.


Elicited Imitation Tasks

Elicited Imitation Tasks have been widely used in studies of L2 processing and have been shown to have high validity and reliability (Ortega et al., 2002; Erlam, 2006; Gaillard and Tremblay, 2016). In one version of EIT, the participant hears a sentence and is asked to repeat the exact sentence after a short delay. Unlike production in uncontrolled spontaneous speech (e.g., Jia and Fuse, 2007), EIT allows controlled examination of morpheme production in contexts that are matched in important respects, thus isolating the effects of the property of the morphemes themselves from that of their context (Erlam, 2006). The use of predetermined sentence stimuli allows the control of important potential confounds such as the presence of an adverbial tense cues, the frequency of the strings of words that contain the morpheme, grammatical complexity, memory load, etc.

For present purposes, we modified the EIT design to require participants to ‘repeat’ the sentence by typing the written form rather than speaking the oral form. This modification circumvents accent-induced transcription ambiguity, facilitates data collection and analysis, and is less threatening to our Chinese ESL participants who reportedly experience considerable discrepancy between their proficiency in spoken and written forms of English as a result of classroom pedagogical practices in China, which commonly deemphasize oral English instruction (Ren, 2011).



A Process Analysis of EIT as It Relates to Morpheme Production

Each of the 120 randomized trials of our EIT involved listening to a single sentence out of context and then, after a short delay during which the participant rates it for how sensible it is, repeating it verbatim, in all of its parts, as accurately as possible. What processes might be involved in the successful repetition of a target morpheme in such a task? The following sketch is informed by proposals in usage-based linguistics, construction grammar, the psycholinguistics of sentence processing, predictive processing, and first and second language acquisition [see, particularly, Christiansen and Chater (2016) on “Chunk-and-Pass” processing, and, more generally for review of language emergence, MacWhinney and O’Grady, 2014]:

The perception and comprehension encoding stages in EIT involve three parts: (1) taking in word-forms into an auditory/lexical buffer, (2) linking lexical items syntactically, and (3) constructing a meaningful interpretation of the sentence. Based on the psycholinguistic research which has shown a variety of frequency effects in the perception and processing of words, morphemes, multi-word chunks, and syntactic constructions, we propose that the initial recognition and preservation of the correct form of target words is likely influenced by the forces of availability, reliability, and formulaicity in terms of storage in an auditory/lexical buffer. Then, the language system rapidly integrates all available incoming information, interactively satisfying multiple constraints as quickly as possible, to update the current interpretation of what has been said so far. Relevant cues include sentence-internal information about lexical and structural biases, as well as extra-sentential cues from the referential and pragmatic context (although the decontextualized nature of EIT denies many of these usual additional influences). As the incoming auditory information is chunked, it is rapidly integrated with contextual information to recognize words and morphemes, which are in turn chunked into larger multiword units. Incremental identification of incoming units is influenced by the sequential probabilities of what has been processed to date: the next word in a well-entrenched word sequence is more easily identified, as is an incoming morpheme that is highly predicted in its context. In parsing and interpreting the target morphemes, there are potential influences of syntactic integrity, e.g., auxiliary [be] impacting particularly progressive -ing, and of contextual support where context could influence the encoding of the past -ed. The encoding of third person present -s and plural -s on subjects should also be under the influence of syntactic integrity, although in English, agreement processing is generally less obligatory than processing for tense and aspect (MacWhinney, 1997, 2001). The final stage of EIT, (4) production, is also expected to be sensitive to frequency effects and sequential probabilities at word, morpheme, and particularly phrasal levels: a well-entrenched formulaic phrase will support provision of its component morphemes whether they are analyzed or not. A relevant process analysis of the imitative written production of a recently heard message might look quite like that for speaking (e.g., Levelt, 1989) – something fast, skilled, and automatic that builds upon highly specialized mechanisms dedicated to performing specific subroutines, such as retrieving appropriate words, generating morpho-syntactic structure, computing the phonological target shape of syllables, words, phrases and whole utterances, accessing their orthographic codes, and creating and executing motor programs for skilled typing. In such imitative redintegration, we might expect probabilistic effects to be at their strongest. Formulaic language is more common in speech than in writing (Erman and Warren, 2000); and the observation that memorized clauses and clause-sequences form a high proportion of the fluent stretches of speech heard in everyday conversation led Pawley and Syder (1983) to propose that it is this use of memorized language that underpins fluency.



Method


Participants

Participants were Chinese native speakers (n = 22) who were international students at a major university in the United States. They were either sampled from the Subject Pool of the Psychology Department and participated for course credit (n = 1) or recruited through recruitment posters around the campus and paid $15 for their participation (n = 21). The sample were unintendedly female-dominant (n = 18). Participants were between 18 and 28 years old (Mean = 22, SD = 2.64). All but one of them had lived in an English immersed environment for some time4. Excluding this participant, the length of residence in an English-speaking country was between 6 and 84 months (Mean = 31.33, SD = 21.69). All participants had a high-level English proficiency sufficient to permit them to follow the English instructions and complete the language task entirely in English. Their proficiency in English was assessed by self-ratings and self-reported TOEFL scores. One participant was excluded from analysis due to excessive missing data. Summary of participant characteristics is reported in Section 1.1 of Supplementary Data Sheet 1.



Materials


Elicited imitation task

We followed the EIT design features outlined by Ortega et al. (2002). All sentences were within the recommended syllable length of 10–17 syllables to ensure optimal difficulty; the words that contain the target morpheme were placed in the middle of sentences, with filler words at the very beginning and ends of the sentences to reduce primacy and recency effects. So, in the stimulus sentence “Late Wednesday evening I thanked him for the lovely flowers,” the target morpheme is the -ed in thanked in the middle of the sentence, the controlled four-word context was I thanked him for, the primacy filler was a randomly selected three word phrase Late Wednesday evening, and the recency filler was the lovely flowers. More detail on how these sentences were constructed is described in the following section. To reduce the impact of phonological rehearsal in short term memory, a 3–5 s distraction task was set up in-between the stimulus and response for each sentence, during which the participants had to judge whether the sentence seemed sensible to them, thus reducing the opportunity for rehearsal. This semantic judgment task helped to ensure that participants actively engaged in semantic processing of the sentences rather than simply trying to encode and retain their acoustic forms. The following section describes the procedure for how the sentences were created.



Item development

The study targeted four of the most studied inflectional morphemes in English verbs and nouns: the regular past-tense ending -ed, the progressive marker -ing, the third-person singular present-tense ending -s, and nominal plural marker -s. Thirty sentences were made for each morpheme, which were divided into three Availability-Reliability Distribution (ARD) groups on the basis of corpus analysis in the Corpus of Contemporary American English (COCA) (Davies, 2008)5. COCA is widely used and frequently updated and contains over 520 million words (with 20 million words added each year from 1990 to 2015) coming from 220 thousand text sources that are equally divided among different genres of American English such as spoken, news and magazines, academic texts, fiction, etc., making it the only large and balanced corpus of English used in the United States.

The ARD groups for each morpheme were determined on the basis of their carrier words. The three groups are: (1) Top 10 Availability, (2) Top 10 Reliability, and (3) Bottom 10 Reliability. We first assessed the lemma frequency and the inflected word-form frequency by conducting searches for the top 1000 most frequent content verbs ([vv∗]) and the top 1000 content nouns ([nn∗]) and recording the frequency counts in Excel. The Top 10 Availability group consists of the top 10 most frequent inflected word-forms exemplifying each of the four target morphemes. The search commands were as follows: regular past-tense verbs (-ed: ∗ed.[vv∗d]), third-person singular present-tense verbs (-s: ∗s.[vv∗z]), progressive verbs (-ing: [vv∗g]), and regular plural nouns (-s: ∗s.[∗nn2∗])6. Morpheme reliability was operationalized as the proportion of times that the lemma occurred with that specific morpheme by dividing the word-form frequency (i.e., the frequency of the word-form inflected with the target morpheme) by the lemma frequency (i.e., frequency of all possible word-forms of the lemma). For each morpheme, we ranked the items by reliability and took the top 10 of these to form the Top 10 Reliability group, unless the item had already been included in the Top 10 Availability group. Lastly, the Bottom 10 Reliability group were the items lowest in reliability of expression of the embedded morpheme. It was formed from the bottom results of the proportion rankings that were also relatively low in word-form frequency. Where there was room for choice between exemplars, we favored the alternative with the highest lemma frequency. We also tried to match the Top 10 Reliability and Bottom 10 Reliability items for word-form frequency. The frequency and reliability characteristics of the stimulus sample are summarized in Table 1. Figure 1 illustrates the distribution of the stimuli belonging to each group for each morpheme within the top 1000 frequent content verbs or nouns accordingly. We show the Top 10 Availability group in blue and illustrate with the leading exemplar (e.g., students for plural -s), the Top 10 Reliability group in green (participants), and the Bottom 10 Reliability group in red (gods).


TABLE 1. The mean lemma frequency, inflected word-form frequency (availability), and word-form:lemma proportion (reliability) of the carrier words in the stimulus sample by ARD group and by morpheme.
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FIGURE 1. Distributional characteristics of the stimulus sample for the four morphemes: past-tense -ed (top left), plural -s (top right), third-person -s (bottom left), and progressive -ing (bottom right), with one example of each morpheme in each group. Dots represent the top 1000 content verbs for each morpheme. The blue dots represent stimuli belonging to the Top 10 Availability group, green dots the Top 10 Reliability group, and red dots the Bottom 10 Reliability group.


To build the sentence contexts for these carrier words, we first conducted n-gram searches for possible three-word strings with the target word in the middle (e.g., [∗ wanted ∗]) and then selected the top frequent results for each. These results (e.g., [you wanted to]) were then fed into searches for possible four-word strings with an extra slot at the end (i.e., [you wanted to ∗]). Then, a three-word random time filler phrase (e.g., On Wednesday morning…) was put at the beginning of each sentence. We only included tense-neutral time phrases — those that do not provide any lexical time cue — so that the target inflectional morpheme would be the only indicator of the tense, i.e., the morphemes would be in non-obligatory contexts. The sentences were then completed to a length of 14–17 syllables by adding a random possible phrase at the end that would make the whole sentence grammatical, logical, and relatively sensible. All filler words were checked with a lexical range breakdown using the computer program VocabProfile from the Compleat Lexical Tutor website (Cobb, accessed 8/2017) so they are roughly in the same frequency band, mostly the top 1000 frequent words. All the finalized sentences were manually checked by two native Chinese speakers to make sure they were sufficiently comprehensible for an average Chinese ESL learner. All sentences were recorded in Audacity7. Each of them was spoken twice by a male native speaker of American English and was evaluated by another native speaker to select the best version. Sample sentences can be found in Table 2. The complete stimuli set including the full list of words with their lemma frequency, word-form frequency, and the calculated reliability along with their carrier sentences is available in Supplementary Data Sheet 2.


TABLE 2. Sample sentences for selected morpheme in each group for Experiment 1.
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Procedure

The EIT task was administered individually through a PsychoPy program (PsychoPy, RRID:SCR_006571, Peirce, 2007) running on an iMac computer equipped with headphones located in an experimental booth. The total duration of the experiment was approximately 80 min. After providing informed consent, participants received brief oral instructions from the experimenter. The program began with an instruction screen that explained how each sentence would be presented and what their task was, followed by a practice session of five sentences. Participants proceeded to the experimental trials if no further questions arose. The experimenter remained available to aid them as needed.

All participants listened to the 120 sentences. The presentation sequence was individually randomized. On each trial, they first heard a spoken sentence, such as “Late Wednesday evening I thanked him for the lovely flowers.” Immediately after the audio ended, the screen displayed instructions for the participant to judge how much sense the sentence made to them by rating it on a sliding scale of 1–7 using the mouse. Once this rating had been completed, the participant was asked to type out the complete and correct sentence to the best of their ability. Participants decided when the next trial should start by pressing the spacebar. They were notified at the midpoint of the experiment and allowed to take a short break if desired. Their reproduction of the sentences was recorded in csv files.

After the experiment, participants completed a 5-min language history questionnaire (Supplementary Data Sheet 1, 2.2) adapted from Lim and Godfroid (2015). This included questions on general demographics such as gender and age, as well as language background including previous and current exposure and usage of English, English proficiency test scores, self-rated general proficiency in English, and self-rated proficiency on different aspects of using English (reading, writing, speaking, and listening).

Elicited imitation responses were scored for accuracy of production of the one target word that contained the target morpheme in each sentence in the following steps: First, using a string search command in Excel, we screened whether each response contained the exact match of the target word (marked as 1) or not (marked as 0). “Exact matches” were also automatically marked 1 for “correct lemma” and 1 for “correct morpheme.” Second, we manually checked responses marked as 0s for “exact match” looking for typos and spelling errors, as well as irregularities in the inflectional paradigms of certain words, to decide whether a reasonable attempt at the target word was present. In cases where the attempted target word reasonably resembled any form of the lemma (e.g., ∗glansed for glanced), they were given a “correct lemma” score of 1. Likewise, if its ending reasonably resembled the target morpheme (e.g., ∗lookign for looking), or if its form resembled the tense or number indicated by the target morpheme (e.g., ∗drooling for drilling), they were given a “correct morpheme” score of 1. Finally, using Excel commands again, we identified whether the correct morpheme was present in the target word given the presence of a correct lemma (“correct morpheme given correct lemma”). To sum up, each typed response was either marked as 1 (for “correct morpheme given correct lemma”), 0 (for “incorrect or absent morpheme given correct lemma”), or N/A (for cases where the lemma is absent). The lemma-absent cases constituted 8.91% of the responses and were excluded from further analysis. The scoring method is illustrated in Table 3 with two examples of each scenario.


TABLE 3. Scoring method with sample sentences.
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Results

The accuracy scores of sentences for each morpheme in each ARD group are shown in Figure 2. To examine the effects of the two distributional factors, availability and reliability, on the production accuracy of the morphemes, we used generalized linear mixed-effect models using the “lme4” package (R package: lme4, RRID:SCR_015654, version 1.1-13, Bates et al., 2015) in R (version 3.3.3, R Core Team, 2017). The models were fit by maximum likelihood (Laplace Approximation), with random effects specified for subjects and items. Because the four target morphemes are inherently stratified in frequency in the corpus, e.g., past-tense -ed verbs are generally used more frequently than third-person -s verbs, the distributional factors are correlated with morpheme type. To reduce multicollinearity and to account for the between-morpheme differences, we first ran a mixed-effect model with morpheme type as the only fixed-effect predictor to serve as a baseline model which parses out the differences between the four morphemes. From there, we built up the model by incrementally specifying other predictors one at a time to identify the unique contributions of each. To determine which subject-level random effects to include, specifically whether or not to include the random slopes for subjects for each fixed-effect predictor, we ran two versions for each model, one with only random intercepts, and one further adding random slopes. We report the model with random intercepts for subjects unless adding random slopes significantly improves model fit, in which case we report the latter. The preliminary steps (testing morpheme type alone; morpheme type + morpheme reliability; and morpheme type + morpheme availability) are detailed in Supplementary Data Sheet 1, 1.2. We describe here the complete Model 1 involving all three fixed effects.
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FIGURE 2. Experiment 1 mean accuracy scores (correct morpheme | correct lemma) by ARD group and morpheme. Error bars represent ± 1 SE.



Model 1: Morpheme Type + Morpheme Reliability + Morpheme Availability

Model 1, which included morpheme type, reliability, availability (i.e., log word-form frequency) as fixed-effect predictors, and random intercepts for subjects and items), is detailed in Table 4. Stimulus sentence length in syllables was included as a fixed predictor to control for any stimulus length effects. Each participant’s stimulus sense rating for each sentence was also included as a potential predictor.


TABLE 4. Experiment 1 results from the mixed effects model including fixed effects of morpheme type, morpheme reliability (proportion), morpheme availability (log word-form frequency), stimulus sentence length, stimulus sense rating, and random effects of subject and item.
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There were effects of morpheme type: -ing had significantly higher accuracy than -ed (estimate = 0.963, SE = 0.435, z = 2.21, p = 0.027); Plural -s had significantly lower accuracy than -ed (estimate = –1.480, SE = 0.424, z = –3.49 p = 0.000). The difference between the third person present tense -s and -ed was not significant (estimate = –0.347, SE = 0.392, z = –0.88, p = 0.37). The effect of morpheme reliability was highly significant (estimate = 1.937, SE = 0.537, z = 3.61, p = 0.000). Additionally, availability had significant but smaller effects (estimate = 0.419, SE = 0.201, z = 2.08, p = 0.037). Stimulus sentence length was non-significant (estimate = 0.035, SE = 0.207, z = 0.17, p = 0.866). Stimulus sense rating was also non-significant (estimate = –0.009, SE = 0.059, z = –0.16, p = 0.874).

Analysis of Deviance using Type III Wald chi-square tests showed that morpheme type, reliability, and availability were all significant predictors of accuracy [morpheme type: χ2(df = 3) = 31.595, p = 0.000; reliability: χ2(df = 1) = 13.015, p = 0.000; availability: χ2(df = 1) = 4.332, p = 0.04], confirming their individual unique contributions to production accuracy. Stimulus sentence length was not a significant predictor χ2(df = 1) = 0.055, p = 0.814, nor was stimulus sense χ2(df = 1) = 0.025, p = 0.874. Figure 3 separately plots the effects of Morpheme (3a), reliability (3b), and availability (3c).
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FIGURE 3. Effect plots of Model 1d fixed-effect predictors: morpheme type (A), morpheme reliability (B), and morpheme availability (C).


Model 1b (mid panel of Table 4) investigated the interaction between morpheme type and reliability. Past-tense -ed was the reference level for type. Allowing for the interaction removes any overall effect of reliability (estimate = 0.554, SE = 1.026, z = –0.54, p = 0.589). However, there remains a significant effect of reliability on Plural -s (estimate = 3.902, SE = 1.231, z = 3.17, p = 0.002) and a marginal one on third person present tense -s (estimate = 2.952, SE = 1.638, z = 1.80, p = 0.072).

Model 1c (lower panel of Table 4) investigated the interaction between morpheme type and availability, again with past-tense -ed as the reference level. Allowing for the interaction removes any overall effect of availability (estimate = 0.221, SE = 0.355, z = 0.62, p = 0.534); although there remains a substantial effect of availability upon Plural -s (estimate = 1.943, SE = 0.604, z = 3.22, p = 0.001).



Exploring Log Lemma Frequency

To examine any effects of lemma frequency (rather than the frequency of the inflected form) alongside morpheme type, we ran a model which included morpheme type and log lemma frequency as fixed-effect predictors and random intercepts for subjects and items. Morpheme type showed consistent effects: -ing had significantly higher accuracy than -ed (estimate = 1.031, SE = 0.481, z = 2.14, p = 0.03); Plural -s had significantly lower accuracy than -ed (estimate = –0.875, SE = 0.431, z = –2.03, p = 0.04). However, the effect of log lemma frequency was negligible (estimate = –0.007, SE = 0.223, z = –0.03, p = 0.98). Analysis of Deviance using Type III Wald chi-square tests confirmed the morpheme effect [χ2(df = 3) = 21.231, p = 0.000], and revealed that lemma frequency was not a significant predictor of accuracy when morpheme type was taken into account [χ2(df = 1) = 0.001, p = 0.97].



Post hoc Explorations of Effects of n-Gram Frequency

As a post hoc analysis to explore potential effects of phrasal frequency, we investigated whether log frequency of the three-word string (e.g., you wanted to, see section “Item Development”) explained significant additional variance alongside morpheme type. Morpheme type showed consistent effects: -ing had significantly higher accuracy than -ed (estimate = 1.131, SE = 0.445, z = 2.54, p = 0.01); Plural -s had significantly lower accuracy than -ed (estimate = –0.980, SE = 0.401, z = –2.44, p = 0.02). The effect of log 3-gram frequency was also highly significant (estimate = 0.526, SE = 0.165, z = 3.18, p = 0.001). Analysis of Deviance using Type III Wald chi-square tests showed that in addition to morpheme type, log 3-gram frequency was also significantly predictive of accuracy [morpheme type: χ2(df = 3) = 26.66, p = 0.000; log 3-gram frequency: χ2(df = 1) = 10.14, p = 0.001].

To try to see whether availability (i.e., log word-form frequency) or log 3-gram frequency had independent effects, and which was the greater contributor, we tried models which included both as potential contributors. However, because log word-form frequency and log 3-gram frequency were inherently highly correlated (r = 0.810), they pull against each other and neither ends up as significant: availability (estimate = 0.025, SE = 0.345, z = 0.07, p = 0.941), log 3-gram frequency (estimate = 0.425, SE = 0.274, z = 1.55, p = 0.122). This is to be further investigated in Experiment 2.



Results Summary

In sum, these analyses revealed independent effects on production accuracy of morpheme availability and reliability. The interactions of these factors with morpheme type revealed a significant effect of reliability on Plural -s and a marginal effect of third person present tense -s, and significant effects of availability on Plural -s. In contrast to availability of the inflected form, there were no effects of log lemma frequency. Neither sentence length nor sense rating had any effect on morpheme provision. Post-hoc exploratory analyses showed that the frequency of the three-word strings also positively predicted accurate provision of the embedded morpheme. However, we had not planned this analysis and had not systematically manipulated the 3-gram frequency in the stimulus materials or controlled for the inherently high correlation between the frequency of the three-word string and the frequency of the word-form inside the string. More careful controls of string frequency are therefore needed to confirm this tentative conclusion.




Discussion of Experiment 1

As predicted, both availability and reliability of the morphemes were positively associated with morpheme production accuracy in the EIT. A morpheme (e.g., plural-s) in a word-form (e.g., participant-s) is more easily recognized and produced when the word-form is high in token frequency and when it is the more reliable form of the lemma ([PARTICIPANT]). The effects of reliability were numerically greater than those of availability.

The participants showed a greater sensitivity to the distribution of the morphologically complex surface forms of the words than to the distribution of the underlying lemmas. This finding supports those of Bybee (1985) and Hay (2001) on the importance of relative frequency in derivational morphology described in the introduction. Similar patterns were also observed in Sereno and Jongman’s (1997) lexical decision task, in which words were presented in singular (e.g., car), or in plural (cars) to native speakers. It was found that the difference in reaction times were predicted only by how frequent the specific surface form was presented, whether singular or plural, but not by the total frequency of both forms (i.e., the lemma frequency). Sereno and Jongman took this as evidence against rule-based processing models of inflectional morphology.

The rank order difficulty of the target morphemes (-ing > -ed > third person present tense -s > plural-s) was generally consistent with the common order reported in prior SLA morpheme studies (Krashen et al., 1977; Goldschneider and DeKeyser, 2001):
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with the exception of the plural -s, which was previously reported to be among the earliest to be acquired and processed by L1 and L2 learners of English (Brown, 1973; Krashen et al., 1977). Due to the limited sample size, we refrain from further interpreting this pattern unless it is replicated in Experiment 2. Note also that our stimuli involve a systematically factored selection of 30 exemplars of each type rather than a representationally random sample as used in previous studies, and this might have led to the deviation from the common order.

Post hoc exploratory analyses involving the three-word string suggested that frequency beyond the lexical level could also have affected the production accuracy of the embedded morpheme. As previously discussed, facilitation effects of string frequency (formulaicity) have been observed in the processing of phrasal expressions and non-phrasal “lexical bundles” (Arnon and Snider, 2010; Tremblay et al., 2011), and high frequency frames can facilitate the acquisition and processing of individual component words (Childers and Tomasello, 2001). However, formulaicity research has primarily focused on the facilitation effects on the processing and acquisition of lexical items (Ellis, 2012b; Siyanova-Chanturia and Pellicer-Sanchez, 2018) rather than morphology. The demonstration of effects of formulaicity upon L2 morpheme processing requires more formal control and investigation in a design with greater power than the post-hoc explorations we report here – hence Experiment 2.




EXPERIMENT 2

Here we aimed to replicate Experiment 1’s findings on the pattern of morpheme acquisition, and the facilitation effects of morpheme availability and reliability, with a larger sample of participants, with improved stimulus materials, and with a new speaker for the stimulus recordings. Importantly, it extended to the investigation of the effects on morpheme processing and production of frequency at a phrasal level, i.e., the frequency of the four-word strings that contained the target morpheme. To achieve this, we included the same morphemes as those in Experiment 1 but embedded them in high- and low- frequency four-word strings in the sentences for elicited imitation. Motivated by existing literature on formulaicity and the preliminary results from Experiment 1, we predicted that besides the frequency of the word-forms inflected with the target morpheme, the frequency of the four-word strings in which the morpheme-carrying word-form are embedded would also positively predict the morpheme production accuracy in the elicited imitation of sentences.


Method


Participants

Forty-nine native Mandarin Chinese speakers who did not participate in Experiment 1 were recruited for Experiment 2. They were sampled from the same population as the participants in Experiment 1 and were recruited with the same poster. They were paid $15 for their participation. Data from four participants were excluded from the analysis due to computer malfunction (N = 3) or incompletion of the task (N = 1). The remaining 45 participants were predominantly female (N = 29), and were between 18 and 28 years old (Mean = 22.02, SD = 3.20). All of them have been exposed to an English immersion environment. The length of residence in an English-speaking country was between 0.5 and 192 months (Mean = 44.28, SD = 48.15). All participants were sufficiently proficient to complete the task in English. Their English proficiency was assessed by self-ratings and self-reported TOEFL scores using the questionnaire of Experiment 1. Participant characteristics for Experiment 2 are reported in Section 1.3 of Supplementary Data Sheet 1.



Materials

The materials used in the EIT were similar to those used in Experiment 1. All the morphemes and target words remained the same. Experiment 2 had a 4 (morphemes) ∗ 3 (morpheme ARD groups) ∗ 2 (string frequency groups) design. The string frequency grouping factor was operationalized using the COCA-based frequency of the four-word string in which the target morpheme embedded. For example, for sentence 1a in Table 3, where ‘‘thanked’’ is the target word for the target morpheme -ed, the four-word string is ‘‘I thanked him for,’’ which occurred 56 times in COCA. Thus, the string frequency for this item is 56. The 120 stimulus sentences in Experiment 1 had been selected for high 4-gram frequency (i.e., the frequency of the four-word string) by design. Thus, we included the Experiment 1 sentences as the a priori high string frequency group8.

To form the low string frequency group, 120 additional sentences were created by modifying the four-word strings that contain the target morphemes in the 120 existing ones. For the three verbal morphemes (-ed, -ing, and third-person -s), we adopted a modified version of the manipulation of Childers and Tomasello (2001) and constructed the low string frequency version by substituting any pronouns in the high frequency string with person names, e.g., changing ‘‘I thanked him for’’ into ‘‘Ashley thanked Steven for.’’ The resulting low string frequency sentences contained either one or two person names depending on the transitivity of the target verb. All person names were highly familiar9 and were between 1 and 4 syllables long. Nevertheless, the resulting low string frequency 4-grams typically do not occur in COCA, resulting in a 4-gram frequency of 0.

For the sentences containing the noun plural -s, in which the high frequency four-word strings did not typically contain pronouns, the low string frequency versions were constructed by inserting a familiar adjective before the target word that contained the morpheme. In the example sentence 2a given in Table 3, in which “the fathers of the” was the high frequency four-word string containing the plural -s, we inserted the adjective “real” before “fathers” so that the low string frequency four-word string became “real fathers of the.” We made sure that the adjective-noun pairs were high in bigram frequency to avoid any syntactic violations and/or semantic oddity. We also made sure that all the inserted adjectives were highly frequent words themselves and were all 1–2 syllables long so that the two versions of the sentences were comparable in length. On average, the low string frequency sentences were 1.175 syllables longer than their high frequency counterparts.

All 240 sentences were between 14 and 17 syllables. They were recorded by a female native speaker of American English in a noise-proof recording booth. In order to avoid familiarity effects, we made two counterbalanced versions of the stimuli: the first had odd items (1, 3, 5…) of high frequency and even items (2, 4, 6…) of low frequency, and vice versa for the second version. In this way, subjects never encountered both versions of a matched pair (For full stimuli list, see Supplementary Data Sheet 2).



Procedure

The procedure remained the same as in Experiment 1. The total duration of Experiment 2 was approximately 80 min. For each participant, the 120 sentences were presented in an individually randomized sequence. The two versions were interspersed in participants to ensure equal number of participants completing each version. The typed responses were recorded in .csv files for analysis. The scoring method also remained the same: correct morpheme given the presence of a correct lemma was marked as 1; incorrect or absent morpheme given correct lemma was marked as 0; lemma-absent cases were marked as N/A and were excluded from further analysis (17.19%).




Results


Model 1: Morpheme Type + Morpheme Reliability + Morpheme Availability

The accuracy scores for sentences by morpheme and ARD group are shown in Figure 4. To replicate Experiment 1, we first conducted GLMM analyses without formulaicity as a factor. The results closely mirrored those of Experiment 1 Model 1, demonstrating significant effects of morpheme type, reliability and availability (see Supplementary Data Sheet 1, 1.4). In this sample there was reason to include subject random slopes for both reliability [χ2(df = 2) = 7.754, p = 0.02] and availability [χ2(df = 3) = 314.7, p = 0.000]10.
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FIGURE 4. Experiment 2 mean accuracy scores (correct morpheme | correct lemma) by ARD group and morpheme type. Error bars represent ± 1 SE.




Model 2: Morpheme Type + Morpheme Reliability + Morpheme Availability + Formulaicity

The accuracy scores for sentences by morpheme, ARD group, and formulaicity are shown in Figure 5. To examine any additional effects of formulaicity, we added string frequency as another fixed-effect predictor and conducted incremental model comparisons to determine a maximal model which included fixed-effects of morpheme type, morpheme reliability, morpheme availability, and formulaicity, random intercepts for subjects and items, and random slopes by subject for morpheme reliability and morpheme availability. In creating the sentence stimuli for Experiment 2, formulaicity was inevitably correlated with sentence length (on average, the low string frequency sentences were 1.175 syllables longer than their high frequency counterparts). To rule out the possibility that sentence length is what drives any observed formulaicity effect, as we did in Experiment 1 (where sentence length was non-significant), we included sentence length (i.e., total number of syllables) as a fixed-effect predictor of morpheme production accuracy. Each participant’s stimulus sense rating for each sentence was also included as a potential predictor; model comparison using a likelihood ratio test showed no need to include subject random slopes for sense rating [χ2(df = 6) = 0.911, p = 0.99). The final model is summarized in Table 5. To see the random slopes for effects of availability and reliability in each subject are shown, refer to Supplementary Data Sheet 1, 3.1).
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FIGURE 5. Experiment 2 mean accuracy scores (correct morpheme | correct lemma) by ARD group, morpheme type, and string frequency group. Error bars represent ± 1 SE.



TABLE 5. Experiment 2 including fixed-effects of morpheme type, morpheme reliability (proportion), morpheme availability (log word-form Frequency), formulaicity (string frequency), length (syllables), and stimulus sense rating, and random effects of subject and item.
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There were effects of morpheme type: -ing had significantly higher accuracy than -ed (estimate = 1.293, SE = 0.246, z = 5.25, p = 0.000); Plural -s had significantly lower accuracy than -ed (estimate = –0.875, SE = 0.239, z = –3.66, p = 0.000). The difference between the third person present tense -s and -ed was also significant (estimate = 0.809, SE = 0.236, z = 3.42, p = 0.001). The effect of morpheme reliability was highly significant (estimate = 1.742, SE = 0.348, z = 5.01, p = 0.000). Availability had significant but smaller effects (estimate = 0.301, SE = 0.126, z = 2.39, p = 0.017). Formulaicity was significant (estimate = –0.619, SE = 0.223, z = –2.77, p = 0.006). Stimulus sentence length was non-significant (estimate = –0.014, SE = 0.129, z = –0.11, p = 0.92). Stimulus sense rating was significant (estimate = 0.126, SE = 0.035, z = 3.65, p = 0.000).

Analysis of Deviance using Type III Wald chi-square tests shows that morpheme type, morpheme reliability (proportion), morpheme availability (log word-form frequency), formulaicity (string frequency), and sentence sense rating were all significant predictors of accuracy [morpheme type: χ2(df = 3) = 81.940, p = 0.000; morpheme reliability: χ2(df = 1) = 25.111, p = 0.000; morpheme availability: χ2(df = 1) = 5.724, p = 0.017; formulaicity: χ2(df = 1) = 7.688, p = 0.006; sentence sense rating: χ2(df = 1) = 13.321, p = 0.000]. Stimulus length was non-significant: χ2(df = 1) = 0.012, p = 0.912.

Model 2b (mid panel of Table 5) investigated the interaction between morpheme type and reliability. Past-tense -ed was the reference level for type. Allowing for the interaction removes any overall effect of reliability (estimate = –0.604, SE = 0.598, z = –1.01, p = 0.312). However, there remain significant effect of reliability on Plural -s (estimate = 3.995, SE = 0.722, z = 5.54, p = 0.000), third person present tense -s (estimate = 2.781, SE = 1.010, z = 2.75, p = 0.006), and Prog-ing (estimate = 1.881, SE = 0.946, z = 1.99, p = 0.047).

Model 2c (lower panel of Table 5) investigated the interaction between morpheme type and availability, again with past-tense -ed as the reference level. Allowing for the interaction removes any overall effect of availability (estimate = –0.158, SE = 0.209, z = –0.76, p = 0.448); although there remains a substantial effect of availability upon Plural -s (estimate = 1.971, SE = 0.369, z = 5.34, p = .000) and third person present tense -s (estimate = 1.051, SE = 0.281, z = 3.74, p = 0.000).



Model 3: Exploring Effects of Proficiency

To test whether individual differences in English proficiency were reflected in participants’ morpheme production accuracy, we first included self-rated general proficiency scores as a fixed-effect predictor (in addition to morpheme type, reliability, availability, and formulaicity) without any interaction terms. As shown in Figure 6, the effects of morpheme type were consistent with previous models: -ing had significantly higher accuracy than -ed (estimate = 1.260, SE = 0.245, z = 5.15, p = 0.000); the Plural -s had significantly lower accuracy than -ed (estimate = –0.857, SE = 0.238, z = –3.60, p = 0.000); the third-person -s had significantly higher accuracy than -ed (estimate = 0.762, SE = 0.234, z = 3.26, p = 0.001). The significant effects of morpheme reliability (estimate = 1.742, SE = 0.341, z = 5.10, p = 0.000), availability (estimate = 0.326, SE = 0.122, z = 2.67, p = 0.008), and formulaicity (estimate = –0.628, SE = 0.165, z = –3.81, p = 0.000) all remained the same as in Model 2. Importantly, subject proficiency also positively predicted morpheme accuracy (estimate = 0.974, SE = 0.162, z = 6.02, p = 0.000), and the addition of subject proficiency as a fixed-effect predictor significantly improved model fit from Model 2 [χ2(df = 1) = 27.24, p = 0.000].
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FIGURE 6. Effect plots of Model 3 fixed-effect predictors: morpheme type (A), morpheme reliability (B), morpheme availability (C), formulaicity (D), and subject proficiency (E).


The individualized subject slopes in Figure 7 suggest that participants who have lower proficiency show greater effects of reliability. This interaction seems less marked for effects of availability. To further investigate whether the effects of morpheme reliability, morpheme availability, and formulaicity varied as a function of proficiency, we added the interaction terms into the GLMM (see Table 6 Model 3).
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FIGURE 7. Effect plots of Model 3 fixed-effect interactions: reliability by proficiency (A), availability by proficiency (B), and formulaicity by proficiency (C).



TABLE 6. Experiment 2 Model 3 results from the mixed effects model with proficiency and interactions between proficiency and the distribution factors.
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Model comparisons using a likelihood ratio test revealed that adding the interaction terms significantly improved model fit [χ2(df = 3) = 8.20, p = 0.04]. The morpheme type effects were consistent with previous models. The positive effect of morpheme reliability (estimate = 3.946, SE = 1.142, z = 3.46, p = 0.001), formulaicity (estimate = –1.437, SE = 0.614, z = –2.34, p = 0.02), and proficiency (estimate = 1.234, SE = 0.378, z = 3.26, p = 0.001) on morpheme accuracy all remained significant, but the effect of morpheme availability was no longer significant. Notably, there was a significant interaction between proficiency and morpheme reliability (estimate = –0.455, SE = 0.220, z = –2.06, p = 0.04): morpheme reliability effects on production accuracy are greater at lower levels of proficiency (Figure 7A). Proficiency did not interact with the other two distribution factors: the effects of morpheme availability and formulaicity stay the same across different levels of proficiency (Figures 7B,C).



Summary of Experiment 2 Results

Experiment 2 replicated the pattern of the rank order difficulty of the four target morphemes: three of the four morphemes conformed to the natural order reported in prior morpheme studies, in that the -ing had higher accuracy than the -ed and the third-person -s. The plural -s was again found to be more difficult than what the common order would have predicted. The effects of morpheme availability and reliability were consistent with the results from Experiment 1 and with previous studies. The effects of reliability were greater than those of availability. The interactions with morpheme type confirmed significant reliability effects on Plural -s, third person present tense -s, and Prog-ing. Effects of reliability were greater at lower levels of proficiency; there was no such interaction between availability and proficiency. There were Phrase-Superiority Effects whereby higher frequency four-word strings were associated with increased accuracy of production of morphemes embedded therein. These formulaicity effects were not explicable in terms of sentence length. Participants showed greater accuracy of morpheme provision in sentences they rated as making more sense, though this correlation says nothing about the direction of causation.





GENERAL DISCUSSION

This study investigated ESL learner’s productive morphology in non-obligatory contexts using elicited imitation of sentences containing corpus-sampled morpheme exemplars varying across three probabilistic distribution patterns of item-level features: availability, reliability, and formulaicity. We found that a morpheme is better perceived and more accurately reproduced when (1) it occurs as a word-form that is frequent in usage (i.e., highly available), (2) it is attached to a word that is more consistently conjugated in the form containing this morpheme compared to other forms (i.e., highly reliable), and (3) when the word-form containing it is embedded in a frequent four-word string (i.e., highly formulaic).


Availability

The facilitation effect of morpheme availability was consistent with the results of prior studies on L1 and L2 acquisition of English morphemes (Larsen-Freeman, 1976; Marchman, 1997; Goldschneider and DeKeyser, 2001; Jia and Fuse, 2007; Räsänen et al., 2016). For example, Marchman (1997) investigated the productive use of English past-tense morphology in children in an elicited-production task and found that errors on regular and irregular verbs (e.g., zero-marking, over-regularization, etc.) were all predicted by item frequency among other factors. Using a similar paradigm, Räsänen et al. (2016) targeted the elicited production of inflectional morphology in L1 Finnish children and found that person/number marked verbs were produced faster and with less errors if they were high-frequency word-forms. Naigles and Hoff-Ginsberg’s (1998) corpus analyses on mother-child conversations collected in naturalistic settings also revealed that the frequency with which verbs appeared in the child-directed speech was significantly predictive of how often and how flexibly the child produced the verbs 10 weeks later. Using production-based measures, Braine et al. (1990) investigate child and adult learning of inflected word-forms of an artificial language and found effects of item and pattern frequency. These include: (1) high frequency morphemes were learned faster and were favored over less frequent ones; (2) item frequency was a significant factor in learning idiosyncratic irregulars; (3) production of a morpheme appropriate to a noun in a generalization test was often affected by whether or not their pairing had been presented previously. Likewise, in adult language acquisition, Finley (2015) trained English speakers on an artificial grammar involving words containing suffixes varying in frequencies. Subsequent testing showed effects upon both memory and generalization: (1) words with high-frequency suffixes were judged to be more acceptable than those with low-frequency suffixes in grammaticality judgment tests where they were to be distinguished from ungrammatical forms, and (2) novel items containing high-frequency suffixes were more likely to be accepted as grammatical compared to those containing low-frequency suffixes. These studies, together with our results of advanced ESL speakers here, all manifest the effects of prior language experience upon processing and cognitive representation. More available forms in usage become entrenched and are more readily perceived and produced by learners (Ellis, 2011).



Reliability

Usage-based studies of acquisition and processing show that there are a range of different frequencies beyond mere availability that are important in driving the acquisition of linguistic constructions (Ellis, 2012a). The automatic computation that underpins implicit learning does not just tally individual forms or functions, it also automatically learns associations between forms and functions, between forms and other forms, and between forms and contexts (Ellis et al., 2016).

Psychological research into associative learning has long recognized that while frequency of form is important, more so still is contingency of cue-outcome or form-function mapping (Shanks, 1995; MacWhinney, 2001; Ellis, 2006a). Cues with multiple interpretations (i.e., low-contingency) are ambiguous and thus hard to resolve; whereas cue-outcome associations of high-contingency are reliable in their interpretation and readily processed. Consider how, in the learning of the category of birds, while eyes and wings are equally frequently experienced features in the exemplars, it is wings which are distinctive in differentiating birds from other animals. Wings are important features to learning the category of birds because they are reliably associated with class membership while being absent from outsiders. Raw frequency of occurrence is therefore less important than the contingency between cue and interpretation. Reliability of form-function mapping is a driving force of all associative learning, human and animal alike, to the degree that the field of its study has become known as ‘contingency learning.’ This is well recognized in second language acquisition research. For example, Andersen’s (1984) ‘One to One Principle’ of interlanguage construction specifies that an interlanguage system should be constructed in such a way that an intended underlying meaning is expressed with one clear invariant surface form or construction. Contingency learning is also central to the Competition Model, a psycholinguistic theory of language acquisition and sentence processing (MacWhinney, 1987; MacWhinney and Bates, 1989), as well as to other psycholinguistic models of construction learning as the rational learning of form-function contingencies (Ellis, 2006a; Xu and Tenenbaum, 2007).

The competition model focuses upon the various morphological, syntactic, and semantic linguistic cues contained in a sentence – e.g., case marking, word order, and semantic characteristics such as animacy – which people use to interpret the meaning of the sentence. Each cue is probabilistically associated with a particular interpretation, and the cue-weights combine in allowing the learner to choose the interpretation with the highest likelihood. Learners assign cue-weights inductively over their history of experience and usage. Cue-weights differ between languages as different languages use different cues to signal meanings. Thus, second and foreign language learners must learn which cues are important in which languages. To do this, they begin with cues that are more available in the input, after which they come to rely upon cues that are more reliable in their interpretations. Cues that are rare and unreliable are learned late and are relatively weaker, even in adults (MacWhinney, 1997, 2001).

Reliability of association is similarly key in cognitive-linguistic, corpus-based and statistical models of language structure like collostructional analysis (Stefanowitsch and Gries, 2003; Gries and Stefanowitsch, 2004; Gries, 2009). Cognitive linguistic theories of construction grammar focus upon lexical, morphological, and syntactic forms as form-function pairings (Goldberg, 1995, 2006; Hoffmann and Trousdale, 2013). Collostructional analysis focuses more upon form-form reliability in measuring the degree of attraction or repulsion that words exhibit to constructions. It comprises three different methods: (i) collexeme analysis, which measures the degree of attraction/repulsion of a lemma to a slot in one particular construction; (2) distinctive collexeme analysis, which measures the preference of a lemma to one particular construction over another, functionally similar construction; (3) covarying collexeme analysis, which measures the degree of attraction of lemmas in one slot of a construction to lemmas in another slot of the same construction. Collostructional analysis differs from raw frequency counts by providing not only observed co-occurrence frequencies of words and constructions, but also a comparison of the observed frequency to the frequency expected by chance, so as to measure the attraction and repulsion of words and constructions. These measures of association, contingency, and reliability are found to be better predictors of interpretation than are measures of availability (Gries, 2015; Gries and Ellis, 2015; Ellis et al., 2016).

We have already described how in L1 acquisition, the relative frequency of different forms of the same word have been found to predict the usage and error patterns in morpheme acquisition (Bybee, 1985; Hay, 2001; Matthews and Theakston, 2006). There is parallel L2 research showing the importance of reliability. Sugaya and Shirai (2009) described the case study of a native Russian speaker learning Japanese over the course of 10 months. They found that verbs that are more consistently conjugated in a certain common form compared to other possible forms, such as siru “come to know” with the imperfective aspect morpheme -te-i-(ru), were produced exclusively in the common form early in the learning trajectory, while this preferential bias was not observed in verbs that do not have a common form. In a recent study on Japanese L1 acquisition, Tatsumi et al. (2018) investigated 3–5-year-olds’ productive use of different forms (simple past tense vs. completive past tense) of verbs in a primed elicited production paradigm, in which the children described actions in line-drawings after hearing the experimenter describing the previous drawing using a verb in the uncommon completive past-tense form. It was found that children’s choice between simple and completive form for each verb reflected the relative frequency of the two forms in corpus data. Although the simple form was generally favored, verbs that have a higher completive past-tense: simple past-tense ratio were more likely to be successfully primed by the experimenter’s use of the completive form, compared to other verbs.

Our present findings further contribute to this growing literature on contingency effects in language processing and production: highly reliable morphemes (i.e., exemplars involving lemmas more consistently conjugated in the form containing this morpheme) are more readily acquired and processed.



Formulaicity and Phrase-Superiority Effects

The results in Experiment 2 demonstrated clear effects of string frequency. There is substantial evidence of chunking and formulaicity effects in first and second language processing and acquisition and in language change (see, for reviews: Ellis, 1996, 2012b, 2017; Wray, 2002; Schmitt, 2004; Siyanova-Chanturia and Pellicer-Sanchez, 2018). For example, Janssen and Barber (2012) demonstrated language learners’ sensitivity to the frequency distributions of multi-word units by having native Spanish speakers produce three types of noun phrases (noun + adjective, noun + noun, determiner + noun + adjective) elicited by line drawings. They found that naming latencies were inversely related to the frequency of the noun phrase but were unrelated to the frequency of the individual words in the phrase. Notably, such formulaicity effects are not restricted to constituents and can span across traditionally defined syntactic boundaries. Tremblay et al. (2011) investigated the processing of non-phrasal sentence segments in a self-paced reading task and found that the frequently occurring “lexical bundles” such as in the middle of the were read faster than matched control segments like in the front of the. Conklin and Schmitt (2008) embedded such formulaic sequences in short stories and found that they were read faster than matched non-formulaic sequences by both English native speakers and by proficient non-natives. Recent models of sentence processing like the proposals of Christiansen and Chater (2016) on “Chunk-and-Pass” processing have chunking and prediction at their core – we used this model in section “A process analysis of EIT as it relates to morpheme production” to guide our process analysis of EIT.

The fact that the perception and production of a chunk is more affected by the frequency of the chunk than by the frequencies of its component parts suggests that chunks are not fully analyzed into or assembled from their component parts. Bybee (2010) argues that users do not assemble word-forms from their component parts, but rather they store and access them as wholes. Ellis (1996, p. 111) has likewise suggested that formulas might be stored like single “big words.” But there is longstanding debate about whether such formulaic strings are stored as a unit or simply processed preferentially due to context effects and prediction. Likewise in the SLA literature, there are longstanding discussions about whether formulas and idioms are essential parts of the acquisition process or instead are islands of exception, divorced from the language system (Ellis, 2012b; Wulff, 2019).

Our results here show clear effects whereby higher frequency multi-word strings facilitated elicited imitation of the embedded morphemes. We think of these as Phrase-Superiority Effects, the phrasal equivalents of Word-Superiority Effects (WSE, Reicher, 1969; Wheeler, 1970) whereby recognition of a letter is more accurate when it is part of a meaningful word than when it is alone. In WSE experiments, a string of four or five letters is flashed for a few milliseconds onto a screen. Readers are then asked to choose which of two letters had been in the flashed string. For example, if “WORD” had been flashed, a reader might have to decide whether “K” or “D” had been in the final letter position. A WSE arises when subjects choose the correct letter more consistently when letter strings are real words rather than non-words (e.g., “OWRD”) or single letters presented alone (e.g., “___D”). Performance on a forced-choice letter detection task averaged 10% better when the stimuli were four-letter English words than when the stimuli were single letters appearing alone (Wheeler, 1970).

The WSE was a milestone observation in cognitive models of word-recognition and led to the development of the interactive activation model of word recognition (McClelland and Rumelhart, 1981), itself a milestone in the development of connectionist (Parallel Distributed Processing, PDP) models of language. According to this model, when a reader is presented with a word, each letter in parallel either stimulates or inhibits different feature detectors (e.g., a curved shape for “C,” horizontal and vertical bars for “T,” etc.). Those feature detectors then stimulate or inhibit different letter detectors at a higher level, which finally stimulate or inhibit different word detectors at the top-most level. Each activated connection in the large parallel network of connections carries a different weight, and the activation is propagated across levels to give the word detector for “WORD” (in the example above) more activation than any other detector, making “WORD” what the reader eventually recognizes. So far, so bottom-up good. But there are top–down connections too: word detectors pass excitation down to the letter detectors for the letters they contain and inhibit letters they do not; letter detectors pass excitation down to feature detectors for the features they contain and inhibit features they do not. Finally, the model includes inhibitory connections within levels, so that the activation of “WORD” inhibits that of other words, like “WORK,” “WORM,” “LORD,” etc.

The interactive-activation model is a working computational model. It both simulates and explains the WSE as follows: When the target letter is presented within a word, the feature detectors, letter detectors and word detectors are all activated, adding weight to the final recognition of the WORD stimulus, and this in turn sends activation down to its component letters and features. Thus, recognizing the “D” in “WORD” results from activation from both the feature detectors and from the word detectors. However, when recognizing “D” with only the letter presented, there is only the bottom-up activations to the letter detector level. Therefore, perceiving a presented word allows more accurate identification of its component letters, as observed in the WSE.

The WSE demonstrates how frequency and activation at one level of representation (words) may affect the processing and acquisition of linguistic stimuli at another level (letters). Yet ubiquitously, linguistic constructions are inherently nested across various overlapping levels (e.g., morphemes within a word, words within a phrase, phrases within a sentence, all of which can be decomposed into phonemes, etc.). Thus it is likely that there are effects of frequency and contingency across many different grain-sizes of construction, all of which might overlap and interactively activate in intricate ways (Ellis, 2012a; Gries and Ellis, 2015). The Phrase-Superiority effects show how frequency of phrases percolates down to affect the processing of the embedded words and morphemes.



Between-Morpheme Comparisons

As predicted by the common ESL morpheme acquisition order (Krashen et al., 1977), the –ing morpheme was found to be the easiest to acquire by the Chinese participants in our study. This is likely a result from the presence of several facilitating properties such as high level of perceptual saliency, as proposed by Goldschneider and DeKeyser (2001). The morpheme -ing is both phonologically salient (because is it a syllabic vowel) and syntactically salient (because its usage is morphosyntactic in nature due to the required co-occurrence of auxiliary be). Since auxiliary be has been consistently found to be mastered quite well by ESL learners (Krashen et al., 1977), it might have served as an effective cue that have improved the memory for the co-occurring -ing. In addition, -ing is high in morphophonological regularity and low in semantic complexity, a 1:1 mapping which promotes acquisition.

The past-tense -ed morpheme was found to be second easiest to acquire. Besides saliency and regularity, the difference between the processing difficulty of -ed vs. -ing among Chinese speakers could also be due to typological differences between English and Chinese: namely, English is a “tense-prominent” language whereas Chinese is “aspect-prominent.” It has been reported in the L1 transfer literature that ESL learners who have “aspect-prominent” L1s such as Punjabi use fewer English tense markers such as -ed and more aspect markers such as -ing, compared to ESL learners whose L1 is the “tense-prominent” Italian (Slobin, 1996). In other words, when exposed to English, Chinese native speakers might habitually pay more attention to aspectually marked verbs than tense-marked verbs.

Interestingly, the plural -s morpheme was the lowest in production accuracy in our Chinese speaker sample, which deviates from Krashen et al.’s (1977) common order. This finding is also inconsistent with Tsimpli and Dimitrakopoulou’s (2007) interpretability hypothesis, according to which morphological features related to “interpretable” universal semantic concepts – e.g., plurality – should be easier to acquire than purely grammatical and language-dependent features that lack semantic significance – e.g. the verb agreement on third person singular subjects. One possible explanation why the plural -s is difficult for Chinese native speakers lies in the typological differences in how the concept of plurality is expressed between English and Chinese (Jarvis and Pavlenko, 2008; Murakami and Alexopoulou, 2016). In classifier languages like Chinese, plurality (as well as the concept of count/mass distinction) is typically expressed with stand-alone classifiers besides numbers, rather than morphological inflections. Thus, the property (e.g., plurality) of the nouns is entailed by the classifiers that they follow, and not by the nouns themselves. Jiang (2004) argues that Chinese speakers are morphologically insensitive to number information and the count/mass distinction in nouns, especially for those representing abstract concepts, because there is not a classifier that specifically expresses the abstract property of the noun and that is used to count the noun. This also explains why the plural -s in the Bottom 10 Reliability group, which consists mostly of abstract nouns, had especially low production accuracy.

Such L1 transfer effects and the resulting deviations from the common order have been demonstrated in previous studies. For example, Luk and Shirai (2009) found that L1 speakers of Japanese, Korean, and Chinese acquire the plural -s and articles later than as predicted by the natural order while acquiring the possessive ’s much earlier. To examine the nature of L1 influence, Murakami and Alexopoulou (2016) conducted a corpus analysis on English morpheme acquisition by ESL learners from seven L1 backgrounds using a database consisting of written exam scripts drawn from the Cambridge Learner Corpus. Usage analyses of six morphemes (articles, past tense -ed, plural -s, possessive -’s, progressive -ing, and third person -s) revealed significant between-L1 differences, such that L1 type, i.e., whether an equivalent form of the morpheme in English is present or absent in the L1, strongly predicted morpheme accuracy and the order of acquisition. For instance, Japanese L1 speakers tend to score higher on possessive -’s and lower on articles than French L1 speakers do, as Japanese lacks the grammatical articles which French has, while French lacks a possessive morpheme which Japanese has. In fact, the lack of L1 equivalence resulted in an accuracy below 90% in almost all morphemes and L1s even among the highly proficient ESL speakers. In addition, the researchers also reported differential influence of L1 type on different morphemes, with articles and progressive -ing being the most sensitive to L1 influence, plural -s mildly affected, and possessive -’s and third-person -s the least affected.

Nevertheless, the findings of L1 transfer effects on morpheme acquisition do not deny universal tendencies in the order of morpheme acquisition that are driven by the L2 linguistic input. Corder (1967) noted that what ‘goes on’ in the environment does not equal what actually ‘goes in’ the learner and introduced the concept of ‘intake’ to represent the subset of the available ‘input’ that learners have attended. Second language learners come to the L2 input already “trained” by their prior language experiences to pay different kinds and degrees of attention to patterns in the L2 (Slobin, 1996; Ellis, 2006b). In other words, the between-L1 variance in English morpheme acquisition reflects how learners of different language backgrounds form different ‘focal sets’ through learned selective attention shaped by the nature of their L1, thus transforming different subsets of the L2 ‘input’ into the actual ‘intake’ (Ellis, 2006b). Such attentional bias was demonstrated by Ellis and Sagarra’s (2010) findings that ESL learners whose L1 lacks verb-tense morphology, such as Chinese, were biased to rely more on lexical (e.g., adverbial) cues than on morphological cues to extract temporal information in English. As a result, they experience greater difficulty in acquiring English tense morphemes compared to learners with morphologically rich L1s such as Spanish and Russian. Ellis (2006b) examined moderators of this blocking or “learned attention” bias and proposed that the contingency of form-function mapping in the L2, i.e., reliability, is a significant factor that determines whether input stimuli become the ‘intake,’ further lending support to the reliability effects on ESL morpheme acquisition.

It is important to note that although our design attempted to deny obligatory contexts for using the target morphemes, we achieved this goal with mixed success. The decontextualized nature of EIT denied extra-sentential cues from referential and pragmatic contexts, however, it was more difficult to remove relevant sentence-internal lexical and structural cues. We had greater success removing the cues for plural -s than we had for the verbal inflections, and this alone might explain learners’ unexpectedly low performance on this morpheme compared to the others. In contrast, Auxiliary [be] was always provided as a cue for progressive -ing, as needs must, and this may well give progressive -ing a processing advantage over the others. Even though we randomly allocated the primacy-denying three-word opening phrases such as On Saturday morning, Late Wednesday evening, etc., and these are theoretically tense-neutral, in fact they have tense and modality associations from usage. The Late Wednesday evening opening pulls for simple past tense if no auxiliary is provided, and progressive -ing if the auxiliary is present. Designating a day of the week and a time of day such as Late Wednesday evening implies a more punctual one-time occurrence more than less constrained openings like On Saturday morning, and the more specific implication is not always compatible with the Simple Present or Present Progressive. Likewise, the third-person Present -s Top 10 reliability set is skewed toward verbs with dummy subjects that only occur in the 3rd-person present in that construction, such as it concerns, it implies, it consists, it sounds, and these feel strange in punctual temporal contexts. This range of systemic biases may well have affected accuracy of provision of some morphemes (particularly -ing and -ed), over others such as (third-person Present -s, and Plural -s on nouns), and the current research does not allow us to pull these factors apart from the other factors we describe in this section as potential causes of the order of acquisition of different morphemes. These confounds more severely affect cross-morpheme comparisons than they do within-morpheme comparisons of the types discussed in sections “Availability,” “Reliability,” and “Formulaicity and Phrase-Superiority Effects.”



Subject Proficiency and Interactions With Availability and Reliability

Not surprisingly, proficiency in English was positively associated with accuracy of morpheme provision. Notably, the effects of proficiency did not interact with morpheme availability, suggesting continuity of frequency effects over the learning trajectory. The parallel slopes for effects of frequency at each proficiency stage in Figure 7B, with each proficiency increment increasing the intercept in accuracy, is broadly consistent with usage-based theories of language acquisition which hold that proficiency is the cumulative experience of usage frequency. In other words, accumulated language processing leads to the consolidation and entrenchment of linguistic constructions, exemplar by exemplar, and to incremental implicit abstraction of underlying regularities (Bod et al., 2003; Bybee, 2006; MacWhinney and O’Grady, 2014; Schmid, 2017; Schmid, 2020).

On the other hand, proficiency does interact with morpheme reliability. As shown in Figure 7A, reliability effects are much larger early on and gradually decrease as proficiency increases. It seems to be the case that exemplars of high reliability have greater effect at earlier stages of acquisition.



Why Reliability, Particularly?

Why is reliability of association a more potent determinant than availability? We can make sense of this from the three different perspectives of (1) learning theory, (2) cognitive linguistics, and (3) SLA theory. Indeed, we see their confluence as an important theoretical triangulation where each informs and supports the others.

(1) Associative learning theory demonstrates that contingency of association trumps token frequency (as described in section “Reliability”). In operationalizing reliability here, we focused on how likely it is that a linguistic cue (a morpheme) reliably co-occurs with another (a lemma). But morphemes and lemmas go beyond being mere forms, they are linguistic constructions with particular functions and meanings: they are symbolic.

(2) Cognitive linguistic theories of construction grammar viewlexical, morphological, and syntactic forms as symbolic form-functionpairings and hold that we learn language from usage. Collostructional analysis focuses as much upon form-form reliability in measuring the degree of attraction or repulsion that words exhibit to constructions. When learners are processing usage, they are tallying the associations between forms, between interpretations, and between forms and their interpretations. Verbs have interpretations and so do morphemes and these can vary in their form-function reliability. Verbs and morphemes can be more or less reliably associated (form-form reliability). The matrix of association goes beyond mere forms; in full it involves:

[image: image]

(3) Functional theories of SLA emphasize the interplay of form and meaning in acquisition. One much-researched example for morphology is the Aspect Hypothesis (AH) (Andersen and Shirai, 1996; Bardovi-Harlig, 2000; for a state-of-the-scholarship review of the last 20 years of research, see Bardovi-Harlig and Comajoan-Colomé, 2020). The AH builds on three main constructs: tense, grammatical aspect, and lexical aspect. Tense establishes the location of an event (or situation) in time with respect to the moment of speech or some other reference point. Grammatical aspect allows for “ways of viewing the internal temporal constituency of a situation” (Comrie, 1976, p. 3). For instance, in English, a contrast in grammatical aspect is found between simple past “John walked” and past progressive “John was walking.” In contrast, lexical aspect refers to semantic differences in verbs and their arguments (Dowty, 1991), such as whether a predicate has inherent duration [e.g., “walk,” “sleep,” and “kid (v.)”], or is punctual (e.g., “recognize,” “broke,” and “sigh”), or has elements of both duration and culmination (e.g., “walk a mile” and “paint a picture”). The AH predicts that “second language learners will initially be influenced by the inherent semantic aspect of verbs or predicates” (Andersen and Shirai, 1996, p. 533). “In its simplest form, the AH for SLA predicts that in the initial stages of the acquisition of tense-aspect morphology by adults, the acquisition of past morphology will be influenced by lexical aspectual categories. Namely, verbal morphology will be attracted to and will occur with predicates with similar semantics. Perfective past will occur with telic predicates (i.e., those with inherent endpoints), imperfective will occur with unbounded predicates, and progressive will occur with ongoing activities” (Bardovi-Harlig and Comajoan-Colomé, 2020, p. 3). Bardovi-Harlig and Comajoan-Colomé conclude from their review of perhaps thirty different studies that the AH accurately predicts the adult L2 acquisition of past morphology in a number of languages.

Our research in this article has demonstrated effects of distributional learning – particularly the privileged processing of reliably associated lemma-morpheme pairings (form-form reliability). The supplementary question that naturally follows is to wonder why language is distributed this way. Cognitive linguistics more generally, and the AH in particular, suggest that for the case of tense-aspect morphology, there are semantic and functional motivations. Likewise, for noun number, we suspect that inherent number, pluralia tantum, and prototypically plural count nouns might lead the way. These are effects of form-function reliability. Form-form and form-function associations interact in various complex and adaptive ways in usage, and a speaker’s language system reflects the history of their processing these associations. There is good reason and plenty of scope to study a broad range of morphology in this way.




LIMITATIONS

There are various limitations to this study. (1) It is relatively small in size in terms of its sample of participants and its sample of stimuli11. (2) We are also concerned just how representative the corpus is for our participants. We drew our stimuli from the largest existing corpus of American English, COCA (Davies, 2008), assuming it to truly represent the English exposure and usage of the non-native English-speaking participants living in the US. This assumption can be problematic as the English used by the general population as the L1 might well vary from that used as an L2 in pedagogical settings. Despite our best efforts, participants might not be familiar with all the vocabulary in the sentences, and particularly, with the target words. If they did not know the target word, it seems likely that the whole word would be omitted in the response. Although we tried to mitigate the problem by only scoring the morpheme provision when the correct lemma is present, it still unavoidably resulted in an unequal number of missing cases across the ARD groups, with the highest exclusion rate in the bottom frequency and proportion group. (3) In creating the stimuli for Experiment 2, in order to control a range of important potential other factors, in making the low-frequency sentence strings, we replaced (high-frequency and shorter pronouns) with (lower frequency and longer proper nouns). This systematic confound introduces uncertainly into whether any effects of this manipulation result from sentence string frequency, length, or pronoun vs. noun. We were at least able to show that string frequency was a much more important effect than length. Nevertheless, if possible, it would be good to avoid such confounds in future research. (4) Our design attempted to provide non-obligatory contexts for using the target morphemes, but we achieved this goal with mixed success. The decontextualized nature of EIT denied extra-sentential cues from referential and pragmatic contexts, however, it was more difficult to remove relevant sentence-internal lexical and structural cues. For example, Auxiliary [be] was always provided as a cue for progressive -ing. This, and the range of other factors detailed at the end of section “Between-Morpheme Comparisons,” introduce a range of factors that deny simple identification of the causes of between-morpheme differences. (5) Our quest for control and the matching of the stimuli in terms of several dimensions of corpus metrics resulted in stimulus sentences that are somewhat uneven in their approximation of naturally occurring English. (6) Our chosen experimental paradigm, the Elicited Imitation Test, targets decontextualized language repetition rather than situations of rich, meaningful communication where there is clearly more scope for the importance of word meanings and other form-function associations. (7) Adapting the EIT for typed rather than spoken responding potentially allows more influence of considered explicit processing in the written responses, although the window for these influences comes after online listening, which we believe to be the rate-limiting step which maximizes demands for implicit or automatized processing. However, further research involving spoken responding would be useful for triangulation.

For future research, we encourage the analysis of large learner corpora (of the type exemplified by, e.g., Murakami and Alexopoulou, 2016) in order to broaden the investigation to many more learners, large amounts of more communicative natural language, a wider range of morphology, and a focus upon participant effects (including L1 transfer, longitudinal development, proficiency, etc.). Widening the range of languages studied is also a priority.



CONCLUSION

We investigated usage-based effects of availability, reliability, and formulaicity in ESL acquisition of inflectional morphemes: -ed, -ing, and 3rd-person -s on verbs, and plural -s on nouns and showed using EIT that morphemes were more easily processed when they were (1) available (occurring in frequent word-forms), (2) reliable (occurring in lemmas consistently conjugated in this form), and (3) formulaic (embedded in high- vs. low-frequency phrases). Such conclusions support cognitive theories of the statistical symbolic learning of morphology. Language acquisition reflects the distributional properties of the linguistic input at multiple grain-sizes.
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FOOTNOTES

1Friends share mappings from stem to tense (e.g. walk-walked, talk-talked) and pull together; enemies use different mappings (e.g., throw-threw) and pull apart (Marchman et al., 1999).

2There are alternative operationalizations available for formulaicity involving mutual information or other measures of conditional probability rather than string frequency, and these various measures can affect acquisition and processing in different ways (e.g., Ellis, 2012b). Here we adopt simple string frequency because it is the most basic and widely used metric for formulaic language, multi-word expressions, and lexical bundles (Wray, 2002; Biber, 2004; Gries and Ellis, 2015).

3Searching for this frame in COCA returns more than 1600 verb types, in decreasing order: do, make, get, see, keep, take, put, say, … following a Zipfian frequency distribution).

4A visiting student who had just arrived in the US for the first time was included in the study because of her demonstrable fluency in English and the fact that she had been receiving part-time English-immersed education in China.

5https://corpus.byu.edu/coca/

6More information regarding the syntax can be found at the BYU corpus portal (corpus.byu.edu) and from the “insert POS” tab in search page of COCA (https://corpus-byu-edu.proxy.lib.umich.edu/coca/)

7https://www.audacityteam.org/

8Most of the Experiment 1 sentences remained exactly the same except 24 sentences. The four-word string of 13 sentences were changed to include at least one animate pronoun (e.g., changing “it seemed to be” to “he seemed to be”). Eleven sentences were slightly shortened so that both the high formulaicity and the low formulaicity versions were between 14 and 17 syllables long.

9All the person names were selected from the top 100 female and top 100 male names used in the United States over the last 100 years according to the Social Security census results (available at https://www.ssa.gov/oact/babynames/decades/century.html).

10Like Experiment 1, in order to determine which subject-level random slopes to include, we ran each of the models in Experiment 2 both with and without subject random slopes and compare the fit of the two models using a likelihood ratio test. We included the subject random slope for a fixed-effect predictor only when this addition significantly improves model fit. Otherwise, we report the model without the subject random slope (i.e., the one with random intercept only).

11Although, in defense, we point out that there is replication research here between Experiments 1 and 2, and that the stimuli were carefully chosen from a corpus of over 560 million words to lie at the interesting extremes to afford maximal power.
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Previous studies have shown that the grammatical aspect of verb predicates has an effect on tense-aspect sentence processing. However, it remains unclear as to whether the interaction of lexical aspect and grammatical aspect can influence the form-meaning association in the second language (L2) tense-aspect sentence processing, especially for the learners whose native language is grammatically marked differently from their L2. This study conducts a psycholinguistic investigation to highlight how the prototypical and non-prototypical associations predicted in the Aspect Hypothesis and L2 proficiency level influence the processing of English past tense and progressive morphology by Mandarin Chinese learners at two proficiency levels and native English speakers. The results show that the prototypical associations of English tense-aspect categories predicted in the Aspect Hypothesis, such as achievement verbs with past tense and activity verbs with the progressive aspect, can engender shorter reading time than non-prototypical associations for both native speakers and second language learners. There is no significant difference between native speakers and Chinese learners of English in their processing of prototypical items, while significant differences exist in the processing of non-prototypical items. The L2 proficiency level does not have an effect on the processing of prototypes but on the processing of non-prototypes in the L2 tense-aspect marking. This study extends previous research, showing the interaction effect of lexical aspect and grammatical aspect in the form-meaning association in L2 tense-aspect sentence processing.

Keywords: lexical aspect, grammatical aspect, English past tense, progressive aspect, tense-aspect processing, Mandarin speakers, foreign language learning


INTRODUCTION

In the studies of L2 acquisition of tense-aspect morphology, the prototypical associations, such as achievement verbs, with past tense and activity verbs with the progressive aspect, have been observed and summarized in the Aspect Hypothesis (Shirai, 1991; Andersen and Shirai, 1994; Bardovi-Harlig, 2000; Bardovi-Harlig and Comajoan-Colomé, 2020). It has been suggested that this is because of the compatibility of the semantic representation of lexical and grammatical aspect. That is, the combinations of telic verbs with the perfective aspect, and activities with progressive marking are more compatible, natural, prototypical, and frequent in language use. The frequency distribution and the cognitive-based prototype account have been empirically supported from a large number of offline studies (e.g., Li and Shirai, 2000) and corpus-based studies (Fuchs and Werner, 2018). However, even if explicit knowledge of a structure might have been acquired, possibly via classroom instructions, learners may not be able to make use of this knowledge in real-time processing (Van Patten et al., 2012).

Moreover, the mechanism of how these form-meaning associations emerge is still not well understood. Whether the aspectual knowledge that learners display in the off-line tasks can be applied automatically in online comprehension tasks is still unclear. Research on L2 acquisition of English tense and aspect has not been conducted as widely from a language processing perspective as it has from a production perspective. More importantly, the frequency distribution effect has not been well-recognized in the area of language processing of tense-aspect markers. Most previous processing studies have focused on the effect of grammatical aspect. The interactive effect of lexical aspect and grammatical aspect has been under-explored in the L2 learners’ tense-aspect processing. This study investigated the effects of lexical aspect and the L2 proficiency level on the processing of English past tense and progressive morphology by exploring the Chinese learners at two L2 proficiency levels of the native English speakers.

Here, we briefly define technical terms crucial to understanding the linguistic phenomenon under investigation. Linguists distinguish grammatical aspect from lexical aspect. Grammatical aspect, often referred to as “viewpoint aspect,” (e.g., Smith, 1997) grammatically encodes how a speaker views a situation – whether it is viewed as a whole (the perfective aspect, e.g., He walked to the store) or as having an internal structure (the imperfective aspect, e.g., He was walking to the store). Lexical aspect concerns temporal semantics of verbal predicates [most commonly used is Vendler’s (1957) four-way classification (states, activities, accomplishments, and achievements)]. States encode a situation as homogeneous, with no end points or successive phrases or dynamicity (e.g., know and love). Activities characterize a situation as having successive phases over time with no inherent end point (e.g., run and walk). Accomplishments encode a situation as consisting of having successive phrases (e.g., build a house) with an inherent end point, after which the situation cannot continue. Achievements encode a situation as punctual and instantaneous, having no duration (e.g., fall and reach the summit). Accomplishments and achievements are telic (involving a natural end point) while states and activities are atelic (no natural end point; Vendler, 1957; Li and Shirai, 2000).



LITERATURE REVIEW

The acquisition studies on tense-aspect marking facilitate the understanding of the mechanism behind the form-meaning association in language acquisition (Sugaya and Shirai, 2007). In both L1 and L2 acquisition, learners are observed to be sensitive to the inherent lexical aspect of verbs in acquiring tense-aspect morphology. The Aspect Hypothesis (henceforth, AH, Andersen and Shirai, 1996; Bardovi-Harlig, 2000) comprises four generalizations about learners’ acquisition of tense-aspect marking:

1. Learners first use past marking (e.g., English) or perfective marking (Chinese, Spanish, etc.) on achievement and accomplishment verbs, eventually extending its use to activities and stative verbs.

2. In languages that encode the perfective/imperfective distinction, imperfective past appears later than perfective past, and imperfective past marking begins with stative verbs and activity verbs, then extending to accomplishment and achievement verbs.

3. In languages that have a progressive aspect, progressive marking begins with activity verbs, then extends to accomplishment or achievement verbs.

4. Progressive markings are not incorrectly overextended to stative verbs (Andersen and Shirai, 1996, p. 533; see also Shirai, 1991, p. 9–10)

These generalizations are schematically summarized in Table 1 below.



TABLE 1. Predicted order of development of tense-aspect morphology (adapted from Li and Shirai, 2000, p. 50).
[image: Table1]

The AH thus predicts that learners are strongly influenced by verbal semantics in acquiring tense-aspect markers. That is, past perfective markers are associated with telic verbs (achievements and accomplishments, with achievements as the prototype), while general imperfective markers are associated with atelic verbs (activities and states, with states as the prototype), and progressive markers (i.e., dynamic imperfective) with activity verbs as the prototype. Shirai and Andersen (1995) explain this by proposing that activity verbs, which are dynamic, durative, and atelic, exemplify the most typical combinations for the progressive marking (i.e., prototypical progressive), while achievement verbs, which are punctual and telic, exemplify the most typical connections with past tense morphology (i.e., prototypical past). The evidence for the association of the perfective aspect with telics and the progressive with activity verbs is robust in offline acquisition studies in the literature (e.g., Salaberry, 1999; Bardovi-Harlig, 2000; Shirai, 2002).

To explain these observations, Andersen and Shirai (1994, 1996) proposed the Prototype Hypothesis, which states that language learners initially acquire the prototypes for each aspectual marking (i.e., perfective/past morphology with accomplishment/achievement verbs, and progressive morphology with activity verbs), and then gradually extend their scope to less-prototypical exemplars. They argued that the learners at the beginning stage are restricted to the prototypes of the linguistic category, and then only later can they freely apply those markers to more peripheral members. This observation shows a close relationship between learners’ use of tense-aspect marking and temporal semantics of verbal predicates. However, further investigation is needed to explore whether L2 prototype knowledge formation has an effect underlying the identification of aspectual values for grammatical morphemes in the L2 learners’ tense-aspect processing.

Most previous studies on tense-aspect processing employed an agreement violation paradigm and/or a self-paced reading technique to investigate whether the knowledge of tense-aspect marking that learners displayed in offline performance tasks could be applied automatically to their online comprehension. For example, Roberts and Liszka (2013) used an offline acceptability judgment and a self-paced reading experiment to measure L2 English learners’ explicit and implicit knowledge about their sensitivity to tense-aspect mismatches between a temporal adverbial and an inflected verb (i.e., a mismatch between past adverbial and the present perfect form in English, such as He has arrived last week, which is ungrammatical in English but not in the learners’ L1). The results indicate that all participants demonstrated explicit knowledge about the offline task while the self-paced reading task showed that there is a crosslinguistic influence during online L2 processing; that is, whether learners’ first language encodes the aspect grammatically or not was important in that French speakers, whose L1 encodes aspect grammatically was sensitive to the mismatch, but not German learners (more on this study below).

Previous reading time studies revealed that native speakers exploit grammatical aspectual cues such as perfective and imperfective morphology when constructing mental situation models (e.g., Carreiras et al., 1997; Ferretti et al., 2007). Some studies, which examined the effect of grammatical aspect on sentence processing, found that sentences with perfective aspect are often processed more quickly than imperfective ones (e.g., Madden and Zwaan, 2003 in English; Yap et al., 2006 in Japanese). For example, Madden and Zwaan (2003) used three picture-sentence matching tasks and found that native English participants matched perfective sentences with pictures depicting completed situations more quickly than with pictures depicting ongoing situations. They commented that the perfective facilitation effect is attributed to the perfective-imperfective contrast in the grammatical marking of the aspect. However, this study used only accomplishment verbs, i.e., verbs with an inherent end point.

Recently, the interaction of lexical and grammatical aspect has drawn more attention in the area of language processing. Yap et al. (2009) investigated native Cantonese speakers’ reaction times (RTs) to explore the effects of both lexical aspect and grammatical aspect on the language processing in Cantonese. Employing auditory processing, they manipulated the combinations of lexical and grammatical aspect (i.e., accomplishment with perfective aspect zo and activity with imperfective aspect gan) and tested whether they would yield faster cognitive processing than less semantically compatible combinations. The results showed a strong prototype effect in the interaction between lexical aspect and grammatical aspect. That is, perfective sentences were processed more quickly with accomplishment verbs, while imperfective sentences were processed more quickly with activity verbs relative to other conditions. This study provided the most compelling evidence for a prototype account for aspectual processing within native Cantonese speakers. Yap et al. (2009) argued that prototypical associations of tense-aspect categories would engender shorter reading times. They provided a basic cognitive principle, namely semantic compatibility to account for their findings. The semantic compatibility exists in the association between accomplishment verbs and the bounded features of the perfective aspect and between activity verbs, and the unbounded features of the imperfective aspect.

However, the issue of whether there is a prototype effect on tense-aspect processing is still controversial. Unlike Yap et al. (2009), which provided strong support to a prototype representation of tense-aspect categories within native Cantonese speakers, Chan (2012) did not find such online processing biases for L2 learners of English. Using a self-paced reading task, Chan (2012) undertook a psycholinguistic investigation into native English speakers’ and English L2 learners’ processing of English past and progressive morphology. Three types of lexical aspect (state, activity, and achievement) and two grammaticized tense-aspect categories (past tense and progressive aspect) were investigated. The results showed that L2 learners did not have uniform processing advantages afforded by tense-aspect prototypes. The Korean participants followed the PAST prototype, while the German participants did not. Both the German and Chinese participants processed state PAST the quickest, which does not support the prediction of the prototype hypothesis. For the PROG prototype, no evidence was presented from any L1 groups. However, the data from the native English speakers provided support for PAST and PROG prototypes, although the reading time trends observed were not statistically significant. Therefore, further empirical studies are necessary to validate the prototype account and explore its processing consequence among L2 learners.

The L2 processing of tense-aspect morphology often focuses on the difference between L1–L2 pairings and participants of different proficiency levels. The issue of whether L2 tense-aspect processing is influenced by aspectual features in learners’ native language is still open. Some researchers argued that grammaticized aspectual categories in L1 (e.g., the lack of progressive aspect in German) have a vital impact on ultimate L2 attainment, especially regarding the principles of event construal in language production (e.g., von Stutterheim and Carroll, 2006). It was found in von Stutterheim and Nüse (2003) that, in the retelling of a silent film and verbalization of short video clips, German speakers tend to infer temporal situations more holistically than English speakers. Similar results have also been found in experiments, looking at L2 language production and processing (e.g., von Stutterheim and Carroll, 2006). In the study, von Stutterheim and Carroll (2006) asked both advanced German learners of English and advanced English learners of German to orally describe the situations they had watched in short film clips. Then, their speech was transcribed and coded based on whether an end point was explicitly mentioned. Results showed that the German learners of English reported end points at a higher rate than the English learners of German (36.7 vs. 31.6%). What is more, the native German speakers mentioned end points in German significantly more frequently than the native English speakers did in English (76.4 vs. 25.2%). The authors explained that the native German speakers as well as the German learners of English extended a general tendency to conceptualize a situation holistically; therefore, they linguistically encode and report the end points. While, for English speakers, the English progressive, in contrast, is a highly automatized grammatical option that enables them to report a situation in any intermediate phase before culmination. This study showed L2 tense-aspect processing is somewhat influenced by learners’ L1. Findings from von Stutterheim et al. (2012) further showed, in an eye-tracking study utilizing short videoclips, that native speakers with progressive marking (e.g., English) pay more attention to the process leading to the end point than native speakers of languages without progressive marking (e.g., German), who tend to pay more attention to the end point. The findings of von Stutterheim and associates can be explained with Slobin’s (1996) claim – “thinking for speaking,” which posits that “one fits one’s thoughts into available linguistic forms” (Slobin, 1987; as cited in Slobin, 2003).

Using self-paced reading experiments, Roberts and Liszka (2013) investigated the role of L1 in real-time processing of L2 tense-aspect morphology among advanced French and German learners of English as an L2 to see if they are sensitive to tense-aspect mismatches between a fronted temporal adverbial (e.g., yesterday) and the inflected verb that follows (e.g., present perfect). Results showed that only the French L2 learners, whose L1 has grammaticized aspect, were sensitive to the mismatched conditions in both the present perfect contexts and the past simple; whereas the German L2 learners did not show a processing cost at all for either the mismatched type or matched one. The authors explained that the differences in performance between the L2 groups come from the learners’ native language. This study concluded that, in L2 tense-aspect processing, only learners whose L1 has grammaticized aspect were sensitive to the tense aspect violations online; thus, the L2 tense-aspect processing is influenced by aspectual features in learners’ L1. Roberts and Liszka (2019) also found out the L1 effect on L2 processing and offline interpretations of aspectual distinction. The authors argued that whether a learner’s native language encodes progressive aspect via syntactic or only lexical means influences his/her interpretations of aspectual distinction.

Chan (2012) investigated what is universal and what is language specific about L2 tense-aspect processing. The participants in this study included native English speakers as well as English L2 learners of L1 German, Korean, and Mandarin Chinese, which differ systematically in terms of past and progressive morphology. L1 effects were found not only in prototypes in processing L2 tense-aspect distinction but also in processing consequences of the non-prototypical combination of grammatical aspect and lexical aspect (e.g., the kid was jumping into the swimming pool; achievement predicate and progressive marking) in L2 learners.

According to the predictions of the Aspect Hypothesis, learners’ dependence on lexical aspect decreases as the proficiency level increases, as noted earlier. Some production studies tested this prediction; however, findings in the production experiments show the effect of lexical aspect decreases as the proficiency level goes up (e.g., Rocca, 2007) while others show this effect increases (Robison, 1995a).

Regarding proficiency effect on L2 tense-aspect processing, an interesting question is whether advanced learners can perform as successfully as native speakers (i.e., ultimate attainment). Von Stutterheim and her colleagues conducted a series of psycholinguistic studies on bilingual speakers’ representation and linguistic encoding of events. Their findings showed that very advanced L2 learners succeeded in using their target languages correctly but failed to show native-like performance on a number of measurements (von Stutterheim and Nüse, 2003; von Stutterheim and Carroll, 2006).

The current study focuses on how the prototypical and non-prototypical associations predicted in the Aspect Hypothesis and the L2 proficiency level influence the processing of English past tense and progressive morphology by investigating two proficiency levels of Mandarin Chinese EFL learners and native English speakers as a control group. Two research questions will be addressed below:

1. How does the lexical aspect of verbs influence L2 learners’ and native speakers’ sentence processing, respectively? Specifically, how fast are activity verbs, achievement verbs, and states processed by L2 learners and native speakers in simple past tense and present progressive?

2. How does the learners’ L2 proficiency level influence their processing of L2 English tense-aspect marking? Will they perform in the same way as native speakers?



MATERIALS AND METHODS


Participants

The learner participants in this study were recruited from two universities in Central South China. They completed a language history questionnaire and only those who had no study experience in English-speaking countries were included in this experiment. Thirty non-English majors who have passed CET-4 (College English Test Band 4) but with scores lower than 450, and thirty English majors who have passed TEM-8 (Test for English Majors Band 8) with scores higher than 80 were chosen as the participants for this study. All these participants completed a standardized English proficiency test, namely, the Quick Placement Test (QPT) by Oxford University Press. QPT consists of 60 multiple-choice items on grammar, vocabulary, and reading, with a maximum score of 60. Thirty non-English majors (16 women, 14 men, mean age: 19.6 years, age range: 18–22 years) and 30 English majors (18 women, 12 men, mean age: 20.2 years, age range: 18–23 years) participated in the experiment.

English native participants were recruited from an American university. Thirty native speakers (16 women, 14 men, mean age: 20.5 years, age range: 18–22 years) who had no study experience in non-English-speaking countries were grouped into the native English speaker group (NS for brevity).

All the participants were right-handed with normal vision or corrected-to-normal vision. All the participants in the study were compensated for their participation. Participant profile information, the results of the Quick Placement Test (QPT), and the questionnaire are given in Table 2.



TABLE 2. Participant profile information.
[image: Table2]

There is no significant difference between the English majors (M = 7.03, SE = 0.217) and non-English majors (M = 6.97, SE = 0.206) in their beginning age of English instruction, p = 0.825. The English majors were significantly more proficient in English (M = 50.13, SE = 1.1) than non-English majors (M = 45.47, SE = 1.12), p = 0.004 in the Quick Placement Test. This result was also in line with the participants’ self-ratings of their speaking, listening, reading, and writing skills on a seven-point scale. Seven indicates native-like proficiency. The results of the independent-samples t-tests confirmed that the scores of the four skills of the non-English majors were much lower than those of the English majors (all ps < 0.05). Therefore, the less-proficient non-English major participants were grouped into the Chinese learners with a lower-English-proficiency level (CH_L). The 30 English major participants were grouped as Chinese learners with a higher-English-proficiency level (CH_H).



Stimuli

The stimuli in this experiment consisted of 144 sentences marked for English simple past tense and present progressive aspect in triplets. The critical verbs of each of the triplets vary across three lexical aspect classes: state, activity, and achievement. The classification of verb predicates is based on the tests used in Shirai and Andersen (1995), both in Chan (2012) and in the current study. Table 3 presents sample stimuli sentences in this study. The complete list of target stimuli is in the Supplementary Material.



TABLE 3. Sample stimuli.
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In the present study, since we did not test accomplishments, often considered to be a somewhat intermediate category among Vendler’s four classes (e.g., Jacobsen, 1992), all combinations other than the prototypes are considered non-prototypes. Namely, for the progressive aspect, activities are prototypical while both states and achievements are non-prototypical, and, for the past tense, achievements are the prototype while states and activities are non-prototypical (see Table 3).

The critical verbs are underlined. The italic words highlight the word regions where reading times in these regions were analyzed. The stimuli were adapted from Chan (2012), except that (1) we only used regular verbs for past tense items, and (2) we also took the number of orthographic neighborhood density into consideration, which Chan (2012) did not. Following Chan (2012), this study adopted subjects of the sentences to be constructed as general as possible to offset any anticipatory priming effects during comprehension. All critical verbs marked with English past tense marking and progressive marking were checked for token frequencies according to the Corpus of Contemporary American English (COCA), whose token counts are based on a corpus of 560 million words by searching specific verbs marked with pos tags of past or progressive inflection. For example, for the verb “attended,” search “[attend]_VVD” or for the word “finding,” search “[find]_VVG.” [VVD] means verbs with the past tense, and [VVG] means -ing participle of lexical verb. Table 4 shows the characteristics of the stimuli. Specifically, the mean log token frequencies of the critical verbs with past tense marking and those with progressive marking were obtained from COCA. Following Chan (2012), this study excluded verb participle, gerund, adjective, and noun counterparts that share identical forms with the target verbs in token frequency counts. The number of orthographic neighbors of the verbs (neighborhood density), defined as “the number of other words of the same length that share all but one letter in the same position” (Grainger et al., 2005), has also been taken into consideration because it has been shown to affect visual word recognition (Frost et al., 2000). The orthographic neighborhood density data were extracted, using the English Lexicon Project Database (Balota et al., 2007; see Supplementary Table 1 and Supplementary Figure 1). To ensure that the critical verbs were of comparable properties, one-way ANOVAs for length, frequency, and neighborhood density were conducted.



TABLE 4. Mean (SD) length, frequency, and orthographic neighborhood density of critical verbs in their inflected forms.
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As is seen in Table 4, there was no significant difference in word length across lexical aspect in PAST, F (2, 27) = 1.121, p = 0.341. No significant difference regarding word length in PROG across lexical aspect, F (2, 27) = 0.022, p = 0.978 was found. There was no significant difference in word length across lexical aspect classes in PAST and PROG, F (5, 54) = 1.054, p = 0.396. Similarly, there was no significant difference in word frequency across lexical aspect in PAST, F (2, 27) = 0.687, p = 0.512. No significant difference regarding word frequency in PROG across lexical aspect, F (2, 27) = 1.477, p = 0.246 was found. There was no significant difference in word frequency across the lexical aspect in PAST and PROG, F (5, 54) = 1.272, p = 0.289. The analysis showed no significant differences in terms of orthographic neighborhood density in PAST and PROG; F (2, 27) = 0.792, p = 0.463 and F (2, 27) = 0.111, p = 0.896, respectively.

The stimuli were distributed over three versions in triplets, using the Latin Square design. Each version contained 24 different sentences – eight for each of the three conditions (state, activity, and achievement) for both the past tense and the progressive marking. All sentences just appeared only once in any of the versions, and the participants only saw one sentence from any given triplets. Altogether, 144 filler sentences (48 for each participant) were presented randomly to prevent the participants from developing inferring and guessing strategies for reading the stimuli. These filler sentences were unrelated to the experiments in this study, and they were obtained from Schwartz and Kroll (2006) and Chan (2012). To prevent the participants from pressing the spacebar mechanically and to ensure meaningful reading comprehension, a yes/no comprehension question prompt was presented with each of the filler sentences embedded throughout the experiment.



Experimental Procedure

All the participants were tested individually in a language laboratory. The participants read the sentences presented on a computer, using the software E-prime 2.0 (Schneider et al., 2012) in a word-by-word non-cumulative self-paced moving window paradigm (Just et al., 1982). The stimuli and the fillers were arranged in the same block (Figure 1).
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FIGURE 1. Procedure for the processing experiment by E-Prime.


At the beginning of the experimental session, the participants received five practice trials to familiarize themselves with the self-paced reading technique. Each sentence started with an asterisk to indicate the place that the first word would appear and a set of dashes, each representing a letter in the sentence. The sentence was presented word by word; the first screen looked like this: * --- -------- -- --------- ---- -- ----. The participant pressed a “space” bar to get the first word. After the participant finished reading it, (s)he pressed the “space” bar again, and then the first word was replaced by a set of dashes, and then the second word appeared to its right. An example was shown below. Delays in pushing the button indicated the processing difficulties of the previous “region of interest” or the fragment of the sentence.

* Bill ----- --- -------- ----- -- --- ---------.

* ---- loved --- -------- ----- -- --- ----------.

* ---- ----- the -------- ----- -- --- ----------.

*---- ----- --- innocent ----- -- --- ----------.

*---- ----- --- -------- child -- --- ----------.

*---- ----- --- -------- ----- in --- ----------.

*---- ----- --- -------- ----- -- the ----------.

*---- ----- --- ---- ---- ----- -- --- playground.

This process was repeated until the end of the sentence was finished. Then a yes/no comprehension question appeared, which checked the participant’s comprehension of the filler sentence. The participants answered the comprehension question as quickly and accurately as possible by pressing the “F” key for yes, and the “J” key for no. Feedback on accuracy was given for comprehension questions. E-prime automatically randomized the order of presentation of sentences for each participant and recorded all button presses to measure reading times with millisecond accuracy. The participants can pause to have a break if they needed one. Most of the participants finished the task in half an hour.

The self-paced reading technique has advantages in examining incremental language processing without the danger of potential confound from other retrieval or control processes present in many offline grammaticality judgment and production tasks (Jiang, 2013, p. 171). Furthermore, the possibility of using metalinguistic or explicit knowledge would also be minimized. This method allows one to measure the reading time for any word of a sentence (Jiang, 2013, p. 171).



Data Analyses

Different from many sentence processing studies in the area of tense-aspect (e.g., Yap et al., 2009; Chan, 2012), the data for this self-paced reading experiment were analyzed via the Mixed Effects Models in R package instead of using ANOVA test in SPSS. All the participants scored 90% or above in the comprehension questions, so no participants were excluded in this study. However, the items that the participants wrongly comprehended and extreme reaction times (RTs) shorter than 100 ms or longer than 2,500 ms per word were discarded. These criteria led to the exclusion of 0.59, 1.36, and 1.26% of data points for the English native speakers, low-proficiency-level learners, and high-proficiency-level learners, respectively. All fillers were excluded from analysis.

Following Chan (2012) and Just and Carpenter (1980), separate analyses at four-word regions were conducted: the critical verb (V), the first word following the verb (V + 1) to capture spillover effects, the second word following the verb (V + 2) to assess further downstream effects among the L2 English learners, and, finally, the sentence final (SF) word to investigate sentence wrap-up effect.

The data were analyzed by performing Mixed Effects Model analysis of the relationship between groups, lexical aspect, and tense-aspect via R package lme 4 1.1–14 (Bates et al., 2015) in R (R Core Team, 2019). As fixed effects, group (NS vs. CH_L vs. CH_H), lexical aspect (activity vs. state vs. achievement), and tense-aspect (PAST vs. Progressive) were entered into the model. As random effects, we had intercepts for subjects and items, as well as by-subject and by-item random slopes. The dependent variable is reaction time. The visual inspection of Q-Q plots and plots of residuals revealed no obvious deviations from homoscedasticity or normality after exclusion of the extreme data by model-based trimming. P-values were obtained by likelihood ratio tests of the full model with the effect in question against the model without the effect in question. When significant effects or main effects were found, post hoc of simple main effects was realized, using R package “lsmeans” (Lenth, 2014) to conduct further pairwise comparisons, using Tukey’s adjustment.




RESULTS

The results focus on the tests on the effects of the lexical aspect of verb predicates and learner’s L2 proficiency level in the past tense and the progressive processing. Table 5 shows a descriptive overview of the mean unadjusted reading times per word in milliseconds by lexical aspect in the past tense for three groups at the critical region (V).



TABLE 5. Mean and SD reaction times (ms) for past tense.
[image: Table5]

Visual inspection of the RT distribution revealed that the English native speakers exhibited the shortest reading times across the board than both the Mandarin EFL learners with a higher proficiency level and a lower proficiency level. The participants in all the groups read achievements faster than activity verbs and states in the past tense.

Table 6 shows a descriptive overview of the mean unadjusted reading times per word in millisecond by lexical aspect in progressive aspect for three groups at the critical region (V).



TABLE 6. Mean and SD reaction times (ms) for progressive aspect.
[image: Table6]

The English native speakers also exhibited the shortest reading times across the three lexical aspect classes than both the EFL learners with a higher proficiency level and a lower proficiency level. The participants in all the groups read activity verbs faster than achievement verbs and states in progressive aspect marking.

A Linear Mixed Effects Model analysis was performed to examine the main effects and interactions at four regions: critical region (V), post-critical region (V + 1), second word after the critical region (V + 2), and sentence final region (SF). Results are presented in the following by word region accordingly.


Overall Results

First, to evaluate the effect of the lexical aspect of verb predicates in the tense-aspect processing by the three groups of the participants in both past tense and progressive marking conditions, the data in Tables 5 and 6 were submitted to a Linear Mixed Effects Model analysis with tense-aspect (past vs. progressive), lexical aspect (activity vs. achievement vs. state), and group (NS vs. CH_L vs. CH_H) as fixed effect factors. To keep the random-effects structure maximal (Barr et al., 2013), we included by-participants and by-items random slopes and their intercepts for all the relevant fixed effects.

The critical region of the verb is the main focus of the research (Models and results are in the Supplementary Material). A significant main effect of lexical aspect [χ2(2) = 128.21, p < 0.0001] was found. And the interaction between lexical aspect and tense-aspect was significant [χ2(2) = 77.92, p < 0.0001]. The interaction between lexical aspect, group, and tense-aspect was significant [χ2(4) = 67.53, p < 0.0001] as well. The Linear Mixed Effects Model Test at the post-critical region (a word after the verb) revealed a significant main effect of lexical aspect [χ2(2) = 551.8, p < 0.0001], and the interaction between lexical aspect, group, and tense-aspect was significant [χ2(4) = 68.1, p < 0.0001]. Similarly, at the region of second word after the critical region (V + 2) and sentence final region (SF), a significant main effect of lexical aspect [χ2(2) = 617.23, p < 0.0001] and [χ2(2) = 594.4, p < 0.0001] was found, respectively. This indicates the spillover effect of lexical aspect from the critical region.



Past Tense

Next, this research evaluates the effect of the lexical aspect of verb predicates in the tense-aspect processing by the three groups of the participants at the critical region in the past tense. The data in Table 5 were submitted to a Linear Mixed Effects Model analysis with lexical aspect (activity vs. achievement vs. state) and group (NS vs. CH_L vs. CH_H) as fixed effect factors. To keep the random-effects structure maximal (Barr et al., 2013), we included by-participants and by-items random slopes and their intercepts for all the relevant fixed effects.


Figure 2 plots the corresponding RTs by condition and word region for each language group. The y-axis has been adjusted to the same scale for a direct comparison across groups. Each box describes the lower quartile, median, and upper quartile. The white dot represents the mean value of RTs by lexical aspect in the past tense.
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FIGURE 2. Box plots of the corresponding RTs by lexical aspect in the past tense at the critical region for the three groups. a, activity verbs; p, achievement verbs; and s, state verbs.


The Linear Mixed Effects Model Test at the critical region revealed a significant main effect of lexical aspect [χ2(2) = 76.08, p < 0.001]. More importantly, the interaction between lexical aspect and group was significant as well (χ2(4) = 47.76, p < 0.001).

To explore the observed interaction between group and lexical aspect, a follow-up simple main effect of lexical aspect across the three groups was conducted in the critical word region. For the native speaker participants, there is a significant difference between achievements and states (β = 0.22924, SE = 0.0244, t = 9.407, p < 0.0001). Similarly, the lower-level Chinese participants read achievements significantly faster than states (β = 0.35951, SE = 0.0247, t = 14.545, p < 0.0001). The higher-proficient Chinese participants performed the same way (β = 0.27659, SE = 0.0246, t = 11.255, p < 0.0001). Namely, achievements are read significantly faster than states.

For achievement verbs, there is no significant difference observed between the groups (ps > 0.05). However, for states, significant differences are observed between CH_H and CH_L (β = 0.07291, SE = 0.0275, t = 2.653, p = 0.0094), and CH_H and NS (β = 0.10049, SE = 0.0291, t = 3.453, p = 0.0009), and CH_L and NS (β = 0.17340, SE = 0.0240, t = 7.216, p < 0.0001). As for activity verbs, significant differences are observed between CH_H and CH_L (β = 0.07, SE = 0.02, t = 2.69, p = 0.0084), and CH_H and NS (β = 0.18, SE = 0.0289, t = 6.371, p < 0.0001), and CH_L and NS (β = 0.25665, SE = 0.0237, t = 10.834, p < 0.0001).

For the sentences in past tense marking, the Linear Mixed Effects Model Test at the post-critical region revealed a significant main effect of lexical aspect [χ2(2) = 443.89, p < 0.001] and the interaction between lexical aspect, group, and tense-aspect was significant [χ2(2) = 151.89, p < 0.001]. Similarly, at the region of the second word after the critical region and sentence final region (SF), a significant main effect of lexical aspect [χ2(2) = 535.37, p < 0.001] and [χ2(2) = 508.44, p < 0.001] was found, respectively. This indicates the spillover effect of lexical aspect from the critical region.



Progressive Aspect

Figure 3 plots the corresponding RTs by condition and word region for each language group in the progressive marking. For the sentences marked with progressive aspect, the Linear Mixed Effects Model Test at critical region revealed a significant main effect of lexical aspect [χ2(2) = 69.78, p < 0.0001]. Also, the main effect of the group was significant [χ2(2) = 49.16, p < 0.0001]. More importantly, the interaction between lexical aspect and group was significant [χ2(4) = 27.39, p < 0.0001].
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FIGURE 3. Box plots of the corresponding RTs by lexical aspect in the progressive aspect at the critical region for the three groups. a, activity verbs; p, achievement verbs; and s, state verbs.


A follow-up simple main effect of lexical aspect across the three groups was conducted in the critical word region to explore the observed interaction between group and lexical aspect. Significant differences between the activity verbs and states are found in all the three groups (NS participants: β = 0.21184, SE = 0.0252, t = 8.398, p < 0.0001; CH_H: β = 0.23775, SE = 0.0255, t = 9.333, p < 0.0001; CH_L: β = 0.30067, SE = 0.0254, t = 9.328, p < 0.0001).

No significant difference is observed in activity verbs marked with progressive aspect between the three groups (ps > 0.05). However, for states, significant differences are observed between CH_H and CH_L (β = 0.0999, SE = 0.0244, t = 0.2325, p = 0.0015). As for achievement verbs, significant differences are observed between CH_H and CH_L (β = 0.14401, SE = 0.0242, t = 5.941, p < 0.0001; and CH_L and NS β = 0.17554, SE = 0.0242, t = 7.249, p < 0.0001).

For the sentences in the progressive marking, the Linear Mixed Effects Model Test at the post-critical region revealed a significant main effect of lexical aspect [χ2(2) = 303.83, p < 0.0001] and the interaction between lexical aspect, group, and tense-aspect was significant [χ2(4) = 27.42, p < 0.0001]. Similarly, a significant main effect of lexical aspect was found at the region of the second word after the critical region [χ2(2) = 304.42, p < 0.0001] and at the sentence final region [χ2(2) = 302.27, p < 0.0001]. This indicates the spillover effect of lexical aspect from the critical region.

In sum, the results show that the lexical aspect of verb predicates plays an important role in the processing of both English past tense and progressive aspect marking by all three groups. The prototypical associations of English tense-aspect categories predicted in the Aspect Hypothesis, such as achievement verbs with past tense and activity verbs with progressive, can engender shorter reading times than non-prototypical associations for both the native speakers and the L2 learners.

Although Chinese learners’ native language does not encode tense grammatically, and lexical aspect also interacts with grammatical aspect differently from that in English, results show that it does not affect their processing of prototypical exemplars (the achievement verbs in past tense marking). That is, there is no significant difference between the native speakers and the L1 Chinese learners in their processing of achievement verbs with past tense marking. However, significant differences exist in the processing of non-prototypical items. Although Mandarin Chinese also encodes the progressive aspect grammatically just like English, no significant difference exists between the native speaker participants and the L1 Chinese participants when they are processing activity verbs with progressive marking. However, when they are processing non-prototypical association (states with progressive marking), a significant difference was observed between the native speakers and the L1 Chinese learners.

The results indicate that there is no effect of language proficiency on learners’ processing of prototypes in L2 tense-aspect marking. For both L2 proficiency levels, there is no significant difference between the reading time for the prototypical association of activity verbs with progressive marking and associations of achievement verbs and state verbs with past tense. However, there is a significant difference between the lower-proficiency learners and the higher-proficiency learners in their processing of non-prototypes (states and activities with past tense, and achievements and states with progressive making) in the L2 tense-aspect marking.




DISCUSSION


The Effect of Lexical Aspect on Tense-Aspect Processing

The first purpose of this experiment is to test whether the lexical aspect of verb predicates to which tense-aspect marking is attached has an effect on L2 English tense-aspect processing and whether the prototypes stipulated in the Aspect Hypothesis can facilitate processing. Results show that there is a significant main effect of lexical aspect in the processing of both English past tense and progressive aspect marking in all the participant groups. The interaction between lexical aspect and tense-aspect marking is also significant. Specifically, the prototypical combinations of English tense-aspect marking predicted in the Aspect Hypothesis, i.e., achievement verbs in past tense and activity verbs with progressive marking, can engender shorter reading time than non-prototypical combinations (i.e., state and activity verbs with the past tense, achievement and state verbs with progressive making) for native speakers. The Chinese learners of English in this study show a similar processing pattern. Their reading time for past tense and progressive aspect is also related to the lexical aspect of verbs.

This result is in line with the findings from Yap et al. (2009) and Madden and Zwaan (2003). The English native speakers in our study and Cantonese native speakers in Yap et al. (2009) are observed to have significantly faster processing speed in accomplishment with past tense and activity verbs with progressive than other category combinations. There are interactions between grammatical aspect and lexical aspect in tense-aspect processing. Therefore, the results indicated that verb type contributes to aspectual asymmetry during language processing. In other words, verb types play different roles in the processing of events. This result is also in line with Madden and Zwaan (2003), which found the perfective facilitation effect for accomplishment verbs in past tense marking, because accomplishments, just like achievements, are telic and compatible with perfective marking. The findings from our study and previous studies have indicated that lexical aspect and grammatical aspect contribute to the reader’s mental model of a situation. This current online processing result also supports the results from most production studies. For example, in a longitudinal study of two Korean learners of English, Lee (2001) found out that the past tense was predominantly associated with telic predicates before emerging in other atelic contexts. Therefore, consistent with the prediction of the Aspect Hypothesis, the prototype effect is often observed in tense-aspect processing and acquisition.

The current study found that prototypical associations, such as Achievement PAST and Activity PROG, yield shorter RTs than less prototypical associations among native speakers. However, Chan (2012) found that such online processing biases did not reach statistical significance for native speakers. In Chan (2012, p. 94), the Chinese participants processed State PAST significantly faster than Activity PAST, which goes against the prediction of the prototype hypothesis. No further significant RT differences between State PAST and Achievement PAST were found. In contrast, in the current study, our Chinese participants processed prototypical association of Achievement PAST significantly faster than State PAST. The discrepancy with regard to the processing of past tense might have been caused by the research design. Just as previous research, such as Pinker and Prince (1994) and Housen (2002) argued, the processing mechanisms of regular past and irregular past may be different (see Shirai, 2019, p. 60–64 for a review of L2 literature on the regular-irregular debate). In fact, Housen (2002) claimed that the effect of lexical aspect is stronger for regular morphology than irregular morphology because learners mainly rely on an associative or rote-learning mechanism in the acquisition and use of the irregular morphology, while, for the regular morphology, they tend to rely on productive, symbol-manipulating rule application. The current study does not follow Chan (2012), which includes both regular and irregular past verbs. Instead, all verbs in past tense in our study are regular ones. This might be a reason that the results in the current study exhibited processing asymmetry among native speakers but not in Chan (2012). If Housen’s claim is correct, it makes sense that the present study, which only looked at regular past but not irregular past tense, showed a stronger effect of lexical aspect than Chan (2012), which included both regular and irregular past. It should be noted, however, that other L2 studies (Rocca, 2002; Chan et al., 2012) did not support Housen’s claim, and both regular and irregular morphology was influenced by lexical aspect (Shirai, 2019). The interaction of morphological regularity and lexical aspect needs to be further studied both in acquisition and processing.

In terms of processing the non-prototypical association of progressive with states, both proficiency levels of Chinese L2 learners in the current study were found to process stative progressives much more slowly than activity progressives, while, in Chan (2012), stative progressives were processed faster than activity progressives, although the difference was not statistically significant. It is not clear why this discrepancy is observed. One possibility is that the two studies did not use the same list of verbs – the overlap was about 80% since we had to include different verbs to match neighborhood density, etc. Another discrepancy worth mentioning is that no significant difference was observed in RTs in processing stative progressives between the English native speakers and the Chinese L2 learners in Chan (2012), and between the English native speakers and the higher proficiency group in the current study, while a significant difference was found between the native speakers and the lower proficiency group in our study. In other words, native-like performance was possible for higher-level learners in the current study but not by lower-level learners. This result again suggests that language learning is a developmental phenomenon. The more complex and weaker association between a form and its meaning, the longer time is needed for learners. This observation is in line with previous research: Fuchs and Werner (2018) found that beginning/intermediate level learners rarely use progressive with states while advanced learners in Dose-Heidelmayer and Götz (2016) did. With more target language input and experience with the language, higher-proficiency L2 learners, we suggest, have become more flexible with less prototypical combinations of lexical aspect and the progressive aspect and can process the progressive aspect just like the native speakers do.

Then how can the results that the prototypical associations of tense-aspect categories engender shorter reading time be explained? Yap et al. (2009) proposed semantic compatibility, which is believed to be a basic cognitive principle, to account for their findings. The Cantonese perfective marker -zo with telic accomplishment verbs is just like the English (perfective) past marker -ed with telic achievement verbs. The semantic value of the aspectual morpheme -ed matches with the semantic value of telic verbs. They are bounded, punctual. The Cantonese imperfective marker -gan with atelic activity verbs is just like the English progressive marker -ing with atelic activity verbs. There is semantic compatibility between the English progressive marker -ing with atelic activity verbs because they are not bounded, punctual, but dynamic.

The result can also be explained from the usage-based account of language acquisition, which holds that various psychological factors underlying the online processing of constructions. Factors, such as frequency, type-token frequency distribution, contingency, and semantic prototypicality are crucial to L2 processing (Ellis et al., 2016a, p. 43). Both the native and non-native speakers are shown to be sensitive to statistical patterns of use. Generally speaking, the most frequent verb types are closely associated with the special construction, and they have a strong contingency. It is the contingency of the verb and the special tense-aspect construction, which gives special, specific, readily accessible meanings; therefore, they are much easier to process. The processing involves semantics; that is, verbs that are more prototypical of the construction semantic meaning can cause greater activation. The frequency in production studies (e.g., Robison, 1995b) show that achievement verbs have a high frequency in the past tense construction and so do activity verbs in the progressive construction in native discourse (the Distributional Bias Hypothesis, see Andersen and Shirai (1996) for a crosslinguistic review of frequent combinations in native discourse). The argument is that the high frequency of certain verbs with special construction may generate prototypical meaning. Many other studies show that reading time is affected by collocational and sequential probabilities. Bod (2001), for example, employing a lexical decision task, found out that high-frequency three-word sentences such as “I like it” have shorter reading times than low-frequency sentences such as “I keep it” by native speakers.

These two accounts – the semantic account and the frequency account – are both possible. In fact, the frequency account could argue that semantics is irrelevant, and everything can be accounted for by the frequency of combination. This question has not been fully addressed in the literature on the AH, but the best attempt is made by Johnson and Fey (2006). In their elicited imitation study with L1 children, they contrasted the same verb in telic and atelic conditions (e.g., roll a ball into a box vs. roll a ball on a box) and found that prototypical combination is easier to produce, suggesting that the effect of telicity is not just frequency effect.

It is likely that the higher the frequency of the verb type is in the tense-aspect construction and the higher the contingency, the more accessible the tense-aspect construction is, and thus the faster the processing is made. However, more controlled studies are in order to tease them apart.



The Effect of the Learners’ L2 Proficiency Level on Tense-Aspect Processing

The second purpose of this experiment is to explore whether learners’ L2 proficiency level influences L2 tense-aspect processing. Results suggest that the interaction between lexical aspect, tense-aspect marking, and group is significant. There is a significant main effect of group in both past tense and progressive aspect marking in all the regions examined. The prototypical associations of English tense-aspect categories, such as achievement verbs with past tense and activity verbs with progressive, can engender shorter reading times than non-prototypical associations for both the native speakers and the Chinese learners of English in this study. For all the native English speakers and the L2 learners at both proficiency levels, their reading time for past tense and progressive aspect is also related to the lexical aspect of verbs. The reading time for the prototypical associations of achievement verbs and past tense marking and the associations of activity verbs with progressive marking are much shorter than that in the less prototypical associations of activity verbs and state verbs with past tense and associations of achievement verbs and state verbs with past tense. Therefore, there is no effect of the L2 proficiency level on learners’ processing of prototypes in L2 tense-aspect marking.

However, the results reveal that L2 proficiency level effect is observed in its processing of non-prototypes in the L2 tense-aspect marking. Significant differences were observed between learners with a lower-L2-proficiency level and a higher-L2-proficiency level, and, also, between the lower-L2-proficiency learners and native speakers in the processing of state verbs in past tense marking (see Figure 2). For the processing of state verbs in the progressive marking, though no significant difference is observed between the learners at two L2 proficiency levels, there is a significant difference between the lower-L2-proficiency level of the learners and the native speakers (see Figure 3).

The effect of proficiency observed in the current study can be explained from the usage-based account of language acquisition, which holds that practice promotes proficiency (Ellis et al., 2016b). The more frequently learners experience something, the stronger their memory for it is, the easier it is accessed, and, therefore, the shorter time for processing. As noted in the previous section, according to the findings in the production research, the prototypes are frequent constructions in the input (Andersen and Shirai, 1996). The L2 learners acquire them from the very beginning; therefore, with enough input and practice, the prototypes are entrenched in their L2 knowledge. The more they become associated in learners’ minds with more time experiencing conjunctions of features, the more they subsequently affect processing and categorization (Ellis et al., 2016a). However, for the non-prototypical types, the Chinese L2 learners of English with a lower-proficiency level are found to suffer from greater problems in tense-aspect processing. They could not process states with the past tense and the progressive marking as fast as the learners with a higher-proficiency level and the English native speakers. This suggests the effect of usage-based learning supported by processing frequency, which eventually helps advanced learners process tense-aspect like native speakers. Even though the L1 Chinese speakers are shown to be less sensitive to morphological processing in L2 (Ellis and Sagarra, 2010) because of impoverished morphology in their L1, still native-like performance seems possible for the advanced learners. This interplay of L1 effect and processing frequency must be addressed in the future research where two L1 groups with different morphological profiles (e.g., Chinese vs. Spanish) are tested.

The usage-based psycholinguistic research states that our language processing is sensitive to the statistical regularities of language experience at every level of structure (Ellis et al., 2016a, p. 279). In language processing, we argue that prototypes are less likely to be influenced by knowledge about learners’ L1, because these prototypical constructions are Zipfian in their verb type – construction constituency in usage. Psychological theories related to the statistical learning of categories also make clear that these are important factors that promote learning. In contrast, the non-prototypical verb-construction categories have low entrenchment and contingency, so language users are more likely to be influenced by knowledge of these usage statistics in their L1. Ellis et al. (2016a) pointed out that learners whose L1 is similar to English exhibited more target-like verb argument construction (VAC) associations than those whose L1 is not. Taken together, the effect of learners’ L1 on tense-aspect processing requires future research into online studies of bilingual tense-aspect processing.

Finally, a note on native speakers’ processing of tense-aspect markers is in order. The present study clearly shows the importance of lexical aspect in tense-aspect processing. As briefly mentioned earlier, Madden and Zwaan (2003) found the facilitation effect of perfective (i.e., past tense) marking in English and argued it was due to compact representation of perfective aspect in comparison to more diffuse representation of imperfective aspect (be V-ing). However, they only used accomplishment verbs, which are telic and compatible with perfective aspect, in their experiment. Yap et al. (2009) found that it is not perfective advantage itself but the interaction of lexical and grammatical aspect, showing progressive imperfective is processed faster with atelic activities than with telic verbs in Cantonese. The present study replicates this interaction in English native speaker’s processing, thus suggesting that interaction of lexical and grammatical aspect is the key to faster processing of perfective with accomplishment verbs in Madden and Zawaan’s experiment. The interaction of lexical and grammatical aspect/tense is ubiquitous (Shirai, 2011).




CONCLUSION

This study investigates whether the lexical aspect of verbs and the learners’ L2 proficiency level have an impact on their tense-aspect processing. A psycholinguistic online processing experiment (self-paced reading) was conducted among the L2 Chinese learners of English at two proficiency levels and native English speakers. The results show the following: (1) the lexical aspect of verbs influences L2 learners’ and native speakers’ sentence processing of prototypes, namely achievement verbs in past tense marking and activity verbs in progressive marking can engender shorter processing time than non-prototypical combinations by both L2 learners and English native speakers; (2) No effect of L2 proficiency level is observed on the learners’ processing of prototypes of L2 tense-aspect marking. However, the effects of the proficiency level are observed in their processing of non-prototypes in the L2 tense-aspect marking. The online processing results support the prediction of the Aspect Hypothesis.
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We report on a complex dynamic systems study of an untutored adult French learner’s development of English syntax, specifically two non-finite adverbial constructions. The study was conducted over one academic year of 30 weeks. From an analysis of L2 speech samples collected weekly, certain patterns in the flux emerged. The learner’s ensuing second language development is characterized by a series of bifurcations, stemming from forms competing for the same functional terrain. Each bifurcation is accompanied by turbulence as the system moves from one attractor state to another. The transition is characterized by loss of stability, an increase in variability, and a period of dysfluency. It is in the dynamic relationship of accuracy and fluency that novel syntactic forms emerge, both convergent with and divergent from dominant contextual patterns, with dominance established by consulting a well-known corpus of contemporary English. Non-linear development occurs with continuous and iterative exposure to and interaction in English—from relexification to adaptation and synchronization, animated by the learner’s perception and memory of regular sequential associations, to pruning of divergent forms. What results over time is a branching hierarchy, connecting online processing with over time development. Multiple competing forms continue to co-exist in the learner’s repertoire, which is likely more typical of adult L2 development than of L1 acquisition.
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INTRODUCTION

Emergentism has been a powerful conceptual framework adopted in many scholarly arenas, although it has been interpreted somewhat differently among these. For the purposes of this issue of Frontiers in Psychology, we consider emergence to mean the arising of linguistic structures from patterns of usage over time (MacWhinney, 2015). In this article, which deals with L2 or second language learning, we call upon one approach to investigating emergentism, namely complex dynamic systems theory (CDST). CDST considers the complexity of the language system to be derived from the dynamic interaction of its many interdependent subcomponents, and they with the context in which language is used. CDST also characterizes language learning as a multidimensional process—involving embodied cognitive, affective, social, and neurological factors, all operating within a given context (Larsen-Freeman and Cameron, 2008).

Through a careful analysis of data collected during a 30-week longitudinal study of an untutored adult male French learner of English (Evans, 2019), we are able to identify “patterns in the flux” (Larsen-Freeman, 2017)—patterns that emerge while the learner’s system1 transitions to new levels of grammatical complexity. Given CDST’s processual orientation, we give special attention to a series of bifurcations that characterize the learner’s development of non-finite adverbial constructions. The learner’s developmental trajectory starts off with a relexification2, an obvious transfer from the learner’s L1 French. With continued exposure to English, and because the learner is motivated to participate in the dominant social group, he notices a discrepancy between what he is producing and what he perceives through experience, in so doing making an inference which triggers the first bifurcation in his L2 development. However, the fact that L2 learners exhibit reduced sensitivity to competing alternatives, possibly due to limited attentional resources, means that the more contextually dominant3 form is not always immediately selected (Tachihara and Goldberg, 2020).

The bifurcations emerge as a result of the competition between forms for the same functional terrain. Each bifurcation is accompanied by turbulence as the system moves from one attractor state to another. The transition is characterized by the loss of stability, an increase in variability, and a period of disfluency. Novel syntactic forms emerge, both convergent with and divergent from dominant contextual patterns, the dominance attested to by corpus data. Through adaptation and social synchrony with English speakers (Larsen-Freeman, 2020) and iterative exposure to and use of the target language by the learner, novel L2 forms multiply, animated by the learner’s perception and memory of regular sequential associations. Notably, the bifurcations are not one-off phenomena; instead, they occur in an iterative, cladistic series. Following the example of synaptic pruning in neuronal systems (Webb et al., 2001), we propose the mechanism of pruning to explain how linguistic representations slowly “prune” from multiple representations in the L2 learner’s repertoire. We also look to the system’s hysteresis, e.g., the entrenchment of the L1 representation, the stochastic environment, and the heterogeneity of linguistic competence to explain why competitors continue to coexist at the neuronal level.

In fact, certainly in adult L2 development, it is not that the less common form disappears forever. Thus, even though the contextually dominant form may win out over the others by becoming the more prevalent form in the learner’s repertoire, and thus restoring stability to the learner’s system, it is not that the system ever completely settles down. CDST places great stock in the influence of the context. The interaction of the system under construction/use and context is invoked to explain the reappearance of less favored options under certain contextual conditions/constraints. In other words, there is no end state to language learning (Larsen-Freeman, 2006a).


Complex Dynamic Systems Theory

Since its introduction to the field of applied linguistics (Larsen-Freeman, 1997), CDST has gained increasing favor among those whose interests lie in understanding second language use and development as an emergent, non-linear process. Indeed, language development viewed from the perspective of CDST accords well with dynamic systems emergentist approaches (van Geert and Verspoor, 2015) and provides a useful lens through which to view emergent linguistic phenomena. Such value derives, in part, from CDST’s processual approach to the study of language development (Lowie and Verspoor, 2015), placing greater emphasis on the process by which language emerges and not on the endpoint of acquisition (de Bot, 2015).

Notably, adopting the process-oriented approach championed by, although not exclusive to, CDST has allowed researchers to capture the dynamism of language development as it unfolds over time. As MacWhinney (2006) rightfully cautions, “emergentist explanations must explain where a linguistic behavior comes from. It is not enough to point to the complexity of some linguistic behavior and to declare that it must be emergent” (p. 732). The robust theoretical (Larsen-Freeman and Cameron, 2008, Larsen-Freeman, 2017) and methodological (Verspoor et al., 2011; Hiver and Al-Hoorie, 2020) treatments of CDST have offered complexity researchers the tools to meet this challenge head on. With its emphasis on tracing the emergence of language longitudinally across dense, closely-spaced measurements, researchers are able to view development retrodictively, that is by tracing change backward through time (Dörnyei, 2014). In doing so, not only do complexity-informed studies seek the antecedents of emergent linguistic behavior as MacWhinney (2006) suggests, but, taken a step further, they uncover the unique ways in which the interdependent constructs interact to promote the emergence of increasingly complex linguistic behavior.

From a CDST orientation, it is precisely this approach to the study of emergence that paints a more complete picture of development. In many traditional, product-oriented studies, developmental outcomes were limited to one or few independent variables that were most frequently measured independently at fixed moments in time. This approach proves problematic when working with human subjects as controlling for linguistic and psychological factors one at a time is difficult, often unacceptable to the learner, and leads to spurious interpretations. As a relational theory, alternatively, CDST places heightened emphasis on a more holistic view as “one cannot fully understand one part of a complex system if one does not look at its relationship with another” (Larsen-Freeman, 2020, p. 190). Thus, interdependence within the developing system takes precedence. For this reason, emergentist accounts of second language development warrant greater attention to the dynamic interaction of multiple constructs. Such dynamic interaction analysis has surfaced in a handful of complexity-informed studies (e.g., Hepford, 2017; Evans, 2019; Yu and Lowie, 2019) and has offered insight into the ways in which linguistic constructs come together to both support or constrain development (van Geert, 1994).



CDST and Patterns in the Flux

Germane to the behavior of complex systems is the tendency to exhibit emergent underlying patterns—i.e., patterns in the flux—as the system self-organizes toward growing complexity. If emergence in language development is taken as the arising of linguistic structures from patterns of usage over time (MacWhinney, 2015), evidence of spontaneous pattern formation (van Geert, 2008) within the linguistic system may provide valuable insight into the process of emergence and the complexity that ensues. Indeed, at critical moments in time, complex systems experience abrupt, qualitative shifts from one discernable pattern of behavior to another (Kelso, 2009). It is at these precise moments of phase transition, or “points of instability and turbulence where old patterns break down and new ones appear” (Lewis, 2000, p. 39), that increasingly disordered, entropic behavior makes way for new attractor states, or “pockets of stability” (Hiver, 2015, p. 21) to emerge. Thus, seeking to understand how the interconnected components of the complex linguistic system converge to give rise to new patterns of behavior has become the crux of the CDST agenda (Larsen-Freeman and Cameron, 2008).

In sum, human language, in both its development and use, is now widely accepted as a complex adaptive system (Ellis and Larsen-Freeman, 2009). With this appellation, undoubtedly, come new challenges and new approaches to its study. One such challenge, of course, is to move beyond descriptions of the static phases of development, instead focusing on the transition between such phases (de Bot et al., 2013) and the ways in which patterned language behavior emerges in context. As complex systems are known to behave in distinct ways, language researchers committed to a CDST view must foreground the unique behavior of complex systems focusing on non-linearity and the patterns in the flux that characterize language development. In what follows, we highlight one particular pattern in the flux—the bifurcation—while paying special attention to the interaction of fluency and accuracy at these unique points of transition. In doing so, we gain insight not only into the emergent patterns of development, but equally into the ways in which competition between syntactic constructions motivates such transitions.



MATERIALS AND METHODS

Commensurate with a CDST theoretical orientation, in this study we adopt a longitudinal design which allows a particular unit of analysis to be followed over close, densely-spaced intervals for a given period of time (Hilpert and Marchand, 2018). Once a dataset is complete, data analysis is said to progress retrodictively, that is, by a method in which principal findings are identified and then traced backward through the dataset to identify the factors or patterns which have given rise to the changes within the system (Dörnyei, 2014). The complexity approach to study design and data analysis is fruitful for emergentist accounts of language development as consecutive measurement of specific constructs permits researchers to capture the unfolding of emergent linguistic phenomena over time.


Participant

The participant in this study, Alceste, was a 27-year-old untutored learner of English as a foreign language. From the Francophone region of Switzerland, Alceste had come to the United States via an exchange program with an assignment to teach university-level French for 1 year at a large public university in the Northeast. Upon arrival, initial approximation of Alceste’s English proficiency based on conversational and narrative data placed him at the intermediate low level (American Council on the Teaching of Foreign Languages [ACTFL], 2012). His linguistic production at this time was characterized by frequent false starts, repetitions, and abandoned utterances. During initial data collection, Alceste frequently asserted his concern that his strong accent limited his comprehensibility with native speakers and suggested that improving his accent was a strong goal while in the United States. Although Alceste did not enroll in any formal instruction in English as a second language during his sojourn, his eagerness to learn English motivated him to seek out opportunities to interact with English speakers in addition to his daily interactions with students and colleagues.



Data

Data for the present study came from two distinct tasks designed to collect oral production data on a weekly basis for one academic year. Performance undoubtedly differs across oral tasks given, among other things, the disparate nature of dialogue vs. monologue (Michel et al., 2007). As such, Alceste was asked to complete both a monologic narrative and a dialogic conversation task each week to capture a more comprehensive range of his oral proficiency. The narrative task consisted of recounting a movie or television show that he had seen or a book that he had read that particular week. Beyond these minimal specifications, the choice of prompt was not controlled in any way, given that prompt choice has been reported to have little effect on measures of grammatical complexity and accuracy (De Jong and Vercellotti, 2016). Task duration for the monologic narrative was approximately five minutes each week. Similarly, weekly conversations between Alceste and the researcher were recorded and, although not scripted in any way, recurrent topics were common such as his position as an instructor of French, his interest in French literature, cultural differences between the United States and Switzerland, and his life in the Northeast. Weekly conversations lasted for a minimum of 20 minutes each week, though frequently Alceste’s desire for prolonged interaction allowed for lengthier interactions.

Choices as to the duration and density of data collection were given the following consideration. As the participant remained in the United States for just one academic year, data collection began and ended with his arrival and departure, respectively. Though density of data varies greatly in CDST studies of L2 development, a weekly timescale was established to provide a fine-grained account of development without the imposition of daily or even bi-weekly data collection. To be sure, had data collection begun or ended at alternate moments in time, or had it progressed at more random or lengthy intervals, the emergence of the two syntactic structures detailed in this article may have been obscured. Similar, yet less frequently used, syntactic constructions (e.g., instead of + ing), were evident throughout the dataset, though the density and duration of data collection did not allow for bifurcations in their trajectories to be captured.



Data Analysis

Transcribed oral production data from both tasks were first segmented into analysis of speech units (AS-units), a widely used measure in L2 oral text analysis. Minimally defined as any “independent clause, or sub-clausal unit, together with any subordinate clause(s) associated with either” (Foster et al., 2000, p. 365), the AS-unit allows for focused attention on hypotaxis as subordinate structures are emphasized in this analysis. In our analysis we drew on the constructs of accuracy and fluency to provide an understanding of the development of one particular syntactic structure—the non-finite adverbial clause, before-headed and without-headed adverbial clauses, in particular. The measures adopted for this analysis are discussed below.


Accuracy

Distinctions between global and local measures of accuracy are common in studies applying this construct as each may capture development in different ways (Foster and Wigglesworth, 2016). Broadly speaking, global measures of accuracy count all erroneous forms within a dataset and are displayed as ratios or proportions of errors per a given linguistic unit (e.g., errors per 100 words; errors per AS-unit). Local measures, on the other hand, are more selective and focus on specific constructions most often related to syntax. As this study focused specifically on the development of non-finite adverbial clauses, the measure of accuracy was local in nature.

Indeed, the construct of second language accuracy has been questioned from a CDST perspective, with proponents calling for a more situated understanding of what constitutes “accurate” production (Larsen-Freeman and Evans, 2019). This idea, paired with the emergent synchrony that characterizes language use in social contexts (Larsen-Freeman, 2020), motivated us to consider accuracy in more ecological terms. Thus, we sought, instead, to establish the language user’s convergence and/or divergence from L2 usage patterns, making use of a widely cited linguistic corpus. To determine contextually convergent vs. divergent forms, word sequences were evaluated using the COCA corpus (Davies, 2008). Following Larsen-Freeman (2015), phrases appearing in the dataset were cross-referenced with the corpus and part-of-speech tags were used to allow for broad lexical variation within phrases. A threshold type frequency of two tokens was selected as minimal evidence that a phrase was contextually convergent. Those phrases returning fewer than two tokens were considered non-dominant, that is, that their form did not converge with the typical patterns of production in the language use ecology. A low frequency threshold of two tokens gives the benefit of the doubt to the speaker further mitigating researcher subjectivity (see Table 1).


TABLE 1. COCA search parameters and token frequencies.

[image: Table 1]


Fluency

Fluency in oral production is defined as “the speed and efficiency with which [learners] can access and implement relevant L2 information to communicate meanings in real time” (Housen et al., 2012, p. 6). In our data, we included several measures of fluency that were associated with the production of non-finite adverbial clauses. These included measures of breakdown fluency, namely silent pauses and filled gaps, and repair fluency at those moments in which Alceste engaged in self-repair. Transcription conventions are displayed in Table 2 below.


TABLE 2. Transcription conventions.

[image: Table 2]


Bifurcation Analysis

Data analysis leading to the bifurcation diagrams shown in the section “Findings” below proceeded retrodictively. Once data collection was complete and clear developmental changes were identified in both before- and without-headed adverbial constructions, all occurrences of these forms were extracted from the dataset along with the concomitant accuracy and fluency of production. Next, the development of these forms was traced backward through the dataset by plotting each adverbial construction in its temporal order of appearance. This process illustrated the bifurcated trajectories of development as novel forms appeared, co-existed, and either remained or were pruned from the dataset. When plotted visually to include the associated accuracy and fluency of production, these trajectories clearly depict the bifurcations visible in Figures 1, 2 below.
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FIGURE 1. Bifurcation region of before-headed non-finite adverbial clauses.
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FIGURE 2. Bifurcation region of without-headed non-finite adverbial clauses.




Findings

The progressive development of non-finite adverbial clauses, when viewed in conjunction with measures of accuracy and fluency, sheds light on the critical relationship among these constructs in the developing L2 linguistic system. While non-finite adverbial clauses may take many forms, from the beginning, those clauses with -ing verb forms proved challenging for Alceste. In particular, many non-finite adverbial clauses headed by prepositions (e.g., before, without, and about) were produced erroneously, yet appeared fluent as no dysfluency features were present in their production. This was overtly apparent in the before + infinitive constructions produced consistently throughout the beginning weeks of data collection and used to express an action prior to that of the matrix clause. These are evidenced in (1a) and (1b) below:

(1a) Alceste: | I really want :: to {lost} lose my accent at least a little bit | and (&) to don’t have :: to think :: before to talk|(Conversation – Week 1)

(1b) Alceste: | I want :: to be sure :: before to tell her| (Conversation – Week 5)

Here, the before-headed structures in the English examples above are analogous to those found in Alceste’s native French as French relies on infinitive forms in constructions conveying similar semantic information. Before talking, for example, is expressed by avant de followed by the infinitive parler. Formulated in this way, Alceste’s first attempts with this construction appear to be a relexification, the influence of his native French, as he produced these clauses from the outset in the manner typical of his L1.

Yet limiting analysis strictly to putative relexification paints only a partial picture. Importantly, the first several occurrences of the sentence final before + infinitive constructions were uttered confidently and fluently as any dysfluency features relating to the articulation of these clauses were notably absent from Alceste’s speech. As complex systems frequently find themselves in attractor states, or any discernable pattern representing a “pocket of stability” (Hiver, 2015, p. 21), it seems as though the fluency with which these forms were produced at the outset of data collection may point to the initial attractor state of the system, i.e., one presumably shaped by the L1 pattern.

It was not until week nine, however, that the initial attractor constraining the system began to destabilize, evidenced by the growing dysfluency in production. During one conversation, the topic of discussion turned to the laws regarding alcohol use in both Switzerland and the United States. It was at this point that he suggested the following:

(2) Alceste: | Yeah so you can drink a beer :: before to drive (.) {could drive}| (Conversation – Week 9)

In this example, the independent clause you can drink a beer is followed first in the manner characteristic of production until this point, yet after a brief hesitation (.), Alceste attempts to self-correct with the phrase could drive. As the first instantiation of dysfluency related to before-headed clauses, the appearance of the dysfluency features noted above is telling. Taken together, the presence of both breakdown and repair fluency at the time of articulation suggests that, at least to some extent, Alceste may have been aware that the form of this construction did not align with the language usage patterns in the environment. Looking forward, the attractor state governing the production of these structures was nearing a moment of criticality as these adverbial constructions would soon undergo a qualitative change. Of course, as complex dynamic systems are feedback sensitive, the ecological pressure from the English-speaking context may have engendered the ensuing development toward more contextually dominant forms of expression.

Finally, at week 16, the first occurrence of a contextually dominant before-headed clause was evidenced in Alceste’s speech. While discussing his frequent early arrival to campus, he stated the following:

(3) Alceste: | I can just read a little bit :: (.) before starting the class| (Conversation – Week 16)

Prior to this utterance, Alceste had not produced a target-like before clause in a manner consistent with the L2 ecology. Once again, fluency of production plays an important role in this example as the silent pause (.) indicates that Alceste may have used this brief instant as a moment of online planning to retrieve the contextually dominant form for the first time that the data captured it. Perhaps his role as an instructor, with heightened attention given to the idea of “starting class,” motivated the contextually dominant form to outcompete those forms which had previously dominated production.

Curiously, as many theories of language acquisition attest, the emergence of contextually dominant before + -ing clauses did not follow a fluid, linear progression. In fact, after transitioning to the target-like before + -ing construction for the first time at week 16, an alternative form emerged in the dataset and, for approximately 4 weeks, existed in direct competition with the target-like construction. An example is provided in (4) below:

(4) Alceste: | he didn’t experienced everything :: before explain {them} them (.) through the literature | (Conversation – Week 20)

In this instance, Alceste makes use of a competing, contextually non-dominant before + base form construction that had not materialized previously in the data. Notably, we see that he has learned to drop the infinitival marker “to,” though control of the –ing form still seems to be out of grasp. Indeed, ephemeral language forms are typical in L2 learner data (Larsen-Freeman, 2006b), yet as both convergent and divergent forms were consistently present between weeks 16 and 20, the bimodality seen during this timeframe points to competition between major form alternatives (MacWhinney, 2001). From a CDST viewpoint, such bimodality, understood as two potential states or equilibria within a behavior (Ruhland and van Geert, 1998), is characteristic of a transition from one state to another. This complete emergence of before-headed clauses is illustrated in Figure 1 above.

Figure 1 demonstrates the emergence of contextually dominant before-headed non-finite adverbial clauses in Alceste’s speech production over one academic year. Importantly, several key features of this model must be clarified to allow for the appropriate interpretation of this figure. To begin, the dashed lines visible toward the beginning of the trajectory mark the contextually divergent nature of the forms produced during these periods, whereas the solid lines represent convergent forms that emerged as data collection progressed. Furthermore, the oscillating lines visible between weeks 9 and 22 are indicative of the dysfluency features that were present in the production of these structures (viz., silent pauses, filled gaps, and self-repair). Oscillating dashed lines represent dysfluent, contextually divergent forms; oscillating solid lines represent dysfluent contextually convergent forms. Visual interpretation of the phenomenon in this way readily evinces the bifurcation that occurred in the emergence of these forms as well as the concomitant dysfluency that accompanied this marked divergence.

From a complexity perspective, this model allows us to identify the apparent attractor states that governed the production of these grammatical forms and, most significantly, to illustrate the particular ways in which accuracy and fluency converged during this transition. Although initially fluent in their production, the contextually non-dominant before + infinitive (e.g., before to come) constructions quickly entered a period of instability as the first attractor state moved away from equilibrium. Typical of the behavior of complex systems, the ensuing destabilization was marked with increasing variability in fluency. In what followed, this instability increased to a point at which a significant bifurcation occurred at week 16 and, for a period of roughly 4 weeks, resulted in the competition of major form/meaning alternatives. Referring once again to Figure 1 above, we note the oscillation in the line representing the first 4 weeks of target-like before + -ing constructions. The importance of this period cannot be understated. As both multiple competing forms existed during these 4 weeks with varying degrees of fluency, this transition period is marked by the inherent instability within the incipient linguistic system. From this chaotic period, however, through the language usage patterns to which Alceste was exposed, new order emerged in the form of a contextually dominant syntactic construction.

Highlighted in Figure 1 above, the progressively increasing stability of the second attractor state engendered a further bifurcation at week 27, resulting in a branching hierarchy, much as in a cladistic taxonomy. At this moment, Alceste produced the expression before even reading it in the sentence-initial position with no associated disfluency features. As a milestone of linguistic development, the instantiation of this combinatorial structure is significant in that the before clause introduces a more complex fronted, referentially dependent null element that appears before the subject NP—a phenomenon known as backward anaphora. This is expressed in (5) below (the dependency is denoted with i).

(5) Alceste: | before even i reading it :: when I i hear that… I’m i like wow | (Conversation – Week 27)

Highlighting the interdependence of the complex linguistic system, the bifurcation in the emergence of before-headed adverbial clauses illustrates the role that accuracy and fluency play in the transition between the attractor states governing syntactic forms. In this way, the self-organization of complex syntax, motivated by the ecological pressure of the L2 environment, is marked by destabilization in the fluency of production along with the emergence of both contextually convergent and divergent forms. Ultimately, as the underlying grammatical structures self-organize to align with the L2 ecology, the patterns available to the learner serves to reinforce contextual convergence.



Without-Headed Non-finite Adverbials

Similar to the before-headed constructions outlined above, those non-finite adverbials introduced by the preposition without, meaning the absence or lack of something, present an equally unique developmental trajectory in Alceste’s emerging L2 (see Figure 2). Curiously, both non-finite before and without clauses are morphosyntactically isomorphic in that these prepositions combine with –ing verb forms, yet their development proved to be somewhat distinct. Although the initial occurrence of this form was indeed convergent at week 3 [see (6) below], the ensuing dysfluent and/or divergent forms produced in the coming weeks were indicative of the inherent instability within Alceste’s linguistic system.

(6) Alceste: | he was writing :: without stopping too |(Conversation – Week 3)

In contrast to the before-headed adverbials discussed above, production of without-headed clauses at the beginning of data collection was convergent, yet these utterances quickly destabilized and wavered between convergent and divergent forms with increasing dysfluency as the weeks progressed. At week 8, Alceste produced a target-like, yet dysfluent without clause demonstrating heightened breakdown fluency as two syntactic forms competed for functional terrain.

(7) Alceste: | I like the fact :: that you can speak with somebody in Spanish :: without (.) {to} being in a class | (Conversation – Week 8)

As the conversation turned to the weekly Spanish roundtable held within the university’s Romance language department, Alceste included the sentence-final adverbial clause to emphasize the non-credit-bearing nature of these dialogues. As seen in (7) above, this clause contains the co-occurrence of both breakdown and repair fluency. In a sense monitoring his production, it appears as though after first initiating the clause, Alceste hesitated for a moment, caught himself as he produced the erroneous infinitival marker to, then abandoned this construction in favor of the target-like being in a class. Although the clause is ultimately produced accurately, further examination of this utterance points to a moment in which conflicting (bimodal) syntactic knowledge leads to a breakdown in fluency.

Subsequent to the utterance in week 8, Alceste continues to vacillate between both convergent and divergent without clauses. Most striking, however, is the change that is noted in his speech at week 12 and that remains present until week 17 as Alceste begins to directly mirror the bifurcation apparent in his before clauses by producing target-deviant without + base form constructions. These are demonstrated in (8a), (8b), and (8c) below.

(8a) Alceste: | you have :: to make sense :: without even (.) read the book | (Conversation – Week 12)

(8b) Alceste: | he decides :: to just (.) {run} go running for three years :: (&) without stop | (Narrative – Week 13)

(8c) Alceste: | yeah understand it :: without (.) explain the language | (Conversation – Week 17)

The three examples provided here, all of which were articulated with some degree of dysfluency, mirror the form produced in the before-clause bifurcation noted in the previous section. It seems that, at first, the production of before- and without-headed clauses was governed by an item-based analysis; yet, through continued exposure, as the two structures converge, Alceste is able to extract higher-level patterns. Furthermore, this process equally highlights the interdependence of the internal forms as the before clauses ostensibly occasion a regressive effect on the without clauses.

Once again, much in the same way as the trajectory of before-headed clauses discussed above, an additional bifurcation was noted in the production of without-headed clauses, though with distinct grammatical structure. At week 27, nearing the end of his sojourn in the United States, Alceste adds to his repertoire without adverbial clauses including perfect participle predicates, thus expanding the meaning-making potential of his system. Though still non-finite in nature, the perfect participle is constructed with two distinct non-finite verbs as demonstrated in (9). Perhaps the increasing stability of the contextually dominant structure allowed Alceste to extend his proficiency with these forms to include aspectual information which is not expressed in the without + -ing form alone.

(9) Alceste: | you cannot have a PhD in French literature :: without (.) having read at least one of his novels | (Conversation – Week 27)

By this point, the contextually divergent preposition + base form constructions present in both before- and without-headed clauses had precipitated out of Alceste’s language production. The new-found stability of the second attractor state had thus produced new levels of equilibria within the system to an extent that both fluent and accurate forms were ubiquitous within the data. Most notably, the move at week 27 toward higher levels of complexity via without + perfect participle clauses co-occurred with the novel flexibility of before adverbial clauses to appear in sentence initial position, and once again, the branching pattern is noted with the onset of the second bifurcation.



DISCUSSION

In this article, we have illustrated the patterns of emergence of two distinct, yet related non-finite adverbial constructions as competition for semantic space spawned bifurcations in their development. In doing so, the process-oriented nature of CDST research (Lowie, 2017), with its emphasis on the relationship of accuracy and fluency in the developing linguistic system (Larsen-Freeman, 2020), has allowed us to identify the patterns in the flux and how these contribute to the self-organization and emergence of complex syntactic forms.

Such a dynamic process, as argued from the outset of this article, is amenable to the complexity-informed perspective adopted here in that we easily note the non-linear nature of language development rife with increasing instability and points of divergence, ultimately pushing the boundaries between stability and variability. Recognizing the significance of these moments of bifurcation as integral to the process of L2 development is not new (Plaza-Pust, 2008). However, a focus on heightened variability in accuracy and fluency as indicators of potential bifurcations certainly allows for a more fruitful analysis in the interpretation of dense longitudinal data.

In all, the data presented herein serve to accentuate the non-linear nature of L2 development as learning does not exist on a simple continuum of right and wrong, fluent and dysfluent, simple and complex. As has been noted in L2 research, outward developmental “regressions” may in fact be the essential elements from which true linguistic development can occur. In this way, these bifurcations operate similar to U-shaped patterns, where the increased variability in production eventually subsides and accuracy is restored. In the case of the bifurcations, however, we see that the picture is more complex. For one thing, the L2 competitors are not all internal to the system as is the case in the oft-cited U-shaped pattern found in the L1 and L2 learning of the regular and irregular past tense in English. Secondly, the pattern does not simply reflect a tension between accurate and inaccurate forms. Thirdly, bifurcations illustrate that even though novel forms appear in the learner’s repertoire often replacing or adding to previous forms, the competition between these forms does not simply vanish. The clear bimodality of production visible within a bifurcation diagram makes clear that the competition between forms is persistent and, in the case of L2 learners, such competition may produce regressions long after a contextually convergent form is learned. In sum, the transition from contextually divergent to contextually convergent is non-linear and cannot be conceived as a fluid transition between forms. The bifurcations illustrate the role that accuracy and fluency may play in pushing the development of syntactic forms from one attractor state to the next.

The analysis of adverbial constructions in Alceste’s oral production—specifically before- and without-headed clauses—illustrates the patterns of local interaction that emerge as the incipient linguistic system moves from one stable attractor state to another through apparent bifurcations in phase space (Prigogine and Stengers, 1984). For before- clauses specifically, this transition ensued according to the following sequence: (a) a stable, contextually divergent yet fluent form was consistently produced for several weeks; (b) the divergent form destabilized for a brief period indicated by the increasing attenuation of fluency; (c) at a critical point, a bifurcation occurred during which both a contextually convergent as well as a novel divergent form were produced; (d) finally, a new attractor state arose characterized by the accurate and fluent production of the syntactic structure, leading to (e) a second bifurcation in which a more complex syntactic structure emerged.

The bifurcation in non-finite adverbial constructions described above, in which the emergence of complex syntactic structures is understood in conjunction with accuracy and fluency, allows us to approach an imperfectly understood area of L2 development. Larsen-Freeman (2006b), in her discussion of the longitudinal trajectories of complexity, accuracy, and fluency in five Chinese learners of English, stresses that:

What one would like to know as an applied linguist is if any of [the variation presented in her data] is indicative of the bifurcations that signal the instability alluded to earlier, the instability that precedes a phase shift in the system (p. 611, emphasis added).

It seems as though the bifurcations in Alceste’s development of complex syntax would answer this question. Not only does the self-organization of underlying grammatical constructions result in a phase shift between attractor states, but equally we see that the periods of instability characterized by heightened dysfluency and bimodality of production are indelibly linked to this process. Seen in this way, language researchers interested in further pursuing investigation into bifurcations may benefit from greater attunement to the periods of (potentially anomalous) instability characteristic of stochastic systems.

Viewing language development as a series of bifurcations, however, leaves us with an equally important question. In their discussion of bifurcation phenomena, Prigogine and Stengers (1984) address the characteristic split in trajectories in which multiple solutions or states are available to a complex dynamic system. At these critical moments, the choice between following either of the two possible trajectories results from the competition of forces both internal and external to the system, and one trajectory frequently wins out over the other. Hence, as language researchers, our interest lies in understanding the competitive pressures which motivate the choice between trajectories when moments of bifurcation are reached. In the case presented above, Alceste’s developing linguistic system moved away from contextually non-dominant adverbial constructions toward the fluent production of forms aligned with the usage patterns in the L2 ecology. This move seems to be indicative of the influence of the properties of the external environment on the incipient language faculty (Larsen-Freeman, 1997; de Bot, 2015) as self-organization is often motivated by learners’ adaptation to the linguistic environments that surround them (Larsen-Freeman, 2006b) and to the behavior of social synchrony between interlocutors (Larsen-Freeman, 2020). Adaptation and social synchrony are presumably made possible by the learner’s perception and memory of regular sequential associations. We also find evidence of system-internal influence when we speculated that one form of before adverbial constructions led to regression in the accurate production of without constructions. These findings are not surprising given that complex systems are subject to influence from sources both internal and external to the system.

Although focused on the development of physical systems, Prigogine and Stengers (1984) suggest that “external fields… can be “perceived” by the system, creating the possibility of pattern selection” (p. 163). Clearly, the external “field” of the L2 ecology was perceived through continued exposure, resulting in competition between both contextually dominant and non-dominant forms. Unlike bifurcations in L1 development, however, the competition present between major form alternatives in the L2 is characterized not by acceptable, ecologically dominant forms (e.g., before coming to the United States vs. before I came to the United States), rather, by major form alternatives that represent both ecologically dominant as well as non-dominant forms, traditionally understood as errors. The subsequent pruning of certain forms from the linguistic repertoire is telling of the role of ecological pressure on L2 development. Whereas acceptable major form alternatives in English would presumably both continue to persist within the speaker’s repertoire, this is not the case in the L2 analysis presented above. The lack of availability of the divergent L2 forms in the usage patterns of the ambient language results in a precipitation of these forms out of the user’s language. Essentially, non-dominant forms are pruned from the L2 repertoire much in the same way that underdeveloped neuronal connections are pruned as the child develops cognitively (Webb et al., 2001).


Competition, Pruning, and Form Alternatives in L2 Development

During periods of bifurcation characterized by heightened competition between major form alternatives, the language user is confronted with multiple equilibrium solutions, or attractor states, that govern meaningful production at any given time. Indeed, as MacWhinney (2015) argues, “individuals must continuously make choices between alternative ways of expressing intentions” (p. 10). This choice of expression is illustrated in the trajectories of Alceste’s development at the onset of bifurcation as bimodality in production was witnessed between both types of adverbial constructions. Discussion as to what motivates a language learner to recall one form and not another is speculative; however, it seems plausible that regression to earlier divergent forms, even when the learner has demonstrated more contextually convergent usage, may be due to the effect of hysteresis inherent to the system. In this way, changes in certain psychoemotional variables (e.g., anxiety, fatigue, distraction, and stress, etc.) may motivate regression to earlier states. Additionally, as linguistic resources are not homogeneous, the learner may agentively retain earlier contextually divergent forms to meet his needs for greater social proximity and conformity with or distance from his interlocutor at the time.

Though hysteresis spawned instances of bimodal regression in Alceste’s production over a period of several weeks, as the new attractors grew increasingly stable, the contextually divergent forms were eventually pruned from production in the data collected for this study. Not unlike the neuroanatomical changes that occur in late childhood and adolescence, characterized by the environmentally regulated elimination of “inappropriate synapses and their branches” (Webb et al., 2001, p. 157), the pressure from the L2 context mirrors a similar process of de-motivating the selection of divergent forms. Though these forms may resurface spontaneously in future language use due to both hysteresis and the heterogeneity of linguistic resources, the iterative reinforcement of convergent forms results in an increasing preference for their selection.

One interpretation of such pruning in L2 development rests on the assumption that the language user’s adaptation to the linguistic environment is a strong motivator of change within the system (Larsen-Freeman, 2006b). In this way, the contextually bound language use in which the L2 user engages promotes a process of adaptation that is not a strictly linear transition from contextually non-dominant to dominant forms. Much akin to the speciation and extinction of biological life forms, the cladistic branching of linguistic structures results in the exaptation of the L1 pattern (Gould and Vrba, 1982), the adaptation of those usage patterns readily perceptible in the environment, and the pruning, or selective suppression, of those which are not.



CONCLUSION

In this article, data demonstrating bifurcations in the development of L2 syntax were analyzed from an untutored learner of English as a second language. This approach allowed for the qualitative features associated with the bifurcations to be scrutinized, thus detailing the emergence and restructuring of the attractor states governing the production of two syntactic constructions. The method of bifurcation analysis proved effective in uncovering the emergence of these forms, though the amount of data required to expose these patterns is indeed formidable. Further collaboration among CDST-oriented researchers on datasets with greater duration and density may add to our understanding of bifurcations and the significance that the patterns in the flux hold for L2 development.

If the bifurcation pattern of emergence holds true for other structures and contexts, it is supportive of a reconceptualization of the notion of error and dysfluency. Traditional models of proficiency presuppose gradual attenuation of these features as learners progress from one conceptual level of proficiency to the next. If the bifurcations spawned from the competition of syntactic forms are truly the “milestones” (Plaza-Pust, 2008) of language development, it is reasonable to assume that the heightened dysfluency and inaccuracy associated with these periods of instability are actually indicative of growth and not regression as intuition would suggest. This idea, of course, is highly amenable to our understanding of development from a complexity perspective.

The analysis of bifurcations presented here extends this understanding. Although overall growth in accuracy and fluency may be evident within a dataset, heightened variability associated with these constructs may be indicative of those moments in which linguistic knowledge passes through bifurcations and eventually converges on new orders of complexity. This notion clearly echoes Prigogine and Stengers (1984) “order through fluctuation” (p. 178). Attempting to view language development, particularly as it regards complex syntax, as periods of bifurcation is distinctly reminiscent of the way in which fluctuation, or oscillations within state space, ultimately leads to conceptually higher levels of order. Importantly, the significance of bifurcations in language development strongly reaffirms the position that not only should variation be acknowledged, but also that it is indispensable to development (e.g., Ellis, 1985; van Dijk et al., 2011). As Kelso (2018) put it, “variability is crucial for exploring the repertoire of states of a system and for taking the system into new territory” (n.p.). Clearly, studying such variation provides a critical window into the development of human behavior (Thelen and Smith, 1994; de Bot et al., 2007, de Bot, 2015; van Geert, 2008; Lowie, 2017).

In sum, the changing relationships between accuracy and fluency over time may indeed be explained endogenously by dynamic competition for attentional resources (Spoelman and Verspoor, 2010) and/or, exogenously, from the first order affordances (Larsen-Freeman, 2016) and constraints of the L2 ecology. Periods of greater competition between grammatical forms may be indicative of the restructuring of underlying concepts, or self-organization, and, as such, merit more detailed consideration of how these processes unfold over time. At the moment of bifurcation, i.e., the “edge of chaos” (Kauffman, 1995), the instability associated with the transition from one local attractor state to the next likely occasions certain regressions in performance in connected, more global, areas of competency—a consequence of the sensitive dependence on initial conditions, or the butterfly effect (Lorenz, 1963), that governs the development of complex systems. The final path that second language development appears to follow, it seems, is indelibly linked to system internal and system-environment interactions—a concept which has clearly resonated within discussions of language as a complex system (Larsen-Freeman and Cameron, 2008; de Bot, 2015; Lowie and Verspoor, 2015).
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FOOTNOTES

1 By learner’s system, we refer to the current state of the learner’s linguistic repertoire.

2 We employ the term relexification as a deliberate attempt to move away from the notion of negative transfer which has come to be seen with increasing disfavor in the field of SLA. Relexification not only agentivizes the learner in the developmental process, but also destigmatizes “negative” transfer as something unfavorable or adverse when, in fact, this process may permit successful communication. Given its original distinction in Bickerton (1977) and Schumann (1981), relexification occurs not just with lexical items, but with syntactic constructions as well.

3 Moving away from problematic definitions of accuracy as the conformity to native-speaker norms (Larsen-Freeman and Evans, 2019), in this article, we understand (in-) accuracy as the divergence from/convergence toward a contextually dominant form as verified by linguistic corpora. As such, contextually dominant/non-dominant and contextually convergent/divergent are used interchangeably.
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The study of code-switching (CS) speech has produced a wealth of knowledge in the understanding of bilingual language processing and representation. Here, we approach this issue by using a novel network science approach to map bilingual spontaneous CS speech. In Study 1, we constructed semantic networks on CS speech corpora and conducted community detections to depict the semantic organizations of the bilingual lexicon. The results suggest that the semantic organizations of the two lexicons in CS speech are largely distinct, with a small portion of overlap such that the semantic network community dominated by each language still contains words from the other language. In Study 2, we explored the effect of clustering coefficients on language choice during CS speech, by comparing clustering coefficients of words that were code-switched with their translation equivalents (TEs) in the other language. The results indicate that words where the language is switched have lower clustering coefficients than their TEs in the other language. Taken together, we show that network science is a valuable tool for understanding the overall map of bilingual lexicons as well as the detailed interconnections and organizations between the two languages.
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INTRODUCTION

Bilinguals frequently alternate between two languages in their daily life, a phenomenon often referred to as code-switching (CS). In conversations between interlocutors of similar bilingual backgrounds, CS speech can be widely observed within a single discourse or even the same sentence (Poplack, 1980). A growing number of studies have found unique processes involved in free and voluntary language switching of words in contrast to involuntary switching under cued instructions in experiments (Gollan and Ferreira, 2009; Gollan et al., 2014; Gross and Kaushanskaya, 2015; Kleinman and Gollan, 2016; Blanco-Elorrieta and Pylkkänen, 2017; de Bruin et al., 2018). Unlike involuntary CS, voluntary CS does not necessarily incur switching cost (Li, 1996; Grosjean, 1997; Blanco-Elorrieta and Pylkkänen, 2017), and it is affected by lexical accessibility (Gollan and Ferreira, 2009; Gollan et al., 2014; Gross and Kaushanskaya, 2015; Kleinman and Gollan, 2016; de Bruin et al., 2018). These studies together underscore the importance of understanding CS speech as well as the implications of CS speech for bilingual language representations.

The present study asks (a) how CS processes reflect lexical representations of different languages and (b) what potential factors affect bilinguals’ CS behaviors. Instead of treating words as independent of each other, as in most previous studies, we examine the research questions through a novel method drawn from network science analyses, specifically, by probing the mutual connections and interactions in the semantic structure of bilingual lexicons based on bilingual CS speech production.


Language Representations Reflected in CS Speech

Understanding how bilinguals represent and organize lexicons in two languages has long been a fundamental area of research in bilingualism. The Competition Model, an emergentist theory of language processing and acquisition, proposes a competitive interplay between the two languages that allows bilinguals to organize multiple languages without massive interference (Bates and MacWhinney, 1982). Separate modular representations for different languages can be constructed or emerge out of the processes of lexical or grammatical competition (Hernandez et al., 2005; Hernandez, 2013), as bilinguals use language-specific cues and within-language resonance during language usage.

Traditionally, studies have examined the emergentist theory of language processing by cued experimental tasks that involve explicit interventions (e.g., Costa and Santesteban, 2004; Rubin and Meiran, 2005). When bilinguals are only allowed to switch between languages following an experimenter-supplied cue, they usually experience a cognitive cost during switching and therefore take longer to complete the experimental task. The widely observed switching cost reveals important language representation mechanisms, such as a co-activation of words in different languages and a language control system that monitors which language to produce (Dijkstra and Van Heuven, 2002), which are consistent with the emergentist view that separate lexical modules arise from the competitive interplay between languages (Hernandez et al., 2005; Hernandez, 2013).

Nevertheless, some studies have challenged the switching cost phenomenon by showing that voluntary CS speech, in which bilinguals are free to choose either language to produce, can be cost free (Li, 1996; Gollan et al., 2014; Gross and Kaushanskaya, 2015; Kleinman and Gollan, 2016; Blanco-Elorrieta and Pylkkänen, 2017; de Bruin et al., 2018). Blanco-Elorrieta and Pylkkänen (2017) found that voluntary CS speech in spontaneous conversations did not engage the pre-frontal cortex, a brain region known for language control (Crinion et al., 2006), or induce any behavioral costs. Kleinman and Gollan (2016) specifically characterized the benefit of voluntary switching on production. While involuntary switching elicited a switch cost compared to staying in one language, participants showed enhanced performance in picture naming when being allowed to freely switch between languages. As growing evidence suggests that voluntary CS might involve different cognitive processes from CS traditionally studied under involuntary conditions, it is important to revisit the language representation mechanisms through voluntary CS in spontaneous conversations.

Apart from behavioral studies with CS tasks, neurolinguistic research has provided a different perspective of the emergentist theory of bilingual language representation. A large body of neuroimaging studies has shown that different languages are organized in a shared brain system (e.g., Klein et al., 1995; Chee et al., 1999; Perani and Abutalebi, 2005). However, there has also been research showing distinct brain activities associated with different languages (Dehaene, 1999; Li, 2009; Xu et al., 2017). Xu et al. (2017) observed different activity patterns in the brain when Mandarin-English bilinguals were processing different languages. They further argued that different languages might engage interleaved, but functionally independent, neural populations, although those populations might be located in the same cortical areas. The mixed findings (e.g., Chee et al., 1999; Xu et al., 2017) raise concern of a lack of fine-grained information from studies relying on neuroimaging data.

While it is important to seek a clear picture of bilingual language representation, the heterogeneity and diversity of bilingualism is an important factor to be considered. Bilinguals live in different environments and can vary along many dimensions, such as the age of acquisition, language proficiency, and the relative distance between L1 and L2, to name a few. The age of acquisition and language proficiency have long been identified as key factors that give rise to neural and cognitive variations in bilinguals (Hernandez, 2013; Li, 2013a), but the relative distance between the two languages that bilinguals speak has received less attention until only recently (Li, 2013b; Abutalebi et al., 2015; Kim et al., 2016; Ramanujan, 2019a,b). Several studies have reported different brain structures between bilinguals speaking two linguistically closer languages and those who speak two linguistically distant languages (Abutalebi et al., 2015; Kim et al., 2016; Ramanujan, 2019a). Ramanujan (2019b) found that Dutch-English, two linguistically closer languages require greater cognitive control than Cantonese-English, whose linguistic attributes have greater disparities. The relative distance between languages was found to play a critical role in bilingual language representation in these recent studies.

Taken together, the existing literature is mixed with regard to the nature of bilingual lexical representation. A study of spontaneous bilingual CS speech could shed new light on this topic. If bilinguals can frequently and automatically retrieve words from two languages, does that still support the emergent lexical modules between languages as previously suggested (e.g., Hernandez et al., 2005; Hernandez, 2013)? If bilingual language processing can be shaped by the relative distance between the two languages, will the lexicons differ among different bilingual groups? The current study is aimed at examining these questions.



Code-Switching and Lexical Accessibility

Assuming that the emergentist view of modular representations of languages is correct, another question that arises is why bilinguals can often switch back and forth between the two language modules with no apparent cognitive cost. Research has consistently shown that the accessibility of words may account for language choice during spontaneous CS speech (Gollan and Ferreira, 2009; Gollan et al., 2014; Gross and Kaushanskaya, 2015; Kleinman and Gollan, 2016; de Bruin et al., 2018). Bilinguals choose to switch languages when the word in the other language is more accessible than the equivalent word in the current language.

Researchers have used a variety of methods to measure lexical accessibility, including presenting words with different frequencies in the two respective languages (Gollan and Ferreira, 2009; Gross and Kaushanskaya, 2015) or with different levels of subjective familiarity (Gollan et al., 2014), and measuring reaction times in picture naming tasks (de Bruin et al., 2018). Among these accessibility measurements, word frequency has often been examined in bilingual CS studies (Gollan and Ferreira, 2009; Gross and Kaushanskaya, 2015). Gollan and Ferreira (2009) found that English-dominant bilinguals tended to choose the non-dominant language when pictures had high-frequency names in both languages, whereas pictures with low-frequency names were more likely to be named in the dominant language. Gross and Kaushanskaya (2015) observed similar patterns in bilingual children who were more likely to name pictures in their non-dominant languages if the picture names were highly frequent and early acquired words in both languages. However, the link between frequency and language choice in CS speech is more nuanced. Some studies noted that the items named in the non-dominant language did not necessarily have lower frequency in the dominant language; rather, they were highly frequent in both languages in general (Gollan and Ferreira, 2009; Gross and Kaushanskaya, 2015). de Bruin et al. (2018) did not observe any association between frequency and language choice.

Despite the significance of lexical accessibility for language switching, some important aspects have been overlooked by the previous studies. First, the evidence mainly comes from picture naming studies of word-by-word switching, which might differ from CS speech in natural conversations. Unlike producing a set of unrelated words one at a time, words produced by bilinguals in natural settings are connected within the context of the sentence or discourse. Second, almost all previous studies of lexical accessibility focused on a local rather than a global context. A local context treats words as being independent of each other, whereas a global context considers the interconnections between words in a dynamic way (Karuza et al., 2016). Evidence has emerged that the architecture of the word’s global system (i.e., overall lexical-semantic organization) can also affect the retrieval of the word during speech recognition and production (Chan and Vitevitch, 2009, 2010). However, in the domain of bilingual CS speech, little has been done to understand how the global structure of an interconnected lexical system can affect lexical retrieval.



Network Science Approach to Language Processing

Recently, network science has become an important domain of study across interdisciplinary research in psychology, linguistics, and neuroscience (e.g., Chan and Vitevitch, 2010; Bassett and Sporns, 2017; Karuza et al., 2017, 2019; Sizemore et al., 2018; Tiv et al., 2020) and has also been increasingly applied to understanding language representation and processing (Steyvers and Tenenbaum, 2005; Chan and Vitevitch, 2009, 2010; Hills et al., 2009; Sizemore et al., 2018). The methodology is powerful in capturing not only the global architecture of a complex system as a whole, but also the detailed interaction patterns between different pieces of information. A substantial number of studies have suggested the influence of network structure on many aspects of language processing (for a review, see Karuza et al., 2016).

The present work uses semantic networks (Steyvers and Tenenbaum, 2005), one important type of network wherein words are organized based on their semantic meanings. In a weighted semantic network, unique word types are represented as nodes. Semantic associations between two words are represented as weighted edges, reflecting the strength of the semantic association between the two words. Figure 1 illustrates a weighted semantic network. With nodes in various connection patterns, the topological structure of a semantic network can indicate unique properties of lexical representations. Given our research aims to investigate semantic organization of words in two languages and the factors affecting bilingual CS, we focused on two measurements in network science, i.e., community and clustering coefficients.

[image: Figure 1]

FIGURE 1. An illustration of a weighted semantic network with four words. Each node represents a word. Each edge is the link between two words that represents the semantic association between those words. The edge weight denotes the semantic similarity between the two linked nodes, which is represented by the thickness of the line in the figure. For example, the similarity between “Queen” and “Woman” is greater than the similarity between “Queen” and “Man.”



Community

Community refers to a group of nodes that are more densely connected to each other than with the rest of the nodes of the network. Multiple algorithms have been proposed for detecting communities in topological networks. Among them, the Louvain algorithm (Blondel et al., 2008) has been shown to outperform other algorithms in the previous research (Lancichinetti and Fortunato, 2009; Yang et al., 2016). The Louvain algorithm (Blondel et al., 2008) detects communities by optimizing modularity value (Q), a value defined as the relative density of edges inside communities compared to edges outside communities (Newman and Girvan, 2004). The Louvain algorithm repeatedly includes nodes in the community that yield the largest increase in modularity, until the modularity value no longer increases. For more information about the Louvain algorithm, see Blondel et al. (2008).

Community is considered an important structural property in network science as it helps discover the internal relationships between nodes at a global level (Yang et al., 2016; Tiv et al., 2020). Studies have shown that participants are sensitive to community structures (Karuza et al., 2017, 2019). For example, Karuza et al. (2017) asked participants to process a sequence of images generated based on a modular network with three communities. They found that participants’ processing time sharply increased when the stimulus was shifted from images in one community to images in a different community. The observed pattern was further replicated in Karuza et al. (2019) by showing that the processing cost caused by between-community shift was robust even when the topological structure of the network, such as network size and number of communities, was varying. The findings together signify the association between community structures and human information processing.



Clustering Coefficients

The clustering coefficient measures the probability that neighbors of a node are themselves neighbors (Watts and Strogatz, 1998), much as in social networks, where close friends are often friends with similar groups/clusters of people. In the case of a semantic network, the clustering coefficient of a word represents the extent to which a word’s semantically similar words are also similar to each other. It reflects how clustered (i.e., grouped together) the semantic representations are for the word and its semantically similar words. As shown in Equation (1), the clustering coefficient of a node in a weighted network is calculated by taking the sum of the geometric average of the edge weights of that node (Onnela et al., 2005). In Equation (1), deg(u) denotes the node’s degree, which represents the number of edges a given node is connected to. Ŵuv, Ŵuw, and Ŵvw are the weights of the three edges between the node and its two neighbors, which are normalized by the maximum weight in the network as shown in Equation (2). For an illustration of the calculation, see Figure 2.
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FIGURE 2. An illustration of the clustering coefficient, Cu, of a node u in three different weighted networks: a, b, and c. The three networks have an equal number of nodes but differ in edge weights. Also shown is the detailed calculation of Cu for network a.


Previous research in phonological networks has shown the influence of clustering coefficients on spoken word recognition and production (Chan and Vitevitch, 2009, 2010). Chan and Vitevitch (2010) examined this influence through both corpus analysis and experimental tasks. The corpus analysis suggested that speech errors were more likely to occur in words with higher clustering coefficients. The experiment’s results replicated that pattern in that participants spent a longer time on naming pictures representing words with higher clustering coefficients (e.g., “bash,” “bag,” and “bad”) than words with lower clustering coefficients (e.g., “log,” “league,” and “leg”). Chan and Vitevitch (2010) explained the observed pattern by proposing that a word with fewer interconnected neighbors (i.e., lower clustering coefficient) can more easily “stand out” among other similar words. In contrast, a word with densely interconnected neighbors (i.e., higher clustering coefficient) is less distinctive and hence is more difficult to retrieve from many other words with similar sounds. However, it remains unclear whether the clustering coefficient can capture properties of semantic networks as it does in phonological networks, and whether lower clustering coefficients within semantic networks could also similarly facilitate lexical accessibility in speech production.




The Present Study

The present research investigates CS processes from the perspectives of representation and accessibility. To gain a deeper understanding of bilingual language representations underlying CS, we constructed semantic networks on CS speech corpora and conducted community detections to depict the semantic organizations of the bilingual lexicon. If spontaneous CS speech reflects separate lexical modules between languages, we would expect that words from different languages would largely reside in different communities within the semantic network, at least for proficient adult bilingual speakers. To examine whether the spontaneous CS behaviors are affected by lexical properties in an interconnected semantic system, we compared clustering coefficients of words that were code-switched with their translation equivalents in the other language. We predict that the clustering coefficient property in the semantic domain plays a role similar to the one it plays in the phonological domain (Chan and Vitevitch, 2010). That is, the clustering coefficient of a word is related to the likelihood of its being code-switched. Specifically, we hypothesize that a word that is code-switched, the word produced in a language different from the preceding word, will have a lower clustering coefficient than its translation equivalent in the counterpart language that is replaced. To explore potential impacts of cross-language differences, we examined two different groups of balanced bilinguals, Mandarin-English bilinguals and Spanish-English bilinguals.




STUDY 1

Study 1 established the semantic organizations of the bilingual lexicon by building semantic networks on CS speech. We first trained word embedding models (Mikolov et al., 2013; Bojanowski et al., 2017) to obtain semantic associations between words. A weighted semantic network was then constructed for each bilingual group, with words being nodes and semantic similarities obtained from the embedding models being edge weights. Community detections (Blondel et al., 2008) were conducted to detect existing groupings. Finally, we depicted the semantic organizations of bilingual lexicons by analyzing the proportions of words from two languages within each community.


Methods


Materials

In selecting bilingual CS speech corpora to analyze, we focused on the language pairs of Mandarin-English and Spanish-English. The two language pairs have been commonly studied in CS research, with sizable and publicly accessible data (see Sitaram et al., 2019 for a review of all the available CS speech data). Using English as the common language and Mandarin vs. Spanish as the other language in the pair, we have the advantage of examining both similarities and differences across bilingual populations. We used the corpus of Mandarin-English CS in southeast Asia (SEAME; Lee et al., 2017) for the Mandarin-English data and the Bangor-Miami corpus (Deuchar et al., 2014) for the Spanish-English data.


Mandarin-English CS in Southeast Asia

Mandarin-English CS in southeast Asia (Lee et al., 2017) includes free conversations and interviews with 99 subjects from Singapore and 58 subjects from Malaysia. To have some consistency in the speech content and the subjects’ demographics, we focused on free conversations of Singaporean participants. Singapore has a bilingual language policy where English is the official working language used at school and in the communities where they live, and Mandarin is the official mother tongue for the Chinese population (accounting for 74.3% of the Singaporean population, according to the Singapore Department of Statistics, 2014). Therefore, all the Mandarin-English bilingual subjects are expected to be proficient in both languages. On the other hand, English has been viewed as the more dominant and widely used language according to many studies (Zhao et al., 2007; Singapore Department of Statistics, 2014; Curdt-Christiansen and Sun, 2016; Sun et al., 2018).

Although the corpus did not provide language identities for the words, we could easily detect the language of the words in the Mandarin-English corpus based on their encodings, as Mandarin words and English words were encoded by different sets of unicode characters (Aliprand, 2011). Data were preprocessed by excluding non-word markers (e.g., “<unk>”) and words that are communicators (e.g., “eh” and “orh”). As there is no natural word boundary in Mandarin (e.g., spacing as in English), accurate word segmentation is necessary in dividing text into words. Although the original data had relied on automatic word segmentation and manual checking, we noticed that many segments still contained more than one word. For example, the segment “我不知道” (i.e., “I do not know”) should have been further segmented into words “我” (“I”), “不” (“not”), and “知道” (“know”). Therefore, we re-applied word segmentation with PKUSEG (Luo et al., 2019), a state-of-the-art segmenter with F-score as high as 96.88, indicating a high degree of accuracy and recall for word segmentation. After preprocessing, there were 58,534 sentences in the analysis, with 6,986 unique words in Mandarin and 6,734 unique words in English.



Bangor Miami

This corpus contains bilingual speech from Spanish-English speakers living in Miami, the United States (Deuchar et al., 2014). Most bilinguals in Miami use Spanish at home but learn and use English in school and their community. Most of the subjects in the corpus (Deuchar et al., 2014) reported high proficiency and equally frequent use of the two languages, with English being more dominant according to the language background information of the subjects (Deuchar et al., 2014).

The corpus has manually annotated language identity for each word. Data were preprocessed: Punctuations were removed. Words that are neither English nor Spanish words were removed, which accounted for less than 1% of all words in the corpus. After preprocessing, there were 45,610 sentences in the analysis, with 6,308 unique words in Spanish, 6,939 unique words in English, and 1,727 unique words labeled as “English or Spanish” – words with mixed morphemes from the two languages, words that are proper nouns (e.g., “Popeye,” a cartoon character), or words whose pronunciations are identical between the two languages (e.g., “no”).



Code-Switching Types

There are three major types of sentences in bilingual CS speech: sentences that do not involve any switches (non-CS sentences), sentences that have words from different languages (intra-sentential CS sentences), and sentences that do not involve intra-sentential switches but are in a language that is different from that of the immediately preceding sentence (inter-sentential CS sentences). Given that some words in the Spanish-English corpus have ambiguous language identity, we adopted a conservative rule such that only words with clear language identity (unambiguous words) would be used for classification. Namely, a sentence needs to contain unambiguous words in both English and Spanish in order to be counted as an intra-sentential CS sentence. Similarly, an inter-sentential sentence must contain unambiguous words in a language different from that of its immediately preceding sentence. Table 1 presents examples of the three types of sentences.



TABLE 1. Examples of the three CS types in bilingual speech.
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Semantic Networks and Word Embedding Models

To obtain an overall representation of bilingual semantic lexicons, we built a weighted semantic network on the whole corpus for each bilingual group. As the current research primarily focuses on word-level CS, and the intra-sentential CS sentences are where the word-level language mixing occurs, for each bilingual group we established additional semantic networks for the intra-sentential CS sentences only. For each network, the nodes were from all unique words of the sentences being included. The edge weight between each pair of nodes was determined by the semantic association between those two nodes, which was obtained from semantic vectors as follows.


Semantic Vectors

Word embedding, a technique for capturing the distributional properties of words embedded in large stretches of sentences and discourses, was used to train the semantic vector of each individual word. There are many different word embedding models that use large-scale distributions of text or discourse. Among them, word2vec (Mikolov et al., 2013) and fastText (Bojanowski et al., 2017) are two well-accepted models with similar algorithms but different feature representations. Word2vec is an artificial neural network model widely used in corpus linguistics and natural language processing that learns vector representations of words from text. Words that appear in similar contexts are closer in vector space. Because semantically related words tend to exist in similar contexts (e.g., “king” and “queen”), word2vec can well capture semantic associations between words (Mikolov et al., 2013). For example, it can derive word vectors that display semantic similarities between word pairs, such that the semantic association between “queen” and “woman” is analogous to the association between “king” and “man.”

The implementational algorithm of fastText (Bojanowski et al., 2017) is similar to word2vec, except that fastText learns vector representations of character n-grams rather than words; vectors of words are the sum of the n-grams they are made of. Therefore, fastText can represent the semantic meanings of words with fine-grained sublexical information, such as morphemes in English and radicals in Mandarin characters.

Studies have shown that fastText outperforms word2vec on representing semantic meanings of words perhaps because of the incorporation of sublexical information (Bojanowski et al., 2017; Grave et al., 2018). Given that, Study 1 primarily used the fastText model to obtain semantic vectors for words. However, one potential risk of using fastText is that the sublexical features might overestimate connections of words within the same language. For example, the vectors of English words are all made from English morphemes, whereas the vectors of Mandarin words are all made from Mandarin characters, which enlarges similarities of words within the same language. To rule out the possibility that the detected language separation, if there is any, is solely due to the cross-linguistic difference in sublexical features, we also constructed semantic vectors based on the word2vec model.

During training, the hyperparameters for deriving word semantic vectors were chosen based on the literature (Mikolov et al., 2013; Bojanowski et al., 2017) and were identical across the models of different corpora. For example, the dimensionality was 300, and the window size was five.



Edge Weights

The edge weight between two given words was obtained from the cosine similarity between those two words’ vectors. Cosine similarity is a measurement of the cosine of the angle between two vectors, which is widely used in representing the semantic similarity between any two words given the words’ embedding vectors (Mikolov et al., 2013; Bojanowski et al., 2017). To make our models computationally tractable and efficient, words with negative cosines, which represent high dissimilarity between the two words, were not connected.




Analysis

We first analyzed the frequencies and the proportions of non-CS, intra-sentential CS, and inter-sentential CS sentences out of all sentences in the bilingual speech. Next, for each bilingual group, we constructed semantic networks with variations in sentence types (i.e., all sentences or only the intra-sentential CS sentences) and embedding models (i.e., fastText or word2vec). Community detections (Blondel et al., 2008) were then run on each semantic network. Finally, with communities detected, we analyzed the proportions of words in each language within each community to test whether the two languages reside in different communities. As previously discussed (Community), nodes that reside in the same community are more densely connected with one another (i.e., forming stronger modularity) than nodes outside the community, and therefore, community is an important network metric for us to determine the global structure of lexical items.




Results

In Mandarin-English bilingual speech, the proportions of non-CS sentences, intra-sentential CS sentences, and inter-sentential CS sentences were 41.2, 54.1, and 4.7%, respectively. In Spanish-English bilingual speech, however, the non-CS sentences accounted for 83.3% of all sentences, whereas the proportions of intra-sentential and inter-sentential sentences were 6.2 and 10.5%. For detailed statistics on sentences and word tokens of each CS type, see Table 2.



TABLE 2. Frequencies and percentages of sentences and word tokens of the three CS types in bilingual speech.
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Table 3 presents detailed community detection output. For the networks based on all sentences, the Louvain algorithm consistently detected two communities for each language pair. For each network, an analysis of the words’ language identity reveals that each community was dominated by one particular language. The dominance was greater for the community where English was the major language; that is, the proportion of words in English out of all words in the English-dominant community was greater than the proportion of words in Spanish or Mandarin in the other community (see Figure 3 for an illustration of the word2vec version of the network).



TABLE 3. Community detection output.
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FIGURE 3. Proportions of words within each community in Mandarin-English (A,B), and Spanish-English (C,D). Networks are based on all sentences and word2vec embeddings. For the Spanish-English plots, “Other” represents words with ambiguous language identities.


Focusing on the networks based on intra-sentential CS sentences only, the community detection output two communities for the Mandarin-English networks but only one community for the Spanish-English networks. For Mandarin-English networks, each of the communities was dominated by one particular language, and the dominance was again greater for the community where English was the major language (Figure 4).
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FIGURE 4. Proportions of words within each community in Mandarin-English, (A) and (B), and Spanish-English, (C). Networks are based on intra-sentential sentences and word2vec embeddings. For the Spanish-English plots, “Other” represents words with ambiguous language identities.




Discussion

We observed a consistent pattern between Mandarin-English and Spanish-English bilingual groups such that, based on the overall spontaneous CS speech, the two languages largely reside in separate communities. It suggests that bilinguals might have separate lexical modules in organizing semantic meanings of words. Such a pattern remains true for the Mandarin-English network, even when considering only the intra-sentential CS speech. Although there was just one detected community in the Spanish-English network based on intra-sentential CS sentences, the intra-sentential CS speech accounts for only a small portion of the total speech. Therefore, the overall findings are still in favor of two largely separate lexical modules in bilingual semantic representation. When separate communities were detected, the dominant language, English, showed greater dominance in the community compared to the non-dominant language in the other community. While the community with English as the major language leaves little space for words in the non-dominant language, the community with dominant Mandarin or Spanish is more open to English words.

Despite the overall pattern revealed by community analyses, there still exist different characteristics of CS speech between Mandarin-English and Spanish-English bilinguals. First, Spanish-English speakers code-switched less often than Mandarin-English speakers. Most of the sentences produced by Spanish-English speakers hardly involve any inter-sentential or intra-sentential CS. Second, unlike the Mandarin-English network, the Spanish-English network based on the intra-sentential CS speech showed only one integrated community.

Given that the observed semantic organizations of lexicons in the two languages are largely separate, it brings us to another important question: what drives bilinguals’ frequent switching back and forth between the two language modules in daily life? Is there any fundamental difference between the words being switched and the words being replaced? Study 2 addressed those questions with a focus on the interconnection and interaction between words.




STUDY 2

This study examines whether the clustering coefficients of words capture important psycholinguistic properties that affect bilingual CS speech. Given the evidence that CS is related to lexical accessibility and that the clustering coefficient of a word reflects lexical accessibility in CS production (Chan and Vitevitch, 2009, 2010; Gollan and Ferreira, 2009; Gollan et al., 2014; Gross and Kaushanskaya, 2015; Kleinman and Gollan, 2016; de Bruin et al., 2018), we predicted a similar role of clustering coefficients on the choice of language during bilingual CS speech. By comparing clustering coefficients of words that were code-switched (CS words, i.e., words that were produced in a language different from the preceding word) with their TEs in the other language (TEs, i.e., words in the preceding language that were replaced), we hypothesized that the CS words have lower clustering coefficients than their TEs. In addition, word frequency, a traditional indicator of lexical accessibility, was considered and controlled for in evaluating the effect of clustering coefficients.


Methods


Materials


Code-Switching Words and TEs

The same preprocessed data in Study 1 (Deuchar et al., 2014; Lee et al., 2017) were used to retrieve CS words. As noted previously, a CS word is defined as a word in a different language than its preceding word within a sentence. For example, in the sentence below, which also appears in Table 1, the words “apply,” “那个,” and “job” are all considered CS words. When retrieving CS words from the Spanish-English corpus, as in Study 1, words were considered only when both the word and its preceding word within a sentence had unambiguous language identities. For the Mandarin-English corpus, we retrieved 1,827 unique CS words in Mandarin and 3,716 in English. For the Spanish-English corpus, there were 1,613 unique CS words in Spanish and 2,176 in English.


刚才 我 不是 跟 你 讲 我 apply 那个 job

“Haven’t I told you just now that I applied for that job”
 

To find the TEs of the CS words, we used Google Translate.1 Google Translate is a popular and reliable translation tool based on a neural machine translation model (Wu et al., 2016). The neural machine translation model usually learns from large samples of parallel text and therefore can find the most common translation when given an input. When the input is a single word, Google Translate will output the most likely translation. Note that the most likely translations for some CS words are phrases rather than single words, such as “理工” in Mandarin and “science and technology” as the translation in English. Since this study mainly focuses on CS behaviors at the word level, the CS words translated as phrases were not included in the analysis. All of the CS words and the TEs were lowercased to avoid the same word with and without the capitalized letter being treated differently.



Word Frequency

We used the SUBTLEX corpora of Mandarin (Cai and Brysbaert, 2010), Spanish (Cuetos et al., 2012), and English (Brysbaert and New, 2009), which are based on word frequencies from film and television subtitles. CS words and TEs not contained in the SUBTLEX corpora were excluded.




Semantic Networks and Word Embedding Models

A weighted semantic network was constructed for each language of each bilingual group. The nodes of a network represent both the CS words and the TEs, whereas the edge weights between every pair of nodes were obtained from the corresponding word embedding models. Unlike Study 1, in this study, the semantic network was built for each language separately. This is because the present study also assesses the properties of the words being replaced (i.e., TEs of the CS words); such properties are likely to be hidden in a CS corpus as not all TEs of the CS words can be found in the bilingual corpus. However, by building separate semantic models based on pre-trained large-scale word embeddings of each language, the semantic properties of TEs can also be obtained.


Semantic Vectors

As sublexical features will not affect the analysis of this study and fastText (Bojanowski et al., 2017) is better at representing semantic information than word2vec (Mikolov et al., 2013), we used fastText in Study 2. For each language, we used a pre-trained fastText model2 which contains semantic vectors of two million unique words. CS words and TEs that were not covered in fastText models were excluded. Consequently, there were 909 Mandarin-English and 2,839 English-Mandarin CS-TE pairs from the Mandarin-English speech, and 258 Spanish-English and 623 English-Spanish pairs from the Spanish-English speech.





Analysis

The clustering coefficient of each word in each semantic network was calculated. To determine whether CS words have lower clustering coefficients and higher frequencies than their TEs, we compared the clustering coefficient and the frequency separately between each CS word and its TE, in both CS-TE directions (e.g., for the Mandarin-English bilingual speech: CS words in Mandarin and their TEs in English and CS words in English and their TEs in Mandarin).


Data Rescaling

As clustering coefficients and word frequencies of different languages came from different resources, to make the metrics comparable across different languages, we transformed the data to rescale them before the statistical analyses.


Clustering Coefficient

We used z-scores to standardize the clustering coefficients of words in different languages. The z-score of a clustering coefficient denotes how many standard deviations it is below or above the mean clustering coefficient of words in its language. It rescales data so that clustering coefficient distributions of two languages have the same mean and standard deviation (μ = 0, σ = 1).



Frequency

We used frequencies measured per million words as standardized word frequency values across languages, which are provided in the SUBTLEX corpora (Brysbaert and New, 2009; Cai and Brysbaert, 2010; Cuetos et al., 2012). In addition, because word frequency values are positively skewed, we log transformed them.




Analysis Plan

We first evaluated the performance of Google Translate. Although we used Google Translate to find the best matching translation in general, we could not guarantee that the translation was correct given the context in the sentence. To evaluate how well it reflects actual semantic meanings of words produced in the corpus, we retrieved 10 subsamples from the translations, with each subsample containing 30 CS-TE pairs with the corresponding sentences that the CS words came from. For each subsample, we evaluated the translation accuracy; namely, the percentage of CS-TE pairs that correctly captured the context of the sentences out of all 30 CS-TE pairs. The evaluations were done for both bilingual groups.

Next, we analyzed the correlation between clustering coefficients and frequencies of words for each language in each bilingual group. To distinguish the effect of clustering coefficient from the effect of word frequency, we calculated the residuals of each of these variables in the following statistical analyses to remove the effect of the other variable. For example, when testing the effect of clustering coefficient with word frequency being controlled for, residualized standardized clustering coefficients (Res CZ) were calculated from a regression model using frequency as the predictor of clustering coefficient. Similarly, residualized log-transformed frequencies (Res LogF) were calculated with clustering coefficients being controlled for when testing the frequency effect.

Finally, we conducted both parametric and non-parametric analyses to test the effect of Res CZ or Res LogF on bilingual CS. The parametric test considers the difference values, whereas the non-parametric test only counts the direction of the difference. As the non-parametric test has been shown to be less powerful than the parametric one (Olejnik and Algina, 1987), we use the non-parametric test as backup evidence while still primarily relying on the parametric test for interpreting the results.

Mixed-design ANOVAs and sign tests were adopted as parametric and non-parametric tests, respectively. With either Res CZ or Res LogF as the dependent measurement, a mixed-design ANOVA was run using a within-item variable of switching (whether the word was a CS word or a TE), and a between-item variable of CS-TE direction. Paired-sample t-tests were used to further analyze the switching effect in each CS-TE direction in the case of significant interactions. For each CS-TE direction, the sign test was also run based on counts of CS-TE pairs with lower versus higher Res CZ or Res LogF for CS words.




Results


Evaluating Google Translate

The average accuracy of the translations was 0.81 (SD = 0.04) for the Mandarin-English words and 0.77 (SD = 0.07) for the Spanish-English words.



Correlation Between Dependent Measurements

For the CS words and the TEs from the Mandarin-English corpus, the standardized clustering coefficient and the log-transformed word frequency were positively correlated (r = 0.51, p < 0.001). For the words from the Spanish-English corpus, the correlation between the two variables was also positive (r = 0.55, p < 0.001).



The Effect of Clustering Coefficients on CS

For the data from the Mandarin-English corpus, the mixed-design ANOVA showed a significant interaction between switching and CS-TE direction (Figure 5A), F(1, 3746) = 177.45, p < 0.001. Paired-sample t-tests revealed that Res CZ of CS words were significantly lower than their TEs in the Mandarin-English direction, t(908) = −13.84, p < 0.001, d = −0.46. However, the difference was not significant in the English-Mandarin direction.
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FIGURE 5. Means for switching and CS-TE direction of the residualized standardized clustering coefficients (Res CZ) for (A) the Mandarin-English corpus and (B) the Spanish-English corpus, and the residualized log-transformed frequencies (Res LogF) for (C) the Mandarin-English corpus and (D) the Spanish-English corpus. The error bars represent the 95% confidence intervals.


For the data from the Spanish-English corpus, the interaction between switching and CS-TE direction was also significant (Figure 5B), F(1, 879) = 19.74, p < 0.001. Paired-sample t-tests showed a significant difference between Res CZ of CS words and TEs, and consistent with the Mandarin-English data, the difference was significant only when the CS-TE direction was from Spanish to English, where CS words had significantly lower Res CZ than their TEs, t(257) = −5.25, p < 0.001, d = −0.33.

The sign tests indicated significantly more CS-TE pairs that had lower Res ZC for their CS words than their TEs. That was true regardless of the bilingual group or CS-TE direction. Detailed statistical output is presented in Table 4.



TABLE 4. Statistical results of the sign tests for the clustering coefficient of words.
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The Effect of Frequencies on CS

For the data from the Mandarin-English speech, the mixed-design ANOVA showed a significant interaction between switching and CS-TE direction (Figure 5C), F(1, 3746) = 93.35, p < 0.001. Paired-sample t-tests showed that Res LogF of CS words were significantly higher than their TEs when CS-TE direction was from Mandarin to English, t(908) = 6.74, p < 0.001, d = 0.22. On the English-Mandarin direction, however, CS words had significantly lower Res LogF than their TEs, t(2838) = −7.22, p < 0.001, d = −0.14.

For the data from the Spanish-English speech, the interaction between switching and CS-TE direction was not significant (Figure 5D). However, the main effect of switching was significant such that CS words had significantly higher Res LogF than their TEs, F(879) = 14.07, p < 0.001. Paired-sample t-tests indicated significantly higher Res LogF of CS words than their TEs in both the Spanish-English direction, t(257) = 2.44, p = 0.015, d = 0.15, and the English-Spanish direction, t(622) = 3.04, p = 0.002, d = 0.12.

In sign tests, only the Mandarin-English direction and the English-Spanish direction showed significantly more CS-TE pairs with higher Res LogF in CS words. The English-Mandarin direction showed significantly fewer CS-TE pairs with higher Res LogF, whereas no significant difference was found in the Spanish-English direction. Detailed statistical output is presented in Table 5.



TABLE 5. Statistical results of the sign tests for the frequency (per million) of words.
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Discussion

For both bilingual groups, we found an effect of clustering coefficients when CS involved using the non-dominant language to replace the dominant language. More specifically, the CS words tend to have lower clustering coefficients than their TEs. However, when CS occurred in the opposite direction, such an effect was not detected. The results are consistent in that the Mandarin-English and the Spanish-English bilingual groups reveal similar patterns. With word frequencies controlled for, we also ruled out the possibility that the influence of clustering coefficient is merely a byproduct of the traditional frequency effect.

The current study also showed opposing effects of clustering coefficients and word frequencies on the CS path from the non-dominant to the dominant language, that is, CS words tend to have lower clustering coefficients but higher word frequencies than their TEs. Such findings not only align well with the previous studies (Gollan and Ferreira, 2009; Gross and Kaushanskaya, 2015) in which word frequencies affect language choice during voluntary CS, but also suggest that the clustering coefficient contributes to bilingual language processing independently of word frequencies.

Consistent with the previous empirical studies of voluntary CS (Gollan and Ferreira, 2009; Gross and Kaushanskaya, 2015), Study 2 showed that when the dominant language is code-switched to the non-dominant language, the mechanisms involved may be different than when CS is in the other direction, from the non-dominant to the dominant language. Following Gross and Kaushanskaya’s (2015) reasoning, such asymmetry might indicate that CS behaviors cannot be purely explained by clustering coefficients and word frequencies. Clustering coefficients in the English to Mandarin or English to Spanish directions were not significantly different between the CS words and their TEs. Word frequencies, however, were significantly different between CS words and their TEs; they showed opposite effects between the two bilingual groups according to the parametric tests.

The non-parametric tests revealed some disparity from the results of the parametric test. For clustering coefficients, the non-parametric tests also found significantly more CS-TE pairs with lower clustering coefficients in CS words than their TEs in the CS-TE direction from the dominant language to the non-dominant language, which further strengthens the effect of clustering coefficients on CS. For word frequencies, the non-parametric tests failed to capture the difference between CS words and TEs in Spanish-English as indicated by the parametric test, which raises a caveat for interpreting the word frequency effect.

One alternative way of defining CS words might be to differentiate between the matrix language and the embedded language (e.g., Auer and Muhamedova, 2005) and only treat words from the embedded language as CS words. For example, in the Mandarin-English CS sentence “刚才 我 不是 跟 你 讲 我 apply 那个 job” (see Code-Switching words and TEs), Mandarin could be considered the matrix language with English as the embedded language, since Mandarin is the language shaping the syntactic structure of the sentence. Unlike in our study, one could then argue that the word “那个” is not a CS word. However, there has been little empirical evidence suggesting that the switch from the embedded language back to the matrix language does not, psychologically, involve a “switch” process. In fact, almost all previous word-level CS experiments defined a switching condition as occurring when the target word is in a different language from its preceding word (e.g., Gollan et al., 2014; Kleinman and Gollan, 2016; de Bruin et al., 2018). The matrix and embedded language distinction focuses more on the syntactic structure of CS behaviors. Additionally, there have been disagreements about how to distinguish between matrix and embedded language (Auer and Muhamedova, 2005; Zabrodskaja, 2009). This is also an issue for our data as not all sentences clearly show which language is the matrix language. For example, in the Mandarin-English CS sentence “就是 那个 路 然后 lead to heritage center” (meaning “it is that road that then leads to heritage center”), the Mandarin and the English words are equally important in determining the sentence structure (i.e., subject, verb, and object). Given that, the current study adopts a less contentious, more easily applied definition of CS. Nevertheless, future studies should closely examine mechanisms and mental processes involved in spontaneous CS speech.




A FURTHER INVESTIGATION OF THE LANGUAGE DISTANCE EFFECT

Although the two bilingual groups showed similar patterns in most analyses, they greatly differ in the frequency of CS; the intra-sentential CS speech accounts for a much smaller portion of the total speech in the Spanish-English data than in the Mandarin-English data. One potential account underlying such differences across bilingual groups might be the language distance effect (Abutalebi et al., 2015; Kim et al., 2016; Ramanujan, 2019a,b). Since English is closer to Spanish than to Mandarin, at both the lexical and the syntactic levels (Voegelin and Voegelin, 1977), Spanish-English bilinguals might use more cognitive control to avoid cross-language conflicts.

To explore whether this is the case, in this study, we conducted an analysis based on preliminary evidence from cross-language cognates. Cognateness between Spanish and English is a lexical-level factor known to greatly reduce the distance between Spanish and English and therefore one that might affect CS speech. If cognateness is a driving force for fewer occurrences of intra-sentential CS, we should expect that the greater the similarity between the word produced and its TE is, the less likely that either of the two words would be used as a CS word. This analysis was done only on the Spanish-English group data as cognateness does not exist for the Mandarin-English group.


Methods

We first retrieved all words produced in the corpus. A word was assigned to the CS class if it was ever used as a CS word. Otherwise, it was assigned to the non-CS class. Corresponding TEs for those words were then obtained through the same method described in Section “Code-Switching Words and TEs.” Next, we used the orthographic similarity measurement provided by the NIM database (see Guasch et al., 2013 for the detailed algorithm) to measure cognateness between the word and its TE. A logistic regression was then calculated using orthographic similarity to predict whether a word was in the CS or the non-CS class.



Results

The logistic regression analysis showed orthographic similarity to be negatively related to the probability that the word was a CS word, B = −0.46, Wald = 16.13, p < 0.001. However, the regression only accounted for 0.5% of the variance in the outcome, [image: image] = 0.005. The results indicate that there was a weak effect of cognateness on CS speech such that the greater the orthographic similarity between the word produced and its TE in the other language, the less likely that the word was used as a CS word.




GENERAL DISCUSSION

The study of CS speech has had a long tradition and has produced a wealth of knowledge in the understanding of bilingual language processing and representation. Most studies in this area, however, have focused on a small set of CS words due to the constraints of experimental tasks or available data. In addition, few studies have examined the global structural properties of the CS words. In the current research, we adopted a novel network science approach to overcome these limitations to investigate bilingual semantic lexicons. Specifically, the network science framework has the advantage of depicting structural properties of complex systems, thus allowing us to understand the overall organization of bilingual lexicons as well as the detailed interconnections of words in the two languages. This framework offers us the flexibility to examine the overall properties of the CS words in one language as compared with their non-CS counterparts (i.e., TEs in the other language). Moreover, compared to approaches used in the previous bilingual research in psycholinguistics, the network science approach can be applied directly to the analysis of spontaneous speech in naturalistic conversations, which is of great value when a growing number of studies nowadays have recognized the situation-dependent diversity of language processing (Blanco-Elorrieta and Pylkkänen, 2017; Kałamała et al., 2020).

Based on analyses of two CS corpora of naturalistic productions, our studies showed the following patterns. First, the semantic organizations of the two lexicons in CS speech are largely distinct, with a small portion of overlap such that the semantic network community dominated by each language still contains words from the other language. The lexicon of the non-dominant language shows more dependence on the lexicon of the dominant language, which is reflected in the network community measures: The community of the non-dominant language is more open to words from the other language, compared to the community of the dominant language.

This finding aligns well with the Competition Model that posits modular representations for different languages that emerge out of lexical competition (Bates and MacWhinney, 1982; Hernandez et al., 2005; Hernandez, 2013). Moreover, much as in the previous work (Hernandez et al., 2005; Li and Zhao, 2013), the greater dependence of the non-dominant language reveals that the lexicon of the non-dominant language can be parasitic on the lexicon of the dominant language (Hernandez et al., 2005; Li and Zhao, 2013). The lexicon of the dominant language can be independent and integrated by itself to a great extent, but the lexicon of the non-dominant language tends to rely on and overlap with the dominant language at least partially. Although the parasitic lexical-semantic organization in the Li and Zhao (2013) model is due to factors, such as age of acquisition and language proficiency, the current study shows that such organization could also be reflected in the global network structure of the lexicon in spontaneous CS productions. Future studies could use the network science approach to further explore the characteristics of the dominant language’s words that reside in or become parasitic in the lexicon of the non-dominant language. On the other hand, since there are a few words from the non-dominant language that “intrude” into the lexicon of the dominant language, it may also be important to understand the particular properties allowing them to do so.

Second, the effect of clustering coefficients on CS speech when the CS word is in the non-dominant language is consistent across the two bilingual groups and is independent of the word frequency effect. Our findings also underscore the importance of studying words in a global structure that incorporates the interconnection and the interaction between words in the bilingual context. As an essential metric in network science, the clustering coefficient has been shown to be important in other areas of language processing but has not yet been carefully examined in the bilingual literature. For example, Chan and Vitevitch (2009, 2010) showed that words with lower clustering coefficients were more easily retrieved than words with higher clustering coefficients. Following their rationale, it is likely that a word with a lower clustering coefficient will “stick out” from other neighboring words, whereas a word with a higher clustering coefficient tends to be overwhelmed by its densely interconnected neighbors. Therefore, bilinguals can retrieve the word with lower C more easily, although the cost of doing that is the necessity to switch between languages. Combining this finding with the observed separate language modules in Study 1, it is likely that the lexical accessibility driven by the interconnectivity of words makes the cost-free switching between modules possible; a word with lower clustering coefficient might be able to “stick out” and surpass the competitive interplay between the two languages. To test this possibility, a more direct link between the language modules and the overriding lexical accessibility should be established in the future.

Such findings also add to the work of Chan and Vitevitch (2009, 2010) on phonological networks. With modern semantic embedding tools, which have been found to accurately capturing the semantic representations of words, we showed that the effect of clustering coefficients on language processing can also be identified in semantic domains and bilingual contexts. However, the current research is unable to tell us whether the underlying mechanism of the clustering coefficient in semantic domains is comparable to the mechanism uncovered by Chan and Vitevitch (2009, 2010) in phonological networks. To deepen our understanding of the clustering coefficient in semantic networks, future studies should combine experimental methods and computational modeling with the network science approach.

Third, Spanish-English bilinguals switched less frequently than Mandarin-English bilinguals. One likely explanation might be the language distance effect (Abutalebi et al., 2015; Kim et al., 2016; Ramanujan, 2019a,b). We found that the greater the orthographic similarity between the word produced and its TE, the less likely that the word is used as a CS word. As Ramanujan (2019b) showed that two typologically similar languages require greater cognitive control than two languages whose linguistic attributes have greater disparities, Spanish-English bilinguals might use more cognitive control to avoid cross-language conflicts and therefore mix languages less frequently than Mandarin-English bilinguals during speech. The occasional intra-sentential CS sentences with mixed lexicons might just be evidence of how the two languages resemble each other lexically and syntactically. However, orthographic similarity only accounts for a very small portion of CS behaviors, perhaps because we are examining naturalistic CS productions rather than written data. Phonological similarity might be a better predictor than orthographic similarity in speech studies, and phonological measurements can also be applied to Mandarin-English bilingual data. In addition, although bilinguals in the two corpora have almost equally high proficiency in both languages (Deuchar et al., 2014; Lee et al., 2017), their language backgrounds and the environments of data collection may still differ in other ways, as various linguistic and situation-dependent factors could affect CS behaviors (e.g., Li, 1996).

The present research highlights the importance of considering diversity of different bilingual groups in language research. If it is the distance between the two languages that affects bilingual CS speech and the relevant semantic organizations of bilingual lexicons, then a language distance effect should also be observed in other bilingual groups. Future studies should test this conjecture by analyzing bilinguals whose language pairs represent various degrees of linguistic distance.

Finally, as noted above, CS is affected by whether the CS word is in the dominant or non-dominant language, with different effects of clustering coefficients and word frequencies depending on CS-TE direction (i.e., dominant to non-dominant or the reverse). This finding suggests that the word frequency effect that has been observed in some previous CS studies might be modulated by other factors, such as language dominance or the distance between the two languages. It is also likely that the interactions between word frequency, language dominance, and language distance account for why word frequency effects on CS were mixed in the previous studies (Gollan and Ferreira, 2009; Gross and Kaushanskaya, 2015; de Bruin et al., 2018). Investigation of the complex relationships among these variables will be important in future research.

In Study 2, the semantic representation was built separately for each language. The consideration for doing so, as mentioned before, was to uncover the effects of clustering coefficients of the words being replaced (i.e., TEs of CS words). However, it has been widely argued that a bilingual is not the sum of two monolinguals (Grosjean, 1989). Therefore, we caution that the separate semantic representations as constructed in Study 2 might not best represent the actual bilingual situation. To overcome this limitation, a larger bilingual CS corpus or word association norms in bilingual context might help in modeling bilingual semantic representations. Although Google Translate shows reliable performance in general (Wu et al., 2016), its accuracy in reflecting the context-dependent meanings of words in the present study still needs to be improved. Future work should explore the use of context-dependent translation for words or recruit human translators. In addition, due to the methodological limitations of corpus analysis, the current study provides correlational rather than causal findings. As always, caution should be used in interpreting correlational analyses as evidence for causal relationships. Future studies should combine corpus analyses with experimental methodologies to identify causal explanations of spontaneous bilingual CS speech. Finally, the current study has examined only clustering coefficients and word frequencies in CS speech. Future studies should investigate other lexical variables known to affect speech production, such as word length (Piantadosi et al., 2011), phonological overlap (Costa et al., 2005), and phonological neighborhood density (Gahl and Strand, 2016).
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FOOTNOTES

1The translation was automatically done by the Google Translate API for Python. https://github.com/lushan88a/google_trans_new

2https://fasttext.cc/docs/en/crawl-vectors.html
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Corpus: Child MLU Dss IPSyn ‘Our model

Braunwald: Laura 0.732 +0.001 0.794 + 0.001 0.867 + 0.001 0.888 + 0.001
Brown: Adam 0.942 + 0.000 0.739 £ 0.001 0.908 =+ 0.001 0.964 £ 0.000
Brown: Eve 0.976 + 0.001 0.958 + 0.000 1.000 + 0.000 1.000 + 0.000
Brown: Sarah 0.935 + 0.000 0.953 + 0.000 0.966 + 0.000 0.959 £ 0.000
Clark: Shem 0.842 + 0.002 0.855 + 0.001 0.936 + 0.001 0.889 £ 0.001
Demetras: Trevor 0.618 +0.003 0.567 £ 0.002 0.609 + 0.003 0.727 £ 0.003
Kuczaj: Abe 0.856 + 0.001 0.804 + 0.002 0.943 + 0.001 0.801 +0.001
MacWhinney: Ross 0.610 +0.002 0.588 + 0.002 0.458 + 0.002 0.604 + 0.002
Sachs: Naomi 0.732 + 0.002 0.869 £ 0.001 0.933 £ 0.001 0.92 £ 0.001

Snow: Nathaniel 0.190 + 0.004 0.892 + 0.001 0.905 + 0.001 0.881 £ 0.001
Suppes: Nina 0.896 + 0.001 0.896 £ 0.001 0.896 £ 0.001 0.974 £ 0.001
Weist: Benjamin 0.607 + 0.004 0.927 + 0.000 0.964 + 0.001 1.000 + 0.000
Weist: Emily 0.336 + 0.003 0.643 £ 0.002 0.629 + 0.002 0.432 £ 0.003
Weist: Jillian 0.321 +£0.005 0.243 + 0.005 0.126 + 0.006 0.657 £ 0.003
Weist: Matt 0.685 + 0.002 0.741 £ 0.001 0.622 + 0.002 0.713 £ 0.001
Weist: Roman 0.311 +£0.003 0.735 + 0.003 0.566 + 0.002 0.509 + 0.002
Average 0.662 0.763 0.770 0.807

The four language development scores include our data-criven approach and three baselines: Mean Length of Utterance (MLU), the Developmental Sentence Score (DSS), and the
Index of Productive Syntax (IPSyn).
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Syntactic dependency type Accuracy (%)

suBJ 823
ROOT 84.4
JCT 741
DET 123
oBJ 736
AUX 792
POBJ 739
PRED 727
LINK. 724
MOD 613
COMP 789
INF 818
NEG 75.1
QUANT 64.1
NJCT 743
‘COORD 725
CONJ 758
cJcT 859
CMOD 75.1
XMOD 69.2

AVERAGE 749
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The grandma knit a scarf for the girl. The maid brought the hotel guest a towel.

Example language prime sentences. Participants received either two object-
first primes (left) or recipient-first primes (right).

The man is skiing.

Examples of language filler trials.
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Examples of action filler trials.
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Annotation parameter

Movement pattern

Movement repetition
lconicity alternating-fimb-
movernent activity
Compound

Options

Symmetrical, alterating, other movement, or
no movement

Single or repeated
Iconic or non-iconic yes or no

Yes or no
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Familiarization stimuli Trained condition Naive condition
continuum continuum [unrepaired
[unrepaired response]
response]

sradex, srasper, and srigin */st/-/fi ['S'] /ISl ['SH]

shiadex, shiaspar, and shiigin  */ JU-/sV/ ['SH'] */sil-/fil ']

The phonotactically unrepaired response choice is shown in brackets.
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(18) a. Cal par mpon.
wind open door
“The wind opened the door.” (Keenan and Dryer, 2007,
p.333)
b. Mpon ga-pa? ma cal.
door PAss-open by wind
“The door was opened by the wind.” (Keenan and Dr
2007, p. 333)
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Estimate

SE df

P(F&M) ~ Competition * Accessibility * ClusterStrength + decade + (1+ decade | item)

(Intercept)
Compe
Accessibility(F-M)
ClusterStrength
Decade

Competition:acc
Competition: cluster
accicluster

Competition:acc:cluster

Item (Intercept)
Decade
Residual

R?

0.010
-0.631
0.191
0.067
0.178
—0.029
—0.062
0.058
0.122

Variance

0.51863
0.03758
0.04422

Marginal

0.438

Fixed effects
0.108 4
0.083 225
0.084 308
0.083 395
0.037 65
0.043 458
0.027 241
0.036 248
0.034 280
Random effects

SD Correlation
0.7202
0.1939 0.28
0.2103

Model fit
Conditional

0.959

Number of obs: 488, groups: item, 45. Boldface indicates statistical significance.

t-value

0.090
10.025
2.967
2.062
4.792
—0.684
—2.325
1.601
3.643

Pr(>It)

0.929
0.001
0.003
0.041
0.001
0.494
0.021
0.111
0.001
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actor and actress

actors and actresses

boy and girl

boys and girs

brother and sister

brothers and sisters

dad and mom

dad and mother

daddy and mammy

daddy and mommy

daddy and mother

father and mother

fathers and mothers
gentlemen and ladiies
grandfather and grandmother
grandfathers and grandmothers
grandpa and grandma

grandson and granddaughter
grandsons and granddaughters
husband and wife

husbands and wives

King and queen

kings and queens

man and wife

man and woman

men and ladies

men and women

mr. and mrs.

mr. and ms.

nephew and niece

nephews and nieces

paand ma

papa and mama

pappy and mammy

pop and mom

son and daughter

sons and daughters
stepfather and stepmother
stepfathers and stepmothers
stepson and stepdaughter
stepsons and stepdaughters
uncle and aunt

uncles and aunts

waiter and waitress

waiters and waitresses

Following Mollin (2013) and Morgan and Levy (2015), we included singular and plural binomial terms for the majority of binomials, since their ordering preferences can differ:
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Response domain Subcomponent order M

Action Right-first 0.40
Left-first 0.60
Language Recipient-first 0.49
Object-first 0.51

SD

0.38
0.38
0.27
0.27

Values are computed from by-subject means over all valid responses to target trials.





OPS/images/fpsyg-11-01193/fpsyg-11-01193-g005.jpg
Proportion of Prime-Congruent Responses

1.00-
0.75+
0.50-
0.25
0.00-

Action Language
Responses Responses

B

1.00-
0.75+
0.50-
0.25-
0.00-

Left-first and Left-first and
Object-first Primes Recipient-first Primes

D

Right-first and Right-first and
Object-first Primes Recipient-first Primes

Presentation Lists





OPS/images/fpsyg-11-01193/fpsyg-11-01193-g004.jpg
Proportion of Prime-Congruent Responses

Action Language
Responses Responses

1.00 -

0.7591

0.50 -

0.251

0.00 1

Left-first Right-first Object-first Recipient-first
Primed Condition





OPS/images/fpsyg-11-01193/fpsyg-11-01193-g003.jpg
containing object-first or recipient-first phrase

} Two Language Primes sentences
orders

The teacher showed
the children a map.
Language Target: A picture that can be
described with either object-first or recipient-first
phrase orders

Three filler trials without sequencing
|} options: vertically-arrayed diamonds,

simple sentences, and pictures of

The child is eating. intransitive actions

Two action primes: arrows
indicate path of movement

v (v | Action Target with left-
¢ " first and right-first options
from the green Start
diamond

Three filler trials not
shown here
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Variable

M (sD)
Serial short-term memory

Visual serial STM 73(72)
Auditory serial STM® 10.2 (8.4)
Serial STM composite 0.2(0.9)
Language

Expressive language composite 06(05)
Receptive language composite 05(05)
Complex language reasoning composite 06(05)

(-0.8)-28

(-05)-15
(-07)-14
(<0.4)-1.4

M (sD)

53(4.6)
62(53)
—-0.2(0.6)

-08(08)
~0.7(0.9)
-08(0.7)

DLD (n =51)

Range

1-21
1-24
(-0.8-1.6

(-25)-06
(2411
(-20-08

&

226"
7
248"

7D, Typically developing children; DLD, Children with developmental language disorder; n, Number of observations; M, Mean; SD, Standard deviation; d, Cohen’s d, effect size; STM,

Short term memory.

*For visual serial STM d and p-values are from original data since it was the only one of these variables without any missing values. For al other variebles d and p-values are pooled

< 0.001.

from the independent samples t-tests in twenty multiple imputations. ®One TD child had auditory serial STM task missing.
tit,
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Variable

Age (months)

Non-verbal Reasoning®®

Matrix Reas., Raw Score®

Matrix Reas., Std. Score®

Block Design, Raw Score®
Block Design, Std. Score®
Expressive language variables
BNT, Raw Score

RDLS Expr., Raw Score
EOWPVT, Raw Score

Pict. Naming, Raw Score®

Pict. Naming, Std. Score®
Receptive language variables
Receptive Voc., Raw Score®
Receptive Voc., Std. Score®
RDLS Compr., Raw Score
ROWPVT, Raw Score

M (SD)

67.0(10.0)
03(0.8

17.6(4.2)
11.6 (2.6)
282(4.2)
105 (28)

33.4(7.1)
41.5(8.4)
83.9(165)
233 (2.8)
105 (3.0)

316 (25)
109 22)
55.9(3.8)

112.9(34.2)

Complex language reasoning variables

Vocab., Raw Score®
Vocab., Std. Score®
Inform., Raw Score®
Inform., Std. Score®
Word Reas., Raw Score®
Word Reas., Std. Score®
Compr. Instr., Raw Score
Compr. Instr., Std. Score

27.8(105)
107 3.0)
2723.1)
108 (2.5)
213(35)
10.3 (2.4)
20.93.4)
92(2.4)

Variables for non-verbal STM validation

Sentence Repet., Raw Score
Forward Mem., Raw Score

21.08.5)
14.8(35)

D (n = 66)

N of missing

Group

Range

50-86
(-1.1)-22
8-26
5-17
20-38
4-16

16-62
20-54
54-120
17-29
2-17

24-36
5-15
46-62
58-178

5-48
2-18
20-33
4-17
10-28
2-16
14-29
3-15

12-28
4-22

M (sD)

63.1(10.2)
-0.4(09)
13.4 (4.7)
93 2.4)
25.0 (4.1)
86(2.7)

15.1 9.1)

20.7 (12.0)

44.8 (23.1)
13.4 (6.6)
33(3.0)

259(6.7)
65(39)
47.0(9.1)

65.0(24.3)

95(6.1)
48(1.7)
17.769)
3.1(2.4)
73(75)
2.425)
14.2 (5.0)
52(26)

8569
8149

DLD (n =51)

N of missing

Range
1982 030"
(-22-2.1 092
426 004
316 088"
18-36 075"
416 067
032 2.10%
042
079
025
112 2.4
935 1870
1-15 e
26-50 1810
33143 1510
022 2,08
18 231
028 208
1-9 341
023 250
1-10 320
426 1,60t
1-12 1617
023 268
019 1680

TD, Typicelly developing chidren; DLD, Chidren with developmental language disorder; n, Number of observations; M, Mean; SD, Standard deviation; d, Cohen's d effect size; Matrix
Reas., Matrix Reasoning; Vocab., Vocabulary; Inform., Information; Word Reas., Word Reasoning; Compr. st Comprehension of Instructions sublest from the Nepsy-1l; BNT, Boston
Naming Test; RDLS, Reynell Developmental Language Scales ll; Expr, Expressive Scale; Compr, Comprehension Scale; EOWPVT, Expressive One Word Picture Vocabulary Test;
Pict. Naming, Picture Naming; Receptive Voc., Receptive Vocabulary; ROWPVT, Receptive One Word Picture Vocabulary Test; Sentence Repet., Sentence Repetition subtest from the
NEPSY-I; Forward Mem., Forward Memory subtest from Leiter Interationl Performance Scale—Revised; Std. Score, Standrd score.
4 the case of missing values, d and p-values are pooled from the independent samples t-tests in twenty multiple imputations. ®Wechsler Preschool and Primary Scale of Inteligence,

Third edition
034,

<0.001.

lechsler, 2009). °Non-verbal reasoning score is the mean of sample standardized z scores of Matrix reasoning and Block design raw scores.
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Group Log-Likelihood BF[m:m1] BF[m:m2] BF{m: m3]

Activation —1277.305 1 1266-26  2.48E-10
Model (m1)

Assodiative —1217.662 7.99E+25 1 1.98E+16
Model (m2)

Reinforcement —1255.183 4.03E409  5.04E-17 1

Model (m3)
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Prime condition Proportion ~ Priming effect

(Do)

Overall DO 0.787 0.159
PD 0.628
Overall Grammatical 0.716

Ungrammatical  0.698
Two-way interaction comparison

Grammatical DO 0.788 0.145
PD 0.643

Ungrammatical DO 0.786 0173
PD 0.614

17 subjects were removed, NA responses were excluded in proportions.





OPS/images/fpsyg-12-582259/fpsyg-12-582259-g003.jpg
o
©
a

©
o

o9 o

Average Morpheme Accuracy
® @
o u

o
©
a

[$)]

® o
o

Average Morpheme Accuracy
o o o
©
o

I T T T
-ed Plural-s 3rd-s -ing
Morpheme
| | | | | |
00 02 04 06 08 1.0

Morpheme Reliability
(Proportion word-form:lemma)

Average Morpheme Accuracy

0.90

0.85

0.80

30 35 40 45 50 55

Morpheme Availabilty
(log word-form frequency)





OPS/images/fpsyg-12-662345/fpsyg-12-662345-t005.jpg
Statistical test Odds ratios SE z P
Syntactic priming
(Intercept) 571 1,62 6.16 <0.001
Syntactic Structure{A] .40 1.43 829 <0.001
Syntactic Correctness(C] 072" 011 —22 0028
Semantic Correctness(C] 1.18 0.18 1.47 0.142
Syntactic Structure Syntactic Correctness 086 022 -06 0547
Random effects
R2 329
1cC 06
N subjiD 89
Observations 3,179
Marginal R2/Condtional R2 0.090/0.633
log-Likelihood —1070.286
Simple main effects, where prime condition = grammatical
(Intercept) 4241 14 559 <0.001
Syntactic Structure{A] 560" 0.85 1.4 <0.001
Simple main effects, where prime condition = ungrammatical
(Intercept) 6117 1.79 6.17 <0.001
Syntactic Structure{A] 580" 1.34 761 <0.001
Interaction analysis of grammaticality
prime condition = Active
(Intercept) 4589 18.42 953 <0.001
Syntactic Correctness(C] 061 0.13 -23 0022
prime condition = Passive
(Intercept) 851 19 6.43 <0.001
Syntactic Correctness(C] 0.70* 0.1 —2.34 0019
Analysis of verification rate
(Intercept) 810" 207 8.18 <0.001
Syntactio Structure{a] 054 0.13 -252 0012
Syntactic Correctness(C] 062" 0.14 —2.44 0,032
Semantic Correctness|C] 011 0.03 -9.09 <0.001
Syntactic Structure{A: Syntactic Correctness(C] 1.90° 057 215 0032
Syntactic Structure{A: Semantic Correctness(C] 12427 421 7.43 <0.001
Syntactic Correctness(CJ: Semantic Correctness(C] 55.92" 18.95 11.87 <0.001
Syntactic Structure{A]: Syntactic Correctness|C]: Semantic CorrectnessC] 049" 0.09 -3.31 0.001
Analysis of production error
(Intercept) 000" 0 —5.43 <0.001
Syntactic Structure(A] 1.14 03 051 0609
Syntactic Correctness(C] 040" 0.09 -3.98 <0.001
Semantic Correctness(C] 092 0.4 -05 0615
Syntactic Structure{A: Syntactic Correctness(C] 091 03 -029 0773

NA responses were excluded in analysis. *p < 0.0!

“p < 0.01; **p < 0.001.
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Statistical test Odds ratios SE z P
Syntactic priming
(Intercept) 1,80 026 407 <0.001
Syntactic Structure{DO] 290 042 7.29 <0.001
Syntactic Correctness(C] 117 0.16 12 0229
Syntactic Structure{DOJ: Syntactic Correctness [C] 086 0.17 -0.76 0.447
Random Effects
R2 329
icc 031
N surveylD 125
Observations 2429
Marginal R2/Conditional R2 0.049/0.345
log-Likellhood —1274.984
Simple main effects, where prime condition = grammatical
(Intercept) 2450 034 486 <0.001
Syntactic Structure(DO] 257 038 633 <0.001
Simple main effects, where prime condition = ungrammatical
(Intercept) 177 024 427 <0.001
Syntactio Structure{s] 276 0.40 7.06 <0.001
Interaction analysis of grammaticality
prime condition = DO
(Intercept) 538" 093 975 <0.001
Syntactic Correctness(C] 1.01 0.16 0.07 0.944
prime condition = PD
(Intercept) 186" 1.38-2.50 405 <0.001
Syntactic Correctness(C] 1.18 0.16 1.23 0217
Analysis of production error
(Intercept) 154,21 64.33 12.08 <0.001
Syntactic Structure(DO] 062 022 -135 0.178
Syntactic Correctness[C] 056 0.19 —1.66 0007
Syntactic Structure{DOJ: Syntactic Correctness{C] 383" 1.96 262 0009

NA responses were excluded in analysis. *p < 0.05; *'p < 0.01; ***p < 0.001.





OPS/images/fpsyg-12-582259/fpsyg-12-582259-g001.jpg
Availability (Log Word-form Frequency)

Past-tense -ed Plural -s

looked students e .‘ . GrOUp

® Top 10 Availability

® Top 10 Reliability

® Bottom 10 Reliability

3 4
required

3rd-person -s Progressive -ing

. seer.ns “n e, o trying
)
g 000s 2@

:'..r.-. -
4 - .o; .. ® PY F

o o o0 . .

thanking

talks | | 1 | | | |
000 025 050 075 1.00 000 025 050 075 1.00

Reliability (Proportion: Word-form Frequency / Lemma Frequency)





OPS/images/fpsyg-12-662345/fpsyg-12-662345-t003.jpg
Prime condition Proportion (Active)  Priming effect

Overall Active 0.883 0.167
Passive 0716

Overall Grammatical 0.787
Ungrammatical 0824

Two-way interaction comparison

Grammatical Active 0.872 0.170
Passive 0702

Ungrammatical ~ Active 0904 0.159
Passive 0745

1 subject was removed, NA responses were excluded in proportions.
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Models Parameter Value Meaning

Declarative ~ :ans  0.1,0.25,05,0.75,1,1.5 Instantaneous noise
model
bl 0.1,0.3,05,07,09  Decay parameter in
base-level learning
if 0.1,0.8,05,0.7,09  Latency factor
Spreading ans 0.4,025,05,075,1,1.5 Instantaneous noise
model
bl 0.1,0.3,05,07,09  Decay parameter in
base-level learning
If 05,0.7,09, 1 Latency factor
ga 05,1,15,2 Spreading activation
parameter for goal buffer
:mas 28,32,36 Maximum associative
strength
Reinforcement  zegs 0.01,0.1,05,09,1.3  Utiity noise
model
:alpha 0.1,03,05,0.7,09 Learning rate
i 0,01,05,1,5,10  Positive reward

~10,~5,~1,-05,-0.1,0 Punishment (negative
reward)
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vi

V3
Va4

vi

All

vi v2
1
-0.07 1
0.83" 0.09
0.13 0.18

v3 v4 vi
1
-0.05
1 0.83"
0.09 1 0.08

L2 frequency; V4 = L2 accuracy. *

English majors

v2 v3
1

0.11 1

0.28 0.08

<0.01; *p < 0.05.

\Z Vi
1
-0.36"
075"
1 0.06

Non-English majors

v2

0.03
-0.09

v3

-0.08

v4
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Models

Activation model
Associative model

Reinforcement model

Rule representation

Declarative memory

Base-Level learning
and associative
learning

Procedural memory

Priming mechanisms

Recency
Spreading activation

Feedback signal
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Topics

Does modern technology make lite more convenient, or was life better when technology was simpler? Wite an essay to state your own opinion.

Education is expensive, but the consequences of a failure to educate, especially in an increasingly globalized world, are even more expensive. Wiite an essay to
state your own opinion.

Some people think that famous people are treated unfairly by the media, and they should be given more privacy, while some others think that this is the price of
their fame.

Some people say the government shouldn't put money on building theaters and sports stadiums; they should spend more money on medical care and education.
Do you agree or disagree? State the reasons for your view.

Some people think that university education is to prepare students for employment. Others think that it has other functions. Discuss and say what other functions
you think it should have.

Which skill of English is more important for Chinese learers? Some people think that we should give priority to reading in English, while others think speaking is
more important. Write an essay to state your own opinion.

Some people think that chidren should lea to compete, but others think that children should be taught to cooperate. Express some reasons of both views and
give your own opinion.

Will modern technology, such as the internet ever replace the book or the written word as the main source of information?? Write an essay to state your opinion.
Nowadays, more and more college stucents rent apartments and ive outside campus. s it appropriate? State your opinion about this.
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Variables Parameter estimates

Al English majors Non-English majors

Cue availability — L2 frequency 0.83** 0.83* 0.79"
Cue reliabiity — L2 frequency ~ 0.15 0.15 031+
Cue avalabity - L2 accuracy  0.28 024 018
Cue reliabiity — L2 accuracy 021 031 -002
L2 frequency — L2 accuracy  ~016  —0.16 ~0.18

“p < 0.01; 'p < 0.05. R for L2 frequency is 0.720 (whole group), 0.720 (English major
group), and 0.728 (non-English major group); R for L2 accuracy is 0.063 (whole group),
0.099 (English major group), and 0.016 (non-English major group).
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Article cue

English majors

1

o 0 s~ 0N

Plural | @

Non-countable | @

Singuiar countable | a/an

Non-countable with post-modifiers | the
Second mention | the

Singuiar countable with post-modifiers | the

Non-English majors

D o da W 19 e

Non-countable | @

Singular countable | a/an

Plural | ©

Habitual locations | @

Singutar countable with post-modifers | the
Non-countable with post-modifiers | the

Example

@ Books
@ Water

A Shakespearean drama
The wealth of her parents

1 saw a peacock. The peacock was beautiful.

The man she is dating

© Water
A Shakespearean drama
@ books

Go to @ school

The man she s dating
The wealth of her parents

Percentage of frequency

0.258
0.209
0.126
0.041
0.038
0.034

0.295
0.185
0.138
0.049
0.033
0.028

Accuracy

0.870
0.912
0.853
0.947
0.962
0917

0.727
0.766
0.854
0.763
0.962
0.909
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English majors

Year 1
Texts 18
Words. 4707
Words per text 261.50
NPs with all determiners 847
NPs with all determiners per text 47.06
Quantifiers per text 450
Possessives per text 494
Demonstratives per text 206
Obiigatory NPs for article use (token) 640
Obligatory NPs for article use per text (token) 35.56
Obiigatory NPs for article use (type) 200

Obligatory NPs for article use per text (type) 1.1

Year 2

21
5858
278.95
1085
51.67
5.14
.57
1.76
801
38.14
234
11.14

Non-English
majors
Year1 Year2
19 17
3683 2741
193.84 161.24
626 446
3295 2624
258 212
542 418
105 082
454 315
2389 1853
168 149
884 876
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Group Log-Likelihood BF[m:m1] BF[m:m2] BF{m: m3]

Activation —1433.287 1 9.16E-26  2.05E-25
Model (m1)

Assodiative —1375.635 1.09E+26 1 2.24E400
Model (m2)

Reinforcement —1376.439 4.88E424  4.48E-01 1

Model (m3)
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Wechsler Primary and preschool test of intelligence il (WPPSI-11l)

Information Child responds to a question by choosing a picture from four response
options and answers questions that address a broad range of general
knowledge topics.

Vocabulary Child names pictures and gives definitions for words.

Word reasoning Child identifies the common concept that is described in a series of
increasingly specific clues.

Block design While viewing a constructed model or a picture of a one the child
assembles alike design with one- and two-color cubic blocks within a
time limit.

Matrix reasoning Child looks at an incomplete matrix of images and selects for the
missing part the completing image from 4 or 5 alternatives.

Receptive vocabulary Child looks at a group of four pictures and points to the one the tester
names aloud.

Picture naming Child names pictures that are displayed to her/him.

Nepsy II

Comprehension of instructions Child follows verbal instructions that at start have quite simple structure
but become more complex.

Sentence repetition Child repeats descriptive sentences starting from short and simple
sentences but becoming longer and more complex.

Leiter-R

Forward memory Tester points a sequence of images of objects and after that the child

points them in the same order.
Reynell Developmental Language Scales Ill—RLDS il

comprehension scale Child manipulates a toy or points to a picture or a toy according
different tasks that the tester gives to the child.
Expressive scale Child names toys or pictures or tells about the events the tester

performs with toys or the events that are illustrated.
Boston Naming Test

Child names pictures that are displayed to her/him.
Expressive One-Word Picture Vocabulary Test 4 (EOWPVT-4)

Child names pictures that are displayed to her/him.
Receptive One-Word Picture Vocabulary Test 4 (ROWPVT-4)

Child looks at a group of four pictures and points to the one the tester
names aloud.

Gomplex language reasoning

Complex language reasoning
Gomplex language reasoning

Non-verbal reasoning

Non-verbal reasoning
Receptive language

Expressive language

Complex language reasoning

Non-verbal Serial STM validation

Non-verbal Serial STM validation

Receptive language
Expressive language

Expressive language

Expressive language

Receptive language
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b; Bi Pt

Non-verbal serial STM composite (R? = 0.34)

Non-verbal reasoning 0.35 0.39 0.001
Age 0.02 0.20 0.059
DLD -0.10 -0.06 0.460
Age x DLD -0.03 -0.17 0.042

DLD, Dummy variable, before centering; 0, Typically developing children; 1, Chidren with
developmental language disorder; STM, Short-term memory.

ap-values were calculated using heteroskedstiity-consistent standard error estimators
(HC4, Cribari-Neto and Zarkos, 2004; Hayes and Cai, 2007) and small-sample degrees
of freedom for multiple imputations (Reiter, 2007: Van Ginkel and Kroonenberg, 2014).
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Receptive language composite (R? =

Non-verbal reasoning

Expressive language
composite

Complex language reasoning
composite

Age
DLD

Age x DLD

Non-verbal serial STM

Age x Non-verbal serial STM
DLD x Non-verbal serial STM

Age x DLD x Non-verbal serial
S™

bi

0.83)
0.1
0.04

0.57

0.02
-0.29
0.01
-0.14
0.02
-0.24
0.04

Bi

0.12
0.06

0.59

0.24
-0.16
0.08
-0.13
0.18
011
0.20

P

0.107
0.692

<0.001

0.003
0.104
0.175
0.085
0.027
0.193
0.030

DLD, Dummy variable, before centering; 0, Typically developing children; 1, Chidren with

developmental language disorder; STM, Short-term memory.

ap-values were calculated using heteroskedasticity-consistent standard error estimators
(HC4, Cribari-Neto and Zarkos, 2004; Hayes and Cai, 2007) and small-sample degrees
of freedom for multiple imputations (Reiter, 2007: Van Ginkel and Kroonenberg, 2014).
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by Bi P

Expressive language composite (R? = 0.72)

Non-verbal reasoning 0.14 0.14 0.136
Age 003 031 0.001
DLD ~126 —0.67 <0.001
Age x DLD 002 013 0130
Non-verbal serial STM -0.06 -0.05 0701
Age x Non-verbal serial STM 0.00 0.00 0.996
DLD x Non-verbal serial STM -026 —0.12 0.450
Age x DLD x Non-verbal serial STM 001 006 0679
Receptive language composite (R? = 0.76)
Non-verbal reasoning 017 0.18 0.044
Age 004 051 <0.001
DLD ~1.09 —062 <0.001
Age x DLD 003 016 0025
Non-verbal serial STM -0.15 -0.14 0.121
Age x Non-verbal serial STM 002 022 0.025
DLD x Non-verbal serial STM -031 ~0.15 0.142
Age x DLD x Non-verbal serial STM 006 028 0,010
Complex language reasoning composite (B2 = 0.83)
Non-verbal reasoning 009 009 0.186
Age 004 043 <0.001
DLD -1.31 -0.71 <0.001
Age x DLD 002 012 0.033
Non-verbal serial STM -0.01 -0.01 0.907
Age x Non-verbal serial STM 0.01 0.08 0.463
DLD x Non-verbal serial STM ~0.11 —0.05 0622
Age x DLD x Non-verbal serial STM 008 014 0.139

DLD, Dummy variable, before centering; 0, Typically developing chilren; 1, Chidren with
developmental language disorder and after centering —0.453 and 0.547, respectively;
STM, Short-term memory.

%p-values were calculated using heteroskedsticity-consistent stnderd error estimators
(HC4, Cribari-Neto and Zarkos, 2004; Hayes and Cai, 2007) and small-sample degrees
of freedom for multiple imputations (Reiter, 2007; Van Ginkel and Kroonenberg, 2014).
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Variable T

DLD
1. 2. 3. a. 5. 6. 7. 8.
1. Age (months) na. 067" 0.50" 051" 056" 076"
076" 041 0,66 059" 068"
2. Non-verbal Reasoning o 074" 084 056" 056" 050" 059"
g 043+ 065 052 065"
3. Serial STM composite & 049" 054 057 049" 036" 039"
g 045" 0.16 030"
4. Sentence Repetition® 047 062" 039 na. 039" 064" 062"
053 077 0527
5. Forward Memory® 056" 069" 049" 073 na. 038" 043 052+
0.43" 057" 064"
6. Expressive language 051 062t 034 089 068 096 076" 071
composite 054t 075
7. Receplive language 064 069" 040" 077 071 079 086 073"
composite 082"
8. Complex language 059" 067+ 040" 089 078 089" 0.8 093

reasoning composite

Total group correletions are below, and group-wise correlations are above the diagonal. Intemal consistencies (Cronbach’s o) for the total group are underlined on the diagonal.
7D, Typically developing chidren; DLD, Children with developmental language disorder; n.a., Not applicable; STM, Short-term memory.

aif the one TD child that had the largest difference between visual and aucitory serial STM tasks is left out, a = 0.63.

bSentence Repetition is from the NEPSY-Il

Forward Memory is from Lelter International Performance Scale—Revised.

0 < 0.001 for the null hypothesis
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Article cue

Plural |©

Non-countable | @

Singular countable with post-modifiers | the
Singular countable | a/an

Plural with post-modifiers | the

Part of | the

Second mention with variation | the
Second mention | the

Names of countries, cities or states | @
Non-countable with post-modifiers | the

Example

@ Books
@ Water

The man she s dating

A Shakespearean drama
The letters | received today

I'm returning this coat for a refund. The zipper broke.

| saw a peacock at the zoo. The bird was beautiful.
I saw a peacock. The peacock was beautiful.

@ Hong Kong

The wealth of her parents

Availability

0.154
0.120
0.119
0.115
0.083
0.056
0.043
0.035
0.033
0.025

Reliability

1.000
1.000
0.435
0.988
0.392
1.000
1.000
1.000
0.892
0.785
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Language

Dutch
German
French
Portuguese

# children

@ © ~ ©

|| attempts

1,693

1,000

4,034
966

[h] substitution

347
307
6
4

%

19.7%
30.7%
0.1%
0.4%

(range)

(2.1 - 42.2%)
(15.2 - 47.2%)
(0-0.5%)
(0-0.8%)

|| deletion

334
201
2,234
381

%

20.5%
20.1%
33.3%
39.4%

(range)

(6.3 - 36%)
(13.6 - 26.4%)
(8.5 -80.1%)
(1.2 - 59.4%)
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State Activity Achievement

M sD M sD M SD
1,047 229 882 235 849 267
1,183 278 1,080 326 877 196
1,263 262 1,135 265 868 237






OPS/images/fpsyg-12-646713/fpsyg-12-646713-g007.jpg
120

120

100

100

—— lab
= COT
- vel
e UVU
—>— lar

FE P F PP
® F S P&
[SEEN RS RN S N

Actual forms

Target forms





OPS/images/fpsyg-12-661923/fpsyg-12-661923-t004.jpg
State Achievement

] sp m s ] sp
Length 6.3 1.49 72 1.69 T3 -
Frequency 424 06 394 049 408 062
Orthographic
neighborhood 26 1.9 25 26 38 308
Length 7.4 151 74 052 75 1.43
Frequency 4.04 066 434 0.43 451 072
Orthographic

neighborhood 26 255 25 172 8 3.09
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Lexical aspect Grammatical tense and aspect

PAST PROGRESSIVE

State Bill loved the innocent child in the  Tom is hoping to win the
playground. game on Saturday.

Activity Bill helped the innocent child in Tom is training to win the
the playground. game on Saturday.

(Prototype progressive)
Achievement Bl killed the innocent chid inthe  Tom is beginning to win the
playground. (Prototype past)  game on Saturday.
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NS (N =30) CH_L(N=30) CH_H (N =30)
m s ] sp ] D
20. 1.35 20. 56
Speaking na na 443 1.1 487 086
Listening na na 497 093 553 068
Reading na na 52 085 567 048
Writing na na 403 1.03 547 0.68
Quick placement Test na na 45.47 6.14 50.13 602
Beginning age of na na 697 1.18 703 119

English instruction
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State Accomplishment Achievement
Perfective past 4 3 2 1
Imperfective past 1 2 3 4
Progressive ? 1 2 3

2 means combination rarely occurs.
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Verblemma  Morpheme

FORM-FUNCTION ASSOCIATIONS
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Fixed effects Random effects

By subject* By item

Parameters Estimate SE z p SD SD
Intercept —6.366 1.939 -3.28 0.001** 0.82 1.00
Morpheme Type' Plural -s —0.888 0.235 —-3.78 0.000"**
Third-person -s 0.746 0.231 3.28 0.001**
Progressive -ing 1.242 0.242 5.14 0.000"**
Morpheme reliability 3.946 1.142 3.46 0.001**
Morpheme availability? 0.591 0.433 1.36 0.172
Formulaicity (Low)3 —1.437 0.614 —2.34 0.019*
Proficiency 1.234 0.378 3.26 0.001**
Proficiency*Morpheme reliability —0.455 0.220 —2.06 0.039*
Proficiency*Morpheme availability —0.050 0.085 —0.58 0.589
Proficiency*Formulaicity 0.165 0.120 1.38 0.168

1Past-tense -ed is the reference level. 2Word-form frequency was logarithmically transformed. 3High formulaicity was the reference level. Model formula: accuracy ~
morpheme + proficiency * (reliability + availability + formulaicity) + (1| subject) + (1| item). *“Random slopes by subject are not included in this model because adding
them dlid not significantly improve model fit [x2(df = 5) = 10.30, p = 0.07]. **o = 0: *p < 0.001;: *0 < 0.01;: p < O.1.
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Context and usage notes

Preceded by sharp inbreath, followed by
sound of blocks falling

The first in a sequence; accompanies
knocking block tower down.

Accompanies knocking block tower down.
Accomparnies knocking block tower down.
Accompanies knocking block tower down.

Accompanies knocking block tower down.

Accompanies knocking block tower down.
Accompanies knocking block tower down.
Accompanies knocking block tower down.
Immediately precedes sound of infant-level
Lego blocks falling.

Sound of Lego blocks falling. Knocked
over by either INV or CHI.

NOT block game - CHI playing with pen
cap. Intent unclear.

INV first you said down and then you
knocked it down!

INV response: “yeah, it went down.” *Hat"
fell off a toy egg after INV put it on.

Intonation and pitch suggest narrative (“it
fell down’).
Intonation and pitch suggest narrative (*
fell down’).

INV: “down, yeah, you down” (physical
play)

Not block game. CHI addressing CAM,
who answers “yeah, down.”

INV had said “it's upside-down,” referring
to toy telephone.

INV: yeah, it went down and then came
out again (hammering-bal-into-box toy)
INV: yeah, it went down (same toy)

Possibly a response to “where’s the ball?”
After INV: “find the cookie in the bucket?”

Very emphatic, sounds like he threw a
hard object onto the floor while saying it

Session
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Context and usage notes

Sound of small object faling.

Emphatic.
Emphatio, accompanied by thump of
abject thrown onto floor.

Emphatic, accompanied by clatter of
object thrown onto floor.

Emphatic.

Emphatic.

Imitating ‘that's down’

Shouted.
Question intonation; INV response “well,
you can get down.”

Question intonation; INV response “could
put a block in the truck.”

Series of “down” utterances prefaced by
note “CHI likes to knock block towers over
but he wants INV to build them up.”

These three utterances are apparently all
CHI saying he wants a tower built s he
can knock it over; no sound of falling
blocks.

New game of rolling a toy bus or truck up
and down Jacob's leg, foot, etc.

Rises to squeal at peak around 1660 Hz.

Question intonation; seems to be verifying
his understanding of INV's advice “easier
to get (thjem to roll down.”

Rolling toy truck down inclined top of large
cardboard box.

Wants to climb onto the box. INV: “no,
don't get on it, Jacob.”

INV, slightly earlier: “ball went down.”

Key: LTM, retrieved from long term memory, no recent model form; IMIT, imitation of immediately preceding aduit utterance; IMIT-n, imitation of adult utterance n adult turns back; SREF. self-repetition. BB, babble syllable accompanying
“down.” INV, Investigator: CHI, Child; CAM, videocamera operator.
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Model 2: no interactions.

Fixed effects Random effects
By subject By item

Parameters Estimate SE z p SD SD
Intercept 0.484 2.135 —0.23 0.820 3.027 1.048
Morpheme type' Plural -s —-0.875 0.239 —3.66 0.000"**

Third-person -s 0.809 0.236 3.42 0.001***

Progressive -ing 1.293 0.246 5.26 0.000***
Morpheme reliability 1.742 0.348 5.01 0.000*** 0.786
Morpheme availability” 0.301 0.126 2.39 0.017* 0.026
Formulaicity (low)® —0.619 0.223 —2.77 0.006**
Sentence length (syllables) —-0.014 0129 —0.11 0.921
Sense rating —0.126 0.035 —3.65 0.000"**

The Past-tense -ed is the reference level. ?Word-form frequency was logarithmically transformed. 2High formulaicity was the reference level. Model formula:
accuracy~morpheme + reliability + availability 4+ formulaicity + length + sense + (1 + reliability + availability| subject) + (1] Item). ***p = 0; **p < 0.001;
*p <0.01;p <0.1.

Model 2b: Interactions between morpheme type and reliability.

Fixed effects Random effects
By subject By item

Parameters Estimate SE z p SD SD
Intercept 4.294 1.886 2.28 0.023* 1.288 0.955
Morpheme type' Plural -s —2.249 0.352 —6.38 0.000***

Third-person -s —0.059 0.32 —0.18 0.853

Progressive -ing 0.743 0.34 219 0.029*
Morpheme reliability —0.604 0.598 —1.01 0.312 0.960
Formulaicity (low)? —0.462 0.211 —-2.19 0.028*
Sentence length (syllables) —0.153 0.122 —-1.25 0.210
MorphemePlural-s: Reliability 3.995 0.722 5.54 0.000***
MorphemePres-s: Reliability 2.781 1.01 2.75 0.006**
MorphemeProg-ing: Reliability 1.881 0.946 1.88 0.047*

Past-tense -ed is the reference level. 2 High formulaicity was the reference level. Model formula: accuracy~morpheme*reliability 4 formulaicity + length + (1 +
reliability| subject) + (1] item). ***o = 0; **p < 0.001; *p < 0.01; p < 0.1.

Model 2c: interactions between morpheme type and availability.

Fixed effects Random effects
By Subject By Item

Parameters Estimate SE 2 p SD SD
Intercept 2.453 2.209 1.110 0.267 1.943 0.984
Morpheme type' Plural -s —9.346 1.655 —5.650 0.000***

Third-person -s —3.651 1.147 —3.180 0.001**

Progressive -ing 0.526 1.292 0.410 0.684
Morpheme availability —0.158 0.209 —0.760 0.448 0.269
Formulaicity (low)? —0.638 0.217 —2.940 0.003**
Sentence Length (syllables) —0.002 0.127 —0.020 0.985
MorphemePlural-s: Availability 1.871 0.369 5.340 0.000***
MorphemePres-s: Availability 1.051 0.281 3.740 0.000***
MorphemeProg-ing: Availability 0.169 0.302 0.560 0.575

1 Past-tense -ed is the reference level. 2 High formulaicity was the reference level. Model formula: accuracy~morpheme*availability + formulaicity + length + (1 + availability|
subject) + (1] item). **p = 0; *p < 0.001, p < O.1.





OPS/images/fpsyg-12-646090/crossmark.jpg
©

2

i

|





OPS/images/fpsyg-12-582259/fpsyg-12-582259-t004.jpg
Model 1: no interactions.

Fixed effects Random effects
By subject By item

Parameters Estimate SE 2 p SD SD
Intercept 0.145 3.424 0.04 0.966 1.04 1.24
Morpheme type' Plural -s —1.480 0.424 —3.49 0.000***

Third-person -s —0.347 0.391 —0.88 0.376

Progressive -ing 0.963 0.435 2:21 0.027*
Morpheme reliability 1.937 0.536 3.61 0.000***
Morpheme availability? 0.420 0.202 2.08 0.037*
Sentence length (syllables) 0.035 0.207 0.17 0.866
Sense rating —0.009 0.059 —-0.16 0.874

TPast-tense -ed is the reference level. 2Word-form frequency was logarithmically transformed. Model formula: accuracy~morpheme + reliability + availability +
length + sense + (1] subject) + (1] item). ***0 =0; *p < 0.01; p < 0.1.

Model 1b: Interactions between morpheme type and reliability.

Fixed effects Random effects
By subject By item

Parameters Estimate SE z p SD SD
Intercept 3.491 2.940 1.19 0.235 1.10 1.11
Morpheme type' Plural -s —2.667 0583 —4.50 0.000***

Third-person -s —1.257 0.536 —2.35 0.019*

Progressive -ing 0.534 0.594 0.90 0.368
Morpheme reliability 0.554 1.026 —0.54 0.589
Sentence length (syllables) —0.028 0.192 —-0.14 0.886
MorphemePlural-s: Reliability 3.902 1.231 3.17 0.002**
MorphemePres-s: Reliability 2.952 1.638 1.80 0.072.
MorphemeProg-ing: Reliability 1.626 1.647 0.99 0.323

" Past-tense -ed is the reference level. Model formula: accuracy~morpheme*reliability + length + (1] subject) + (1] item). **o = 0; **p < 0.001; *p < 0.01;
P <008 p <0,

Model 1c: interactions between morpheme type and availability.

Fixed effects Random effects
By Subject By Item

Parameters Estimate SE z p SD SD
Intercept 1.765 3.546 0.50 0.619 1.10 1.15
Morpheme type' Plural -s —9.827 2.673 —3.68 0.000***

Third-person -s —2.660 1.869 —1.42 0,155

Progressive -ing 1.779 2.246 0.79 0.428
Morpheme availability” 0.221 0.355 0.62 0.534
Sentence length (syllables) 0.017 0.200 0.08 0.934
MorphemePlural-s: Availability 1.943 0.604 3.22 0.001**
MorphemePres-s: Availability 0.517 0.458 1.13 0.259
MorphemeProg-ing: Availability —0.201 0.527 —0.38 0.703

1Past-tense -ed is the reference level. ?Word-form frequency was logarithmically transformed. Model formula: accuracy~morpheme*availability + length + (1|
subject) + (1] item). **p = 0; *p < 0.001, p < O.1.
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Examples:

Correct morpheme given correct lemma Score: 1

(1a) Late Wednesday evening, | thanked him for the lovely flowers.
(2a) On Thursday, she knew about the fathers of the fat children.

Incorrect or absent morpheme given correct lemma Score: 0

Examples:

(1b) Late Wednesday evening, | thanks him for the lovely flowers.
(2b) On Thursday, she knew about the father of the fat children.

Incorrect or absent lemma Score: N/A
(excluded)

Examples:

(1c) Late Wednesday evening, | think him for the lovely flowers.
(2¢) On Thursday, she knew about the mothers of the fat children.

Target word in each sentence is bolded.
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Morpheme frequency Target Sentence Word-form Lemma Proportion
group morpheme frequency frequency (reliability)
Top 10 availability -ed On Monday afternoon he looked at me for a long moment 121996 652141 0.19
Top 10 reliability -ing Late Thursday evening | was kidding about his hair and beard 5734 6410 0.89
Bottom 10 reliability 3sg -s On Friday afternoon he talks about the latest develooments 7125 304560 0.02
Bottom 10 reliability Plural -s On Wednesday she hears about the gods of the new religion 6156 125937 0.05

Target word in each sentence is bolded.
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Group and Lemma Inflected Reliability!
morpheme frequency word-form (Proportion)
(Mean) frequency (Mean)
(Mean)

Top 10 Availability 744806 121345 0.32
Past-tense -ed 372980 96811 0.29
Third-person -s 884702 86873 0.13
Progressive -ing 1462384 139036 0.20
Plural -s 259157 162659 0.66
Top 10 Reliability 28908 20042 0.64
Past-tense -ed 16206 10967 0.68
Third-person -s 29185 11750 0.45
Progressive -ing 12426 6597 0.56
Plural -s 57813 50856 0.88
Bottom 10 Reliability 815824 16912 0.03
Past-tense -ed 64125 1615 0.03
Third-person -s 97507 1929 0.02
Progressive -ing 2904224 53365 0.02
Plural -s 197441 10741 0.06

1 Reliability = Word-form frequency/Lemma frequency.
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Bilingual group CS-TE direction Count (Fosuers < Fre) Count (Fosuors > Fre) z

Mandarin-English Mandarin-English 358 551 40.98%%
English-Mandarin 1519 1320 13.95%+

Spanish-English Spanish-English 131 127 0.06
English-Spanish 223 400 50.20%++

Fosuas < Fe aprosents the number of CS-TE pairs in which the CS word had a lower resicualized log-transformed frequency (Res LogF) than it T, whereas Fesse > Fre represents
the opposite pattem. ***p < 0.001.
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Bilingual group CS-TE direction

Mandarin-English Mandarin-Engiish
English-Mandarin
Spanish-English Spanish-Engish

English-Spanish

Count (Cesuers < Cre)
595
1511

148
387

Count (Cesuors > Cre)
314
1328

110
236

i
86.87+++
11.80%++

5.60*
36,604+

Cusers < Cre represents the number of CS-TE pairs in which the CS word had  lower residualized standrcized clustering coefficient (Res C) than its TE, whereas Cesws < Cre

represents the opposite pattem. *p < 0.05; **#p < 0,001
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Sentence type  Bilingual group  Embedding Community 1 Community 2 Q

N L1(%) L2(%) N L1(%) L2(%)

All sentences Mandarin-English FastText 2846 99.4 06 2220 9.4 90.6 021
9l Word2vec 2424 93.0 7.0 2642 206 704 0.06
Spanish-English FastText 1872 921 18 1708 1" 79.7 017
Word2vec 1838 90.6 28 1742 142 772 0.06
tasertental e FASTX 218 9.8 32 1907 198 802 009
cSonly 9 Word2veo 1810 87.1 1290 2252 30.4 606 004

FastText 682 50.3 474 £ = o 7

SpanishEngish v ipvec 652 503 474 - = = -

N: the number of words within the community; L1(%): the percentage of words in English; L2(%): the percentage of words in Mandarin or Spanish; and Q: the modularty value; see
Section Community for the defintion of modularty. In the Spanish-English bilngual group, the proportions of words with ambiguous language identites are not presented in the
table; that is also why L1(%) and L2(%) do not add up to 100.
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CS type

Non-CS
Sentences
L1(%)

L2 (%)

Intra-sentential CS
Sentences
L1 (%)

L2 (%)

Inter-sentential CS
Sentences
L1(%)

L2(%)

Mandarin-English

24,119 (41.2%)
64.1
369

31,676 (54.1%)
40.9
59.1

2,739 (4.7%)
503
497

Spanish-English

37,980 (83.3%)
669
303

2,824 (6.2%)
43.7
54.0

4,806 (10.5%)
463
510

Sentences: the frequency and the percentage of sentences by CS type. L1(%): the
percentage of word tokens in English; L2(%): the percentage of word tokens in
Mandarin or Spanish out of all word tokens in sentences of the CS type. In the Spanish-
English bilingual group, the proportions of word tokens with ambiguous language
identities are not presented i the table; that is also why L1(%) and L2(%) do not add up

o 100.
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CStype Mandarin-English

Non-CS -Are you sure?
-Actually | do not think
that's necessary.

Intra-sentential - RIZ # A2 8 R iH

cs # apply B4 job?
(Haven't | told you just
now that | applied for that
job?)

Inter-sentential -3 & EIR &,
cs It was exciting once.

‘Spanish-English

-Fine you do not want me to do
eng eng eng eng eng eng eng

yours ok.

eng eng&spa

-Because | need to submit it
online by Monday.

eng eng eng eng eng eng eng
eng eng

-Ok un beso a ella también
bye bye.
eng&spa spa spa spa spa spa
eng eng

(Ok a kiss to her too bye bye)
“aver.

spa spa

-She likes Pam too.

eng eng engéspa eng

Highlighted sentences are examples of non-CS sentences, intra-sentential CS.
sentences, and inter-sentential CS sentences. For the non-CS sentences and the
inter-sentential CS sentences, their immediately preceding sentences are also
presented. Translations in English are provided for the intra-sentential CS sentences.
In the Spanish-English examples, "spa” represents Spanish, "eng" represents
English, and “spageng” represents ambiguous words that can be in either Spanish

or English.
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Marvin aisguised himselt.
Step 1: First-Argument Algorithm
Marvin... > PRED

<m..>
Step 2: Predicate Algorithm
Marvin disguised... > DISGUISE
<m..>
Step 3: Second-Argument Algorithm
Marvin disguised himself - DISGUISE
<mx>
Step 4: Anaphor Algorithm
DISGUISE
<mx>
Lm
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Max teaches French.
Step 1: First-Argument Algorithm
Max... > PRED
<m..>
(Map the referent of the initial nominal onto the first-argument position.)
Step 2: Predicate Algorithm
Max teaches... > TEACH
<m..>
(Map the event denoted by the verb onto the predicate position.)
Step 3: Second-Argument Algorithm
Max teaches French +> TEACH
<mf>

(Map the referent of the second [post-verbal] nominal onto the second-
argument position).
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Types of ba constructions Girls (number of Boys (number of Total (number of P-value

pragmatic pragmatic pragmatic

uses = 217) uses = 218) uses = 435)
1.V + resultative verb complement 70 71 141 0.980
2.V + (-yi) +V 7 10 17 0.723
3.V + noun (possessive, person, resultative, and partitive) 36 33 69 0.696
4.V + quantified phrase 1 1 2 0.988
5.V+-le 15 12 27 0.702
6.V + -le/-zhe + verb 2 2 4 0.983
7.V + -de 0 2 2 0.161
8.V + -zai/-dao + locative 28 15 43 0.115
9. -gei + verb/noun 34 48 82 0.356
10. -cheng + noun 15) 5 10 0.977
11. Adv + verb 19 19 38 0.954

Participants producing ba sentences: N = 97 (girls = 48; boys = 49).
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Types of ba
constructions

Age groups

Age 2;6

Age 3;6

Age 4;6

Age 5;6

Number and percentage Number and percentage Number and percentage Number and percentage

of pragmatic use (28; of pragmatic use (136;

of pragmatic use (28;

of pragmatic use (243;

Total number Ranking
and percentage

of pragmatic
use (435; 100%)

6.4%) 6.4%) 31.3%) 55.9%)
1.V + resultative verb 18 (64.3%) 1(39.3%) 40 (29.4%) 72 (29.6%) 141 (32.4%) 1
complement
2.V + (i) +V 1(3.6%) 0 (0%) 10 (7.4%) 6 (2.5%) 7 (3.9%)
3.V + noun (possessive, 4 (14.3%) 5(17.9%) 21 (15.4%) 39 (16.0%) 69 (15.9%)
person, resultative, and
partitive)
4.V + quantified phrase 0(0%) 1(3.6%) 1(0.7%) 0(0%) 2 (0.5%) 10
5.V+-le 0(0%) 1(3.6%) 9 (6.6%) 7 (7.0%) 27 (6.2%) 6
6.V + -le/-zhe + verb 0(0%) 0 (0%) 0 (0%) (1 6%) 4 (0.9%) 9
7.V +-de 0(0%) 0 (0%) 1(0.7%) 1(0.4%) 2 (0.5%) 10
8.V + -zai/-dao + locative 2(7.1%) 2 (7.1%) 9 (6.6%) 30 (12.3%) 43 (9.9%) 4
9. -gei + verb/noun 2(7.1%) 3(10.7%) 30 (22.1%) 47 (19.3%) 82 (18.9%) 2
10. -cheng + noun 0 (0%) 1(3.6%) 1(0.7%) 8 (3.3%) 10 (2.3%) 8
11. Adv + verb 1(3.6%) 4 (14.3%) 14 (10.3%) 19 (7.8%) 38 (8.7%) 5

Participants producing ba sentences: N = 97 (age 2,6 = 17, age 3,6 = 15, age 4,6 = 27; and age 5,6 = 38).
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Category Example

1) V + resultative verb (RIEIE B S

complement i ba wenti kan gingchu

You ba question read clear

You read the questions so that they
are clear

2V + (y) +V BEE (—) &

Ba che xiu-yi-xiu

Ba car fix-one-fix

Fix the car a little

3)V + noun gL

(possessive, person, Ba zui zha liuxue

resultative, and Ba mouth stab bleed

partitive) Stab the mouth to bleed
W F 5k

Wo ba zidian gei Mr. Wang
| ba dictionary give Mr. Wang
| gave the dictionary to Mr. Wang
XA EFE
Ba zhe ge ran shang yansey Ba this
dye up color
Dye this
AN SRE T A
Ba yige nanjingcheng zou-le da
bange
Ba one Nanjing city go-ASP big half
Walk through half of Nanjing City

4) V + quantified phrase th 1 B R B PR

Ta ba dianying kan liangbian

He ba movie watch twice

He watches the movie twice

5)V+ T-le HEE R T

Ta ba pingguo chi-le

He ba apple eat-ASP

He ate the apple

6)V + E-zhe X MRS

Ba liangge dou na-zhe

Ba two both hold-ASP

Hold both of them

)V + f9-de R SR 15 LT

Ta ba wo ku de xinfan

He ba | cry DE heart-disturbed

He cried so much that | became

disturbed
8) V + fE-zai/Fl- LEREEE
dao + locative Ba ta fang zai zuili

Ba it put ZAl mouth-in
Put it into (the) mouth
9) #4-gei + verb/noun A ET
Ba nage gei wo
Ba that GEl me
Give that to me
BRAERET
Ba wo gei lei si-le
Ba me GEl exhaust die-ASP
Exhaust me to death
0) i%-cheng + noun HEFER A
Ba ta nong cheng mianbao
Ba it make CHENG bread
Make it into bread
11) Adv + verb AR R
Wo ba zhuozi wang wuli ban
| ba table toward room-in move
| was moving the table into the room
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tanden ['panda] teeth Eva (1,07.15)
Klaar | klax\ [pa?) ready Eva (1,09.08)
Klok [ Kiok]| [pat] clock Eva (1,09.22)

slapen |'slapa] patal sleep  Robin (1,07.27)

je o Fanl you Robin (1;11.06)

| dnki] ['biki] dinky  Robin (1:11.20)

s
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Description
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Self-repair
Unfilled pauses
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a.In conjunction with a round (iabial) vowel.
jord rarget Actual o Age
koffie |kofi| [paf] coffee Eva (1,06.01)
doen ['dun] [bun] do Eva (1,07 15)
schoenen |'sxuna| ['bunal shoes Eva (107,

schoen ['sxun| I'punt shoe  Robin (1.0 )

goed [ xut| ['fu) jood  Robin (1 nv 05)

|'ku ['pul oow  Robin (1,08.24)
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Phrase in dataset Partial search Token frequency Convergent

Before to come Before_i TO VBO 0 NO
Before starting. . . Before_i WG 56,567 YES
Without want. . . Without_i VBO 0 NO
Without explaining Without_i WG 59,014 YES

_i, preposition; TO, infinitive marker; VBO, base form; VVG, -ing participle.
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(e.g., ‘without explaining’)

------- Divergent/fluent
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NINI\U\ Convergent/dysfluent
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Without + -ing

(e.g., ‘without stopping’) Without + perfective

aspect
(‘without having read’)

S Without + base
W (e.g., ‘without want to know’)
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‘ Unique solution
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Trial 1 Trial 2

Seq  Verb  Agent  Targ  Dist  Side  App First  Verb  Agent  Targ  Dist  Side  App First
1 Gop  Boy D c Right  Left Targ Tam Girl A 8 Left Left Dis
2 Gop  Boy € A Left Left Dis Tam Girl 8 D Right  Left Targ
3 Gop  Gil B A Right  Left Dis Tam Boy [ D Left Left Targ
4 Gop Gl A c Left Left Targ Tam Boy D B8 Right  Left Dis
5 Tam Girl D B Right  Right  Targ Gop  Boy A c Left Rght  Dis
6 Tam Girl c D Left Right  Dis Gop  Boy B8 A Right  Right  Targ
7 Tam Boy B8 D Right  Right  Dis Gop  Girl c A Left Right  Targ
8 Tam Boy A B Left Right  Targ Gop Gl D c Righ Right  Dis

Each participant was assigned to one sequence.
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“The shoes for going out”
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piggy  push PRT  that CL doggy

“The doggy that the piggy pushes”
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“He saw himself ”
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Agent voice:
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“He sold a pig.”
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Patient voice:

Bawipyr adol idayg.

pig PV.sell 3Sc
“He sold the pig”

(Arka and Wechsler, 1996, p. 1).
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“The piggy pushes the doggy”
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piggy  push that CL doggy

“The doggy that the piggy pushes”
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(10) [rc F&1F  FE  J] [hcadnown M £ 1T
zyulzai2 teoil 802 zek3 gau2zai2
piggy push that CL doggy

“The doggy that the piggy pushes.”
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“The piggy that pushes the doggy.”
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“The doggy that the piggy pushes.”
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“The piggy that pushes the doggy.”
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Nyoman sampun ka-rereh  (antuk ida).
Nyoman PFV  Pass-search by  him/her

“Nyoman has been searched for (by him/her)” (Arka and Simpson, 1998
b. 6; see also Wechsler and Arka, 1998, p. 403).
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piggy push that CL doggy

“The doggy that the piggy pushes.”
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“The piggy that pushes the doggy.”
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xiao3zhul tuil DE  xiao3gou3
piggy  push doggy

“The doggy that the piggy pushes.”
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(3) [re ¥ AVE] B9 [heatnom VAR ]
tuil xiao3gou3  DE  xiao3zhul
push doggy piggy

“The piggy that pushes the doggy.”
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“The doggy that the piggy pushes”
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[ described Marvin to himself. I showed Marvin himself
(in the mirror).
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