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Editorial on the Research Topic
Optics and Ultrasound in Biomedicine: Sensing, Imaging, and Therapy

Biomedical optics is a branch of optics that studies the interaction of photon and biological tissues for the purpose of sensing, imaging, and treatment. Since light is fundamentally an electromagnetic wave with an ultra-short wavelength, optical-based sensing, imaging, and treatment technologies have advantages in resolution, contrast, sensitivity, and precision, and, therefore, have found unique applications in a range of biomedical fields. However, these applications are limited to superficial tissues due to the strong scattering of photons. Ultrasound, a mechanical wave with a longer wavelength, has a much greater penetration capability in soft tissues and can reach deep-seated biological targets. As a result, ultrasound-based technologies are widely used and intensively researched in many biomedical applications, ranging from diagnosis, intervention, to therapy. Essentially, biomedical optics and ultrasound both leverage the nature of waves and studies their interactions with biological tissues. Their synergy, such as emerging photoacoustics and photon-medicated ultrasound therapy, opens new possibilities for revolutionary applications in biology and medicine.
This Research Topic gathers and reviews the research community’s accomplishments to date on optical- and ultrasound-based sensing, imaging, and therapeutic technologies and novel applications in medicine and biology through 15 contributions by 90 authors across the world. There are seven original contributions on optics-based biomedical research, reporting most recent progress in aberration and image reconstruction in structured illumination microscopy (SIM) (Liu et al.; Luo et al.), multi-wavelength diffuse optical tomography (DOT) (Zhang et al.), hyperspectral and video endoscopy (Cai et al.), femtosecond laser skin interaction (Wang et al.), fiber diffuse speckle based pulse wave measurement (Teng et al.), and backscattering based foodborne pathogens detection and classification (Wang et al.). There are two original contributions on ultrasound-based biomedical research, covering most recent progress in high-intensity focused ultrasound (HIFU) based vulvar lichen sclerosus treatment (Qu et al.) and portable ultrasound based food sweetness detection (Zhan et al.). There are four original contributions on the synergy of optics and ultrasound, discussing photoacoustic whole breast imaging (Zhang et al.), photoacoustic sensing of bone chemical composition (Feng et al.), Monte Carlo photon transport simulation in photoacoustic imaging (Lu et al.), and light- and ultrasound-activatable microcapsules for drug delivery (Zhu et al.). In addition, there are two review articles summarizing most recent advances in dual-modal photoacoustic imaging and optical coherence tomography (Hosseinaee et al.) and therapeutic ultrasound-enhanced immune checkpoint inhibitor therapy (Yuan et al.). These contributions encompass fundamental theory, technology developments, biomedical studies and clinical translations of optics and ultrasound in biomedicine and provides a useful snapshot of the fast evolving field that is representative of the international and interdisciplinary scope of interest.
The topic editors are grateful to the Frontiers in Physics support staff, as well as to the contributors and the reviewers for their invaluable dedication and support.
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In super-resolution optical microscopes, aberrations often compromise the image performances by reducing its resolution and contrast. In previous works, the aberrations in stimulated emission depletion (STED) microscopy and single-molecule localization microscopy (SMLM) have been well-investigated, while the research on the aberrations in structured illumination microscopy (SIM) is not sufficient, the researchers always poured attention into aberrations only in the detection path. In this paper, we investigate the aberrations in SIM in a comprehensive manner, and their causes and effects on both the illumination and the detection paths are discussed. The aberrations in the illumination path may distort illumination patterns, and deteriorate the final images, together with the aberrations in the detection path. In addition, several non-aberration-related factors, especially the misalignment of the incident beams with respect to the objective pupil, can also dramatically influence the performances of SIM. The analysis provides the theoretical basis and for optimizing a SIM system.

Keywords: fluorescence microscopy, structured illumination, aberrations, adaptive optics, Zernike polynomials


INTRODUCTION

Fluorescence microscopy is widely used for the visualization of microstructures and dynamic processes in cells. However, owing to the diffraction limit, the best resolution is only about a half wavelength of the fluorescence [1] when the conventional fluorescence microscope is applied. Nevertheless, the state-of-the-art super-resolution microscopy can break the diffraction limit. These methods include, but are not limited to the single-molecule localization microscopy (SMLM) that stochastically activates single molecules in the full-field [2–5], the stimulated emission depletion (STED) microscopy using a depletion doughnut focal spot to reduce the size of the effective point spread function (PSF) [6–8], and the structured illumination microscopy (SIM) illuminating the sample with a periodic pattern [9–11]. Among them, SIM is exceedingly significant for live-cell imaging, providing double spatial resolution than that of the conventional wide-field microscopy. In this method, a one-dimensional sinusoidal illumination pattern is produced in the focal plane of the objective lens. A series of images, when the sample is illuminated by the patterns with different phases and orientations, are acquired by a camera. Using the specific SIM reconstruction algorithms [12–15], the super-resolution image of the sample can be obtained.

In super-resolution optical microscopes, aberrations compromise the image performances by worsening its resolution and reducing its contrast. The aberrations in SMLM and STED microscopy have been investigated sufficiently in previous works [16–18]. However, for SIM, researchers always poured attention only into the aberrations in the detection path, or assume that the aberrations are identical in the two paths [19, 20]. The discussion regarding the illumination path is insufficient. Yet, the quality of the illumination pattern is also crucial for the imaging performance of SIM. To fully optimize the final images of SIM, it is essential to create a model to describe the aberrations in SIM more comprehensively and figure out how they affect both the illumination pattern and the detection PSF.

In this paper, a strategy is developed for quantifying aberration effects in SIM. We build a mathematical model to analyze how the aberrations affect the illumination pattern and the detection PSF. As the systematic aberrations can be minimized during the design, only the sample-induced aberrations are considered. In addition, several non-aberration-related factors, especially the misalignment of the incident beams with respect to the objective pupil, are also discussed.



THEORY

In SIM, a sinusoid pattern is used to excite the sample. The image obtained by a camera can be expressed as:

[image: image]

where e(r) = 1+cos(ke·r+φ) is the intensity distribution of the illumination pattern, o(r) is the spatial distribution of the sample labeled with fluorophores, and h(r) is the point spread function (PSF) of the detection path.

In the Fourier domain, Equation (1) can be expressed as:

[image: image]

where ĩ(k), ẽ(k), õ(k), and [image: image] are the Fourier transform of i(r), e(r), o(r), and h(r), respectively. k represents the spatial frequency. Inducing structured illumination pattern, SIM can move the high spatial frequency information originally blocked by the optical system into the passband, which expands the size of the optical transfer function (OTF) of the system.

Equations (1) and (2) demonstrate that the image obtained by SIM is in close connection with the illumination pattern, the spatial distribution of the sample, and the PSF of the detection path. Therefore, we took both the illumination path and the detection path into consideration to analyze the aberrations in SIM. To simplify the discussion, only the sample-induced aberrations were considered, since the systematic aberrations are always minimized during the design. For the illumination path, the excitation pattern is generated by the interference of two beams, which can be expressed as:

[image: image]

where A1 and A2 are the amplitudes of the two coherent incident beams, respectively. k1 and k2 are the wave vectors, respectively, and φ is the phase difference between the two beams. To simplify the discussion, the two beams can be assumed to be s-polarized and φ = 0 [21], plus |A1| = |A2|. For the detection path, the PSF can be calculated using the vectorial diffraction theory [22, 23]. Moreover, in our simulation, the illumination beam and the detection beam are both linear polarized.

A mathematical model is built to analyze the effects of the aberrations. As depicted in Figure 1, the illumination beam exits the objective, propagates into the immersion medium layer, and then passes through the coverslip into the sample medium. On the other hand, in the detection path, following the reversibility principle of the beam path, the fluorescence emitted from the sample medium can be treated as the light focused by the same objective. The refractive indices (RI) of the three layers of media (immersion liquid, cover glass, and the sample) are represented as n1, n2, and n3, respectively, while the thickness of the coverslip is h. The incident angles of the illumination beam on each media interface are θ1, θ2, andθ3, respectively, while the angles are α1andα2 for the detection path. In our simulation, the objective is plan-apochromatic by default [24].


[image: Figure 1]
FIGURE 1. SIM with no aberrations for objectives with different NAs. (A) The illumination beam path. (B) The fluorescence is inversely collected by the same objective using the classic epifluorescence architecture. (C) The PSFs on the plane z = 0 (ideal focal plane). (D) The excitation patterns calculated from different objectives using the same parameters in (C). (E) The reconstructed images of SIM from the objectives with different NAs. From left to right, the resolutions are 164, 128, 125, 125, and 120 nm. (F,G) are profiles of the ideal PSFs in (C) on the x and y-direction, respectively.


A Cartesian coordinate system (x, y, z) is built for the description of the position information (Figure 1A). The orientations of the unit vectors x and z are defined by the layer interface and the optical axis, respectively. The origin of the coordinate system is consistent with the position of the Gaussian focus in the absence of stratified media (no sample medium, Figure 1B), and the subscript i denotes the ideal values [24]. Following the above definitions, the lower surface of the coverslip is located at z = 0, while the upper one at z = –h. To quantitatively test the aberration effects, we set the excitation and fluorescence wavelengths as 488 and 532 nm, respectively.

Aberrations are usually measured by the deviation of the practical wavefront from its ideal shape and can be expressed as:

[image: image]

where zl and zu are the z-coordinates of the lower and upper surface of the coverslip for simulation, respectively. Notably, δi = hi·(n2i cosθ2i − n1i cosθ1i) is used to compensate for the aberrations induced by the RI difference between the immersion medium and the coverslip during the objective's design [24].



RESULTS AND DISCUSSION

The results with no aberrations are shown in Figure 1. Different numerical apertures (NA) were applied during the simulations, and the specific parameters in each simulation are presented in Table 1. Combining the excitation patterns and the PSFs of the detection path, the images of SIM were reconstructed using the inverse matrix-based phase estimation algorithm (Figure 1E) [15], and the resolution was estimated using the parameter-free image resolution estimation method [25]. As what we expect, the comparisons between Figures 1C–G illustrate that using the objective with a larger NA generates a smaller PSF and a denser sinusoid pattern, thereby achieving a better resolution. In our simulation, the ideal interference angle of the two beams is determined by [image: image].


Table 1. Parameters in the ideal case.

[image: Table 1]

We further investigated the effects of the aberrations when the value of the RI of the coverslip deviates from the desired one, which is depicted in Figure 2. In Figures 2A,B, the incident angles θandα change in response to the varied RI of the coverslip. Similar to the above simulations, a series of different RIs were considered to discuss the effects in a more comprehensive manner, and Figures 2C–I are simulated in n2 = 1.521 for detail.


[image: Figure 2]
FIGURE 2. The aberrations induced by the deviation of the RI of the coverslip. (A,B) The RIs between the immersion medium and the coverslip mismatch for the illumination path and the detection path, respectively. (C) The pupil functions calculated from the case depicted in (B). (D) Zernike decomposition of the pupil functions shown in (C). (E) The PSFs on the plane z = 0, calculated from the corresponding pupil functions. (F) The profiles of the ideal (solid line) and biased (dashed line) PSFs in (E). (G) The excitation patterns affected by these biased RIs. (H) The local profiles of the corresponding excitation patterns shown in (G). The red dashed line Ip presents the biased case and the green solid line Ii presents the ideal case, respectively. The scope is −0.5 ~ 0.5 μm. (I) The corresponding reconstructed images of SIM. (J) The correlation coefficients of SIM images with different n2and NAs. The purple dashed line corresponds to n2 = 1.518.


As depicted in Figure 2C, the pupil functions of the detection path were calculated using the ray tracing. Moreover, to quantify the aberrations, we decomposed these pupil functions into Zernike polynomials [26, 27] from 0th to 14th modes, which are shown in Figure 2D. The piston (0th) mode holds the most part, which has no visible effect on the PSF, while the remainders are the defocus mode (4th) that simply makes the PSF out of focus and the primary spherical mode (12th) which increases the size of the PSF (Figures 2E,F). The profiles (Figure 2H) indicate that the aberrations induced in Figure 2A have little effects on the excitation patterns (Figure 2G) owing to the constant NA.

The reconstructed images are shown in Figure 2I, which are blurred by the larger PSFs (Figure 2E), compared with the images in Figure 1E. In order to further detail the effects of the aberrations, the correlation coefficients of the reconstructed images are presented in Figure 2J. The simulated values of n2 are set to be larger than the desired ones, otherwise, the light emitted from the sample cannot be collected by the objective effectively.

On the other hand, we investigated how the aberrations affect SIM images when the objective focuses deeper into the sample. As shown in Figures 3A,B, this case can be treated as the location shift of the coverslip along the optical axis. The z-coordinates of the lower and the upper surfaces (zl and zu) of the coverslip change a value a, while the other parameters remain constant. A series of different zl are considered, and an example is given in Figures 3C–I (zl = −0.2 μm). The pupil functions are shown in Figure 3C, specifically, when NA = 1.4, the value on the edge of the pupil function is complex due to the total internal reflection (TIR), which reduces the effective size of pupil (Figure 3J) and the effective NA. The decomposition of the pupil function (Figure 3D) shows that the main aberration modes are the piston (0th), defocus (4th), and primary spherical (12th). The aberrated PSFs and the corresponding profiles are shown in Figures 3E,F, which are larger than that in the ideal case. The excitation patterns and the local profiles are illustrated in Figures 3G,H, and as a result of TIR, the intensity of the excitation pattern for NA = 1.4 is lower than that in the ideal case. However, the image is well-reconstructed with satisfactory contrast, for the reason that the contrast of the excitation pattern is the same as the ideal ones. Similarly, the images of SIM and the corresponding correlation coefficients are shown in Figures 3I,K.


[image: Figure 3]
FIGURE 3. The aberrations induced by the increase of the focal depth. (A,B) The case that objective focuses deeper into the sample medium. (C) The pupil functions calculated from the case depicted in (B). (D) Zernike decomposition of the pupil functions shown in (C). (E) The PSFs on the plane z = 0, calculated from the corresponding pupil functions. (F) The profiles of the ideal and biased PSFs in (E). (G) The excitation patterns affected by biased zl. (H) The local profiles of the corresponding excitation patterns shown in (G), the scope is −0.5 ~ 0.5 μm. (I) The corresponding reconstructed images of SIM. (J) The effective pupil for NA = 1.4. (K) The correlation coefficients of SIM images with different zl.


Similarly, the thickness change of the coverslip, which may also induce aberrations can be treated as the offset of z-coordinate of the upper surface, while the lower surface still locates at z = 0 (Figures 4A,B). For objective that n1 is smaller than n2, the thickness should not be thinner than the ideal value, otherwise, the light emitted from the sample cannot be collected by the objective effectively. In contrast, the thicker coverslip is not valid if n1 is larger than n2. To make the discussion complete, different thicknesses of the coverslip are considered, and Figures 4C–I is an example for h = 170.8 μm (above the black dashed line) and h = 169.25 μm (below the black dashed line), respectively. Figures 4J,K indicate that the offset of the thickness affects the objective for NA = 0.95 more critically, and the increase of thickness is more serious than the reduction of that. No visible effects are induced in objective for NA = 1.4 because the aberrations have little effect on the pupil function and the excitation pattern.


[image: Figure 4]
FIGURE 4. The aberrations induced by the deviation of the thickness of the coverslip. (A,B) The thickness of the coverslip has a biased value for the illumination path and the detection path. (C) The pupil functions calculated from the case depicted in (B). (D) Zernike decomposition of the pupil functions shown in (C). (E) The PSFs on the plane z = 0, calculated from the corresponding pupil functions. (F) The profiles of the ideal and biased PSFs in (E). (G) The excitation patterns affected by the biased h. (H) The local profiles of the corresponding excitation patterns shown in (G), the scope is −0.5 ~ 0.5 μm. (I) The corresponding reconstructed images of SIM. (J,K) The correlation coefficients of SIM images with different h for n1 ≤ n2 and n1 ≥ n2, respectively.


All three cases discussed above can induce aberrations to some extent. However, these aberrations are symmetrical about the optical axis. Therefore, only the symmetric Zernike polynomials, e.g., defocus and spherical aberrations appear. The condition becomes more complicated when the symmetry is broken. As an example, we can give a small slope angle β to the coverslip (Figures 5A,B). The direct consequence of the tilted coverslip is the re-organization of the incident angles θandα, which eventually results in the accumulation of the aberrations. It's paramount to be clear that the aberrations vary with the field of view along the x-axis, as a result of the various optical length difference. Therefore, the PSF is location dependent, and the final image is blurred by these variable PSFs. During the simulation, the slop angle β varied within a range of 0~0.3°, and Figures 5C–I is an example when β = 0.3°. The pupil functions were then calculated and decomposed into the first 15 Zernike modes, and the major modes now are tip (2nd) and coma (8th) aberration. Notably, in our simulation, the tilted coverslip has effects on the size of pupil function when NA = 1.4 (Figure 5J), as a result of the TIR induced by the tilt. Moreover, the intensity of the excitation pattern decreases with x increasing, and the periods of these patterns change. The scope is different from that in the above cases because the sample only exists in the side x > 0 on the plane z = 0. Subsequently, the reconstructed images were obtained with deviation from the center of the scope, and the contrast reduced.


[image: Figure 5]
FIGURE 5. The diagrams of the illumination path and the detection path for a tilted coverslip, and the corresponding results for β = 0.3°. (A,B) The tilted coverslip mode in the illumination path and the detection path. (C) The pupil functions calculated from the case depicted in (B). (D) Zernike decomposition of the pupil functions shown in (C), the first 15 orders of modes are used. (E) The PSFs on the plane z = 0, calculated with the pupil functions shown in (C). (F) The profiles of the ideal and biased PSFs in (E). (G) The excitation patterns affected by the aberrations. (H) The profiles of the excitation pattern shown in (G), the scope is 0 ~ 1 μm. (I) The reconstruction images of SIM. (J) The effective pupil for NA = 1.4. (K) The correlation coefficients of the reconstructed images and the corresponding slope angle β.


The correlation coefficients between the distorted images and that with no aberrations are shown in Figure 5K. Generally speaking, it descends with the slope angle β increasing. However, for NA = 0.95, the correlation coefficient decreases first and then increases.

Based on the above results, the aberrations induced by the mismatched RIs, the increase of the focal depth, and the biased thickness of the coverslip have little effects on the excitation patterns. However, the PSFs are more affected, which is shown in the larger size caused by the defocus and the primary spherical aberrations. The immediate effect of these aberrations is the more blurred reconstructed images of SIM. Moreover, the aberrations induced by the tilted coverslip change the period of the excitation pattern, and result in the non-uniform contrast, on the other hand, the PSF of the detection path is stretched and biased in the x-y plane. Correspondingly, the reconstructed images of SIM are biased, and the contrasts are non-uniform, as shown in Figure 5I. In particular, as for the objective with a larger NA (e.g., NA = 1.4), the reduction of the coverslip thickness and the tilted case not only induce aberrations but also reduce the effective size of the pupil in the detection path.

In previous research, the aberrations on the pupil plane of the illumination path are investigated [28], however, the offset of the excitation beam with respect to the BFP of the objective, can also intensely affect the reconstructed images of SIM. In the optical system of the illumination path, the excitation pattern can be treated as the Fourier transform of two edge points on the pupil plane. As depicted in Figure 6A, one of the two edge points shifts toward the center point of the size-normalized pupil plane, m represents the distance between the edge point and the center. Furthermore, the amplitude on the corresponding pupil function of the detection path is shown in Figure 6B. Figures 6C–G is an example for m = 0, therefore, the PSFs (Figure 6C) distorted to more elliptical shapes. The excitation patterns and profiles are depicted in Figures 6E,F, in which the periods of the patterns show an intense difference from the ideal counterparts. The reconstructed images show that the images include a lot of ghost parts in higher NA objectives (Figure 6G). The correlation coefficients are calculated and plotted in Figure 6H. The quality of the images declines with the distance between the edge point and the center of the pupil plane increasing for all objectives.


[image: Figure 6]
FIGURE 6. Effects of the off-centered excitation beam. (A) The back focal plane (BFP) of the objectives. (B) The pupil function of the detection path. (C) PSFs on the plane z = 0, calculated from the pupil function in (B). (D) The profiles of the ideal and biased PSFs in (C). (E) The excitation patterns. (F) The local profiles of the corresponding excitation patterns shown in (E), the scope is −0.5 ~ 0.5 μm. (G) The reconstructed images of SIM. m = 0 for all objectives. (H) The correlation coefficients of the biased reconstructed images and the corresponding m.


The aberration modes we built include the biased working condition of the objective (as discussed above, the illumination path has a stable performance, however, the PSFs are expanded in the detection path, and the resolution of the reconstructed images is reduced) and the tilted coverslip, which induce the non-uniform contrast and the offset from the center of the reconstructed images. These modes are very beneficial to the analysis for the aberrations induced by the immersion medium and the coverslip, and have potential application in the adaptive optics for SIM. Additionally, the distance between the two edge points on the BFP of the objective is taken into account, which leads to a tremendous change of the excitation patterns from the ideal counterparts, and PSFs are just like being squished on the vertical direction, therefore, the reconstructed images include a lot of ghost parts. It's necessary to comprehend these effects for further optimizing a SIM system, for example, if the reconstructed images contain ghost parts, the researchers can analyze the source of the damage by reference to the aberration mode of misaligned pupil. However, in practical experiments, the noise and background intensity must be taken into consideration, which aggravates the quality of images more intensely. Moreover, with the increase of the imaging depth, not only do the aberrations increase, but also the influence of scattering and absorption should be paid more attention.



SUMMARY

In conclusion, we have built modes for the mismatched RIs, the increase of the focal depth, and the biased thickness of the coverslip, the tilted coverslip, and the misalignment of incident beams with respect to the BFP of the objective, respectively. In these modes, the excitation patterns are calculated based on the principle of two beams interference. In the first four modes, the pupil functions of the detection path are calculated using the ray tracing and are decomposed into the first 15th Zernike polynomials to obtain a quantified analysis, however, for the misalignment of incident beams, the pupil is not filled in the detection path. Consequently, the PSF of the detection path is distorted as a result of the corresponding pupil function, and combined with the excitation pattern, the reconstructed images are affected at different levels in these cases. The quantified descriptions for these modes can assist in monitoring and compensating the aberrations by adaptive optics, and a more completed reference for the correction of the SIM systems can be obtained.

This model is beneficial for the estimation and the correction of the aberrations in SIM, giving a guideline to further improve the performance of the SIM microscopes. In addition, this model is generally applicable to the systems that use structured illumination, e.g., such as multi-beams interference illumination.
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Rapid detection of foodborne pathogens is one of the most effective ways to solve food safety problems. To achieve rapid and noninvasive detection and classification of foodborne pathogens, we modified a fiber confocal backscattering micro-spectral system to suit an extremely small biological sample, that is, a bacterium. This system offers single-bacterium level, label-free, convenient, and environmentally friendly characterization. Three categories of common foodborne pathogens (Salmonella typhimurium, Escherichia coli, and Staphylococcus aureus) were measured. The scattering spectrum ranging from 450 to 900 nm was selected, and by the model of principal component analysis (PCA) and error back propagation algorithm of back propagation neural network (BPNN), the backscattering microscopic spectra of three categories of pathogens were dimensionally reduced, identified, and classified. The results showed that the identification accuracy of three categories of pathogens was above 90%, under neutral, acidic, and alkaline culturing conditions, respectively. The preliminary results demonstrated the feasibility of using confocal backscattering microscopic spectra combined with PCA and BPNN algorithm to identify and classify single bacterium in a rapid, noninvasive, and label-free manner.

Keywords: foodborne pathogens, elastic scattering, scattering spectra, classification, principal component analysis


INTRODUCTION

At present, foodborne illness poses a serious public health threat. Foodborne pathogens are the major cause of foodborne illness [1]. According to World Health Organization (WHO) estimates, pathogenic microorganisms are responsible for 70% of the world's foodborne disease patients [2]. In the worldwide, there are 1.5 billion diarrhea cases caused by biocontamination of food every year, of which about 3 million resulted in death among children <5 years old [3]. Contaminants are widely distributed in nature, coming from air, water, or the feces of animals. Moreover, they are difficult to eliminate because some of them often adhere to the surface of food or medical devices and form a biofilm that resists sterilization. For instance, Staphylococcus aureus is commonly associated with device-related infections after an implantation or operation [4]. Hence, the detection of foodborne pathogens is an effective first step in controlling food safety and reducing clinical infection rates.

In recent years, numerous methods of detecting foodborne pathogens have been deployed, for example, enzyme-linked immunosorbent assay (ELISA) [5], bioluminescence detection [6], gene chip technology, and polymerase chain reaction (PCR) technology [7]. However, conventional pathogen detection methods for the detection and identification of different bacteria still have some defects. For example, if the marker of a gene probe is a radioactive group, it may harm the human body, with its subsequent treatment relatively difficult. An adenosine triphosphate (ATP) luminescence detection technology can detect the total number of microorganisms contained in food but cannot specifically detect a target microorganism. Enzyme-linked immunity usually has a high false-positive rate, which affects the accuracy of detection, and is time-consuming and laborious. In addition, traditional detection methods do not apply to many clinical instruments. Therefore, at present, in the field of rapid detection of foodborne pathogens, optical means are playing an increasingly important role [8]. Raman spectroscopy has been found to have increasing applications in the field of foodborne pathogen detection due to its rapid and ultra-sensitive properties [9, 10]. Pan et al. reported a near infrared (NIR) laser scattering imaging system for rapid and noninvasive classification of foodborne pathogens [11]. The study results explored the potential of this system combined with multivariate calibrations for classifying three categories of common bacteria. Wilson and Vigil proposed a dark-field imaging technique capable of automated identification of individual bacterium [12]. Various reports in the literature have demonstrated that strategies using optical methods are potentially able to identify foodborne pathogens noninvasively, in real time, and in vivo.

Optical scattering is the main form of the interaction of a tiny particle and light, while the characteristics of the scattered light are directly related to the characteristics of the scattering particles [13]. It is used to detect the structural variations of mitochondria, measurements of macromolecular dipole moments, structural changes in cells, mechanisms of swelling, and lysis of isolated mitochondria, among other applications [14–17]. All of these studies are based on scattering theory, that is, the principle that structural differences may cause scattering differences. The optical detection method based on elastic scattered light can measure and analyze the internal structure distribution and changes of living cells in a natural state without introducing an external medium. Backscattering spectra carry structural and chemical component information from inside the bacterial cell.

Here, a pilot study was carried out to identify three categories of label-free bacteria using a fiber confocal backscattering micro-spectrometer (FCBS). Every bacterial smear was measured by the FCBS. The collected spectra were dimensionally reduced based on principal component analysis (PCA), identified and classified based on back propagation neural network (BPNN) algorithm. Because artificial neural network algorithm has strong nonlinear mapping function, which the representative model is BPNN [18]. It is a multilayer feedforward network trained by an error back propagation algorithm and can get good prediction results.



MATERIALS AND METHODS


Experimental Device

The FCBS is a combination of optical fiber confocal and elastic scattering to obtain the single-cell backscattering spectrum. This method has been published in our earlier study and was used for classification and identification of cancerous cells in previous studies [15]. Here, we introduced mainly a slight modification on FCBS suitable for bacteria detection. We improved the original optical fiber confocal backscattering spectrum system to reduce its light field diameter to fit small biological samples. The detailed improved methods are as following. The light is coupled by Port 3 of the fiber coupler to the optic probe, which is made up of a flat-field apochromatic (PLAN Apo) objective (NA = 0.4, 20X, Olympus, Japan) as a collimator and another PLAN Apo objective (NA = 0.65, 40X, Olympus, Japan) as an objective. The diameter of the optical field for the modified FCBS is about 3.5 μm.



Bacterial Samples

The cell samples for this experiment were Salmonella typhimurium (S. typhimurium, ATCC14028), Escherichia coli (E. coli, ATCC25922), and S. aureus (S. aureus, ATCC6538). All bacterial samples were obtained from the Laboratory of Microbiology, University of Shanghai for Science and Technology. All cytological samples were free of sedimentation. The experiment was completed within 24 h at room temperature.

The bacteria were separated in the following manner: The three strains were cultured in a nutrient broth for 16 h, fixed with 1% methanol (v/v), and then made the bacteria smear. The procedure steps are as following: firstly, 200 μL of the bacteria were placed in the Eppendorf centrifuge tube and centrifuged for 5 min at 5,000 rpm. Secondly, the supernatant was removed. Thirdly, the precipitated part was resuspended with 1mL of deionized water to make the bacteria suspension. These procedures were repeated three times before the bacteria were finally resuspended in 500 μL of deionized water. After the clean oil-free slides were baked on an alcohol lamp, 20 μL of bacterial suspension were smeared on the prepared slide using a sterilized coating rod.



Spectral Collection and Pretreatment

We used a silicon slice whose reflectivity was about 30% in the visual and NIR range as the standard reflector for all bacteria backscattering spectral analyses to accurately obtain the true spectral characteristics of the measured samples. S. typhimurium, E. coli, and S. aureus were individually placed on the microscope slide, while the stage was manually adjusted to move along the surroundings so that the spot of convergence could be scanned in all directions. The microscopic information of the sample at this point was measured at the single bacterium level.



Analysis and Identification Method

In the spectrum range from 450 to 800 nm, the dimensionality of spectrum is too high, making analysis and automatic identification very difficult. Principal component analysis (PCA) method is a multivariate statistical analysis technique. The core idea is to compress and extract the data, compress the linearly dependent variables into a few linearly independent comprehensive variables. The new obtained comprehensive variables contain most of the information of original variables. The PCA method is used to reduce the dimensionality. The main characteristics of the data are extracted by data decorrelation [19]. Then the main information is included in the first few principal components (PCs). In the process of comprehensive analysis, the first few PCs with the largest variance are selected and can be used in preliminary treatment for other machine learning methods [20].

The basic idea of BPNN is to use the steepest descent method to obtain the constant adjustment of the network weight and threshold through back propagation, so as to obtain the smallest square error of network error. To identify and classify the spectra of three categories of pathogens, the samples of the test set are pre-processed by PCA. The principal component vectors of cumulative contributions over 85% are inputted into the BPNN model are extracted for prediction. We set the deviation of prediction results within ±0.15 as the correct prediction. Conversely, there are two types of misjudgments: [1] when the prediction value is not in the setting value range, the misjudgment is occurred. However it is not recognized as another type of bacteria; [2] when the prediction value is in another bacteria value range, it will be recognized as other bacteria. The number of trainings used is 5,000 and the target error is 0.01.




EXPERIMENTAL RESULTS UNDER NEUTRAL CULTURING CONDITIONS

In this experiment, the backscattering micro-spectra of S. typhimurium, E. coli, and S. aureus that were cultured under neutral condition, were measured using the modified FCBS.


Three Bacterial Spectra

The light scattering spectra of the three kinds of foodborne pathogens were obtained and demonstrated by using BWspec software. The experimental data for the backscattering micro-spectra of the three kinds of bacteria are shown in Figure 1.


[image: Figure 1]
FIGURE 1. Backscattering micro-spectra of three kinds of bacteria.


In the spectra range of 450 to 800 nm, the contribution rate and cumulative contribution rate of variance for the first five principal components calculated by PCA are shown in Table 1. The cumulative contribution rate of the first two principal components (PC1 and PC2) reaches 99.39%, indicating that they already contain the primary information of the original variables.


Table 1. Contribution rate and cumulative contribution rate of the first five principal components.

[image: Table 1]

A PCA scatter diagram based on the first two principal component scores, PC1 and PC2, is shown in Figure 2. Fifty spectral data for each of the three kinds of bacteria are used in the PCA. This result has demonstrated that the micro-spectra of S. typhimurium, E. coli, and S. aureus obtained using the modified FCBS can be distinguished by the first two principal components in the PCA.


[image: Figure 2]
FIGURE 2. Discrimination of the spectra of the three kinds of bacteria by PCA.




Identification Results by BPNN

Spectral data of 150 samples were collected as prediction set samples, 1–50, 51–100, and 101–150 cases were S. typhimurium, E. coli, and S. aureus spectral data, respectively. The effective spectral components of the microscopic spectra of bacteria collected after the data dimension of spectra were reduced by PCA method. The first and second principal component vectors were selected as the input of the BPNN model for testing. The classification and identification results have been shown in Table 2 for 150 prediction sample sets. The experimental results have shown that the identification rate of all three bacteria is above 90%.


Table 2. Classification results.
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EXPERIMENTAL RESULTS UNDER DIFFERENT CULTURING CONDITIONS

During the actual detection process, the growth of foodborne pathogens will also change with the external environment. The use of back scattering spectroscopy for label-free classification and identification of foodborne pathogens is an ongoing research. To prove the ability of classification and identification of the modified FCBS, it is necessary to consider the backscattering of foodborne pathogens in on-site detection. The same three foodborne pathogens are selected. Most of the oils and fats are weakly alkaline, while most of the eggs and milk foods are weakly acidic. Therefore, two pH values (pH = 6.6, pH = 8.4) culturing condition are designed. The backscattering spectra of three foodborne pathogens are studied by spectroscopy combined with statistical methods, chemometric methods, and deep learning algorithms.


Spectra of Three Foodborne Pathogens Under Two pH Conditions

The experimental data of the backscattering micro-spectra of the three kinds of bacteria under two conditions of pH value are shown in Figure 3.


[image: Figure 3]
FIGURE 3. Backscattering micro-spectra of three kinds of bacteria under acidic condition (A) and alkaline condition (B).


The contribution rate and cumulative contribution rate of the variance of two pH value conditions for the first five principal components calculated by PCA are shown in Tables 3, 4. In the spectra range of 450 to 800 nm, the cumulative contribution of the first two principal components (PC1 and PC2) reaches 86.179 and 98.6%, respectively, indicating that they already contain the primary information of the original variables.


Table 3. Contribution rate and cumulative contribution rate of the first five principal components (acidic condition).
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Table 4. Contribution rate and cumulative contribution rate of the first five principal components (alkaline condition).

[image: Table 4]

Under two conditions of pH values, PCA plots based on the first two principal component scores, PC1 and PC2, are presented in Figures 4, 5, respectively. A total of 50 samples of spectral data for each of the three kinds of bacteria are used in the PCA. This result has demonstrated that under acidic and alkaline culturing conditions, the micro-spectra of S. typhimurium, E. coli, and S. aureus obtained using the modified FCBS can be distinguished by the first two principal components in the PCA.


[image: Figure 4]
FIGURE 4. Discrimination of the spectra of the three kinds of bacteria under acidic condition by PCA.



[image: Figure 5]
FIGURE 5. Discrimination of the spectra of the three kinds of bacteria under alkaline condition by PCA.




Identification Results by BPNN Under Two pH Conditions

Under each of two pH conditions, spectral data of 150 samples are collected as prediction set samples respectively. Same as under neutral culturing conditions, the samples of the test set are also pre-processed by PCA, while the first two principal component input BPNN model are extracted for testing. The classification and identification result have been shown in Tables 5, 6. The experimental results have shown that the identification rates of all three bacteria are above 94%.


Table 5. Classification results (acidic condition).

[image: Table 5]


Table 6. Classification results (alkaline condition).
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DISCUSSIONS AND CONCLUSION

Food safety issues are associated with the national economy and people livelihood. Traditional techniques of bacterial identification are time-consuming and offer poor detection sensitivity. Our proposed test method here is noninvasive and label free. It can extract the spatial information of the bacterial cells into the spectral information and obtain the scattering characteristics of various bacterial cells without complicated pre-processing. By extracting the characteristic of the scattering spectrum, different cells can be identified and classified. Compared with the backscattering detection technology, such as the Raman spectrum, the elastic light scattering spectrum can better describe the cell morphological characteristics. Our method has a number of advantages, such as the simplicity of the system, good repeatability, and high precision of spectral signals. Moreover, the system is more conductive to the design and construction of portable detection equipment, thereby meeting the requirements of detection in-situ. Backscattering micro-spectral data from S. typhimurium, E. coli, and S. aureus are collected from three foodborne pathogens based on our modified FCBS. By utilizing PCA and BPNN algorithm, the three kinds of bacteria were classified and identified, with good results obtained. At the same time, the identification accuracy was improved, which provided a new method for cell identification. The results have shown that the identification accuracy of three categories of common foodborne pathogens under neutral, acidic and alkaline culturing conditions were all above 90%. In addition, it could be observed that the spectral curves of the same species of bacteria were significantly different under different culture conditions. In response to this phenomenon, we speculate that the morphological characteristics of bacteria changed under acidic and alkaline culturing conditions, compared with neutral culturing condition. Thus the elastic light scattering spectrum changed [21].

With a greater understanding of food microorganisms, we believe that additional foodborne pathogen analysis methods and detection techniques can be applied in real-life situations. In future, we will continue to optimize the identification algorithm and collect a larger number of samples to confirm our current data before establishing a database of bacterial feature information. In addition, miniaturization equipment can provide guarantee for in-situ rapid detection. However, considerable work remains to be done in the future for applying the discrimination of the bacteria based on the modified FCBS. Given the complicated effect of the variety of foodborne pathogens that usually exist in food, automatic classification of mixed bacteria and its application for clinical detection and treatment needs further research. Full detection of pathogenic bacteria in food cannot be accomplished using a single method and requires a combination of various techniques to enhance detection sensitivity and reduce detection time. With the rapid development of microbiology, biochemistry, molecular biology, and other disciplines, the development of various multifunctional microbial detection systems has become an important topic. Combining the optical technology with other detection techniques can achieve accurate and efficient detection of foodborne pathogens and requires further research.
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Super-resolution microscopy enables images to be obtained at a resolution higher than that imposed by the diffraction limit of light. Structured illumination microscopy (SIM) is among the fastest super-resolution microscopy techniques currently in use, and it has gained popularity in the field of cytobiology research owing to its low photo-toxicity and widefield modality. In typical SIM, a fluorescent sample is excited by sinusoidal patterns by employing a linear strategy to reconstruct super-resolution images. However, this strategy fails in cases where non-sinusoidal illumination patterns are used. In this study, we propose the least-squares SIM (LSQ-SIM) approach, which is an efficient super-resolution reconstruction algorithm in the framework of least-squares regression that can process raw SIM data under both sinusoidal and non-sinusoidal illuminations. The results obtained in this study indicate the potential of LSQ-SIM for use in structured illumination microscopy and its various application fields.

Keywords: super-resolution imaging, structured illumination microscopy, reconstruction algorithm, optimization, least squares


INTRODUCTION

The resolution of a fluorescence microscope is limited by the optical diffraction effect, which can be described by Abbe's Equation [1]. Several super-resolution fluorescence microscopy techniques have been previously developed, such as stochastic optical reconstruction microscopy (STORM) [2], stimulated emission depletion fluorescence microscopy (STED) [3], and structured illumination microscopy (SIM) [4]. SIM features low photo-toxicity and a relatively high imaging speed, and has been widely applied in the field of biological sciences to study cellular and subcellular dynamics and mechanisms [5, 6]. SIM employs sinusoidal illumination patterns with different directions and initial phases to downshift the high-frequency component of the fluorescence signals of a specimen into the scope of the optical transfer function (OTF), which is otherwise filtered in conventional microscopic optics, leading to resolution loss. The high- and low-frequency components are then unmixed using the solution of a set of linear equations and shifted to their correct positions in the reciprocal domain. With this expanded spectrum, the resulting resolution is almost twice that of widefield fluorescence microscopy. The resolution enhancement provided by SIM can be further improved if the nonlinear characteristics of fluorescent labels are utilized, such as saturation [7] and photo-switching [8, 9], depending on the strength of the high-frequency signal and level of noise corruption in the system.

In super-resolution reconstruction of SIM data, the parameters of sinusoidal illumination patterns (e.g., the frequency vectors and initial phases) must be precisely known. However, this knowledge is difficult and even impossible to obtain if the illumination patterns are distorted due to aberrations caused by the observed specimen, especially in the case of thick biological tissue [10]. Mudry et al. [11] developed a structured illumination microscopy approach using unknown speckle illumination (referred to as blind SIM), in which both the object and speckle patterns are estimated by conjugate gradient descent. With the grain size of speckle being close to the diffraction limit, the resolution of blind SIM is comparable to that of classical structured illumination microscopy [11]. In addition to speckle, multi-foci has also been applied as structured illumination to realize a doubling in resolution and optical sectioning with an extra digital pinhole [12]. Unfortunately, the reconstruction algorithm of original structured illumination microscopy is unable to process the raw data from these novel SIM techniques. Various reconstruction methods have been invented to deal with SIM data under non-sinusoidal illumination, though these approaches are both iterative and time consuming [13–15].

In this paper, we propose a highly efficient reconstruction method for use with SIM images under general structured illumination (sinusoidal and non-sinusoidal). As reported in the previous literature, the reconstruction of an object is formulated in terms of an optimization problem [11]. This optimization problem lacks an analytical solution owing to the convolution operator in the SIM imaging model, which is also ill-conditioned. We introduce a pre-deconvolution step for simplification, so a direct solution to this problem is available that can be instantly calculated through least-squares fitting. Furthermore, our method is conducted mainly in the spatial domain, which makes it faster because it requires fewer computationally intensive Fourier transformation operations.

In section Method, we present the SIM imaging forward model that we exploit in the least-squares algorithmic framework for super-resolution reconstruction of objects. The principles of our method are demonstrated and reconstruction results obtained using simulated data are shown. Section Results and Discussion describes the validation of our approach using open-access SIM data under sinusoidal and non-sinusoidal illumination.



METHOD

In two-dimensional (2D) SIM, the relation of an object f illuminated by an excitation pattern p and a captured image g can be described by:

[image: image]

where ⊗ denotes the 2D convolution operator, and psf the point spread function. For convenience, the magnification is assumed to equal 1 here, without loss of generality. In the frequency domain, Equation (1) becomes:

[image: image]

where OTF denotes the optical transfer function, and G, F, and P are the 2D Fourier transformations of g, f, and p, respectively. As the OTF is band-limited, spectrum information at frequencies higher than the cutoff frequency is filtered and unrecoverable after imaging if the illumination pattern is uniform, as in the case of widefield microscopy, which leads to resolution degradation. Through pulse function decomposition, Equation (2) becomes:

[image: image]

where kx and ky denote frequency coordinates corresponding to spatial coordinates x and y, respectively, and u and v are integration variables. This implies that a high-frequency component is coded into the frequency domain within the range of the OTF weighted by the spectrum of the illumination pattern. As a specific case of SIM, the integration in Equation (3) is replaced with a discrete summation of the spectrum of the object filtered by the OTF and its shifted copies. It can be seen that the essence of super-resolution SIM consists of accessible high-frequency information resulting from structured illumination. SIM illumination patterns are usually generated through the same objective in the detection path, which restricts their spatial frequency below its cutoff frequency, so the resolution improvement is at most 2-fold. The resolution enhancement of SIM can be further extended if certain nonlinear processes of fluorescence dyes are applied to effectively excite higher-order harmonics [7–9].

The task of reconstructing an object from SIM data can be viewed as an optimization problem, for which the cost function to be minimized is

[image: image]

where N is the total number of illumination patterns. There is no direct solution to this optimization problem as a result of the convolution operator. Considering the band-limiting nature of the point spread function, minimization of L1(f) is equivalent to that of

[image: image]

where deconwnr denotes the Wiener deconvolution and Scut−off is a frequency-bound constraint function that sets spectrum values outside the cutoff bound of OTF to zero. The analytical solution for the minimization of L2(f) is then described by Tian et al. [16]

[image: image]

which is also a least-squares estimation. To avoid division by zero, a small positive constant acting as the Tikhonov regularization is added to the denominator in Equation (6) when applied to the SIM data. We find that Wiener deconvolution causes obvious artifacts and noise amplification, especially when the sample is bead-like, which leads to significant corruption of the reconstruction results. This issue can be solved by simply replacing the Wiener deconvolution through using Richardson-Lucy deconvolution in this pre-deconvolution step. We also implement high-frequency elevation for each illumination pattern before applying Equation (6), and deconvolve flsq after high-frequency emphasis with an point spread function that corresponds to a doubled numerical aperture, to strengthen the contrast of the final reconstruction result. With high-frequency elevation for illumination patterns, the weight of low frequency components in final reconstruction can be reduced so out-of-focus background is suppressed, which benefits thick biological tissue imaging. A block diagram describing our approach is shown in Figure 1.


[image: Figure 1]
FIGURE 1. Block diagram showing the proposed LSQ-SIM algorithm.


We use a simulated Siemens Star target [o(r,θ)=1+cos32θ in polar coordinates] to test our method. The numerical aperture for simulation is set to 0.7 and five types of two-dimensional illumination patterns are used: sinusoidal fringes, quadratic lattice, hexagonal lattice, multi-spots, and pseudo-random speckles. In 2D SIM, sinusoidal fringes are usually generated through the interference of two coherent beams or projection of the light field on a digital micromirror device (DMD) [17, 18]. The quadratic lattice, which contains two more peaks in the reciprocal domain compared to the sinusoidal fringe, is produced with two pairs of coherent orthogonal beams. The hexagonal lattice is generated in a similar manner, with three pairs of light beams with a high degree of coherence [19]. Due to increased sparsity, the quadratic and hexagonal lattices bear higher modulation depth than sinusoidal fringes in a thick sample, which can yield better reconstruction results.

Multi-spots and pseudo-random speckle have also been used to achieve super-resolution SIM, both of which can be created with the economical DMD [20, 21]. Due to the flexibility of DMD, which is digitally controlled, the properties of illumination patterns, such as quantity and sparsity, can be appropriately designed. In our simulation, the multi-spots pattern scans the target uniformly and the speckle patterns are generated using a pseudo-random algorithm, as such, the sum of SIM images forms a complete widefield frame of the target, which promotes unbiased reconstruction [22]. Note that the speckle illumination applied in blind SIM [11] is produced by placing a mechanically driven optical diffuser in the excitation path, which leads to a high required number of captured images to obtain an unbiased reconstruction.

Figure 2 shows the simulation results for these different types of structured illumination. The outer blue dashed circle indicates the resolution that is limited by optical diffraction, and the inner one indicates resolution doubling. The area inside the outer circle is still blurred after pure deconvolution. In the case of the reconstructions obtained using our method (Figures 2D–H), the details between the two circles of the target are clearly distinguishable, with some slight ambiguity close to the inner circle, which suggests that a nearly 2-fold resolution enhancement is achieved. It is noteworthy that the resolution enhancement of image reconstruction in the case of pseudo-random speckle illumination is slightly weaker than those of the other examples, which may result from the irregularity of the speckle.


[image: Figure 2]
FIGURE 2. Reconstructions of simulated Siemens Star targets imaged under structured illuminations of sinusoidal fringe (D), quadratic lattice (E), hexagonal lattice (F), multi-spots (G), and speckle (H). The ground truth (A), together with widefield (B), and deconvolved (C) images is also shown. The outer blue dashed circle indicates the resolution limited by optical diffraction, and the inner circle denotes resolution doubling.


To assess the performance of our method, contrasts at different circular spatial periods are calculated, as shown in Figure 3. For the widefield and deconvolved images, the contrast falls close to zero at a spatial period of λ/2NA, in accordance with the theoretical diffraction limit. In the case of reconstructions obtained using the proposed LSQ-SIM method, the contrast remains comparatively high, at spatial periods ranging between 0.5 and 1 times λ/2NA, which verifies the resolution improvement. As shown in Figure 3, the reconstructions of lattice-illuminated images present much higher contrasts within the middle of the super-resolution region compared with the other reconstructions, which reveals the superiority of lattice-structured illumination.


[image: Figure 3]
FIGURE 3. Contrast degradation curves of the reconstructed simulated target under different types of structured illumination.




RESULTS AND DISCUSSION

We validate our LSQ-SIM reconstruction algorithm on two open-accessible experimental data sets (Laser Analytics Group), and compare it with joint Richardson-Lucy deconvolution, an iterative method that has been used to successfully reconstruct SIM images by sinusoidal and multi-focal excitation (jRL-SIM) [13, 23]. The jRL-SIM approach originates from the Richardson-Lucy (RL) deconvolution used in image restoration, the idea of which is to get an estimation of the object to maximize the likelihood of the observation under the Poisson noise model by multiplicative iteration [24, 25]. In RL deconvolution, the blurring convolution kernel (e.g., the point spread function) is regarded as a linear operator. While in jRL-SIM, this convolution operator is modified to be a mixed operator that combines convolution and structured excitation operations. As a result of this iteration approach, jRL-SIM is particularly time consuming for large numbers of raw SIM images.

All the reconstructions described in this study were conducted on a personal computer equipped with a 2.9 GHz i5-9400 CPU. The first data set contains SIM images of fluorescent beads (Tetraspeck, Thermo Fisher Scientific) with a nominal diameter of 100 nm by sinusoidal excitation at the wavelength of 488 nm [23]. The widefield image is acquired by summing all the raw images on which deconvolution is subsequently implemented. The number of iterations for jRL-SIM reconstruction is chosen to be 30 to guarantee sufficient convergence and prevent intolerable artifacts and noise amplification. At the pre-deconvolution step of our LSQ-SIM reconstruction, we use iterative RL deconvolution rather than instant Wiener deconvolution because we find that Wiener deconvolution leads to obvious ringing artifacts that severely corrupt the reconstruction result. Figure 4 shows a comparison of jRL-SIM and LSQ-SIM reconstructions for fluorescent beads. In the widefield image, fluorescent beads that are lying in proximity cannot be discriminated (pure deconvolution also fails to distinguish these) although the contrast is boosted. Both the jRL-SIM and LSQ-SIM reconstruction methods successfully resolve these neighboring beads, while the latter partially presents a slightly higher contrast, according to the intensity profile shown in Figure 4.


[image: Figure 4]
FIGURE 4. Comparison of reconstructions of fluorescent beads under sinusoidal illumination using the jRL-SIM and LSQ-SIM methods. Scale bar: 2 μm for full-frame image and 0.5 μm for the zoomed region.


To further compare the resolution improvement provided by the proposed LSQ-SIM method and jRL-SIM, we study their capacity to compress the full width at half maximum (FWHM) of a sub-diffraction object [18]. The intensity profiles of a single bead are plotted in Figure 5. The FWHM value for the single bead in the widefield image is approximately 250 nm, whereas the FWHMs for jRL-SIM and LSQ-SIM reconstructions were ~120 nm and ~140 nm, respectively. Although the FWHM confinement of LSQ-SIM is a little lower than that of jRL-SIM, a reduction of the FWHM by nearly one half is still realized.


[image: Figure 5]
FIGURE 5. Comparison of the intensity profile of a single fluorescent bead reconstructed using jRL-SIM and LSQ-SIM. Scale bar: 1 μm.


The efficacy of the proposed LSQ-SIM method is also assessed using a data set consisting of sample images from multi-focal SIM (MSIM). The target sample is a microtubule structure labeled by Alexa Fluor 488 in a fixed cell imaged under a 60 × TIRF objective with NA1.45 [12]. The reconstruction results of jRL-SIM and LSQ-SIM are shown in Figure 6. For the pre-deconvolution step in LSQ-SIM reconstruction, an easily performed quasi-Wiener deconvolution is applied by replacing the signal-to-noise (SNR) regularization term in the standard Wiener deconvolution with a small positive constant (referred to as Tikhonov regularization). We find that the proposed LSQ-SIM method provides sample reconstruction that is similar to that of jRL-SIM, with a clearer background but without the post-deconvolution procedure mentioned earlier in this section, revealing two closely nestling branches that are nevertheless obscured in the deconvolved widefield images. Employing the post-deconvolution process described above in LSQ-SIM reconstruction provides clear resolution enhancement, as well as significant contrast improvement.


[image: Figure 6]
FIGURE 6. Reconstruction results of the microtubule sample, obtained using widefield, jRL-SIM, and proposed LSQ-SIM methods without and with post-deconvolution. Scale bar: 1.5 μm.


The frequency spectra of jRL-SIM and LSQ-SIM reconstructions are also compared, as shown in Figure 7. The inner red dashed circle indicates the experimentally calibrated widefield cut-off at a spatial frequency of 1/280 nm−1, while the outer circle indicates a cutoff of 1/145 nm−1. The spectrum of jRL-SIM reconstruction is expanded and almost fills the area bounded by the outer circle, which is consistent with the result of the previous study [12]. Without post-deconvolution, the spectrum expansion of LSQ-SIM reconstruction is slightly weaker than that of jRL-SIM, which is compensated for by the proposed post-deconvolution method.


[image: Figure 7]
FIGURE 7. Comparison of frequency spectral of the reconstructions of the microtubule sample. The spectra of the deconvolved image (a), jRL-SIM reconstruction (b), and LSQ-SIM reconstruction without (c) and with (d) post-deconvolution are displayed.


With regards to computation time, the jRL-SIM reconstruction of fluorescent beads requires 48.1 s in contrast to the 16.7 s required by the proposed LSQ-SIM method, which is nearly three times faster. For the reconstruction of the microtubule sample, jRL-SIM requires 14.2 s to reconstruct a super-resolution image, while the proposed LSQ-SIM method requires 0.69 and 0.71 s with and without post-deconvolution, respectively. The speed improvement obtained by the LSQ-SIM algorithm is dramatically increased to over 25 times because of the fast quasi-Wiener deconvolution utilized at the pre-deconvolution step of microtubule reconstruction.



CONCLUSION

We propose a novel super-resolution image reconstruction algorithm in the least-squares regression framework to efficiently process SIM data under both sinusoidal and non-sinusoidal structured illumination. Our method is conducted mainly in the spatial domain, which greatly reduces the computation time required for an individual reconstruction. The super-resolution capability of the proposed LSQ-SIM approach is verified both in silico and in vitro. The performance of our method is assessed on two open-access experimental data sets, giving results that are comparable to those of the jRL-SIM method. Our findings indicate that the proposed LSQ-SIM method has the potential for use in biological applications.
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The combining of reflected endoscopic imaging with spectral data has recently attracted much attention. In this study, we used an optical fiber bundle probe, a galvo-scanning module and an imaging spectrometer module to realize a dual-channel endoscope that is capable of simultaneously acquiring real-time video data and high-throughput hyperspectral data. The frame per second of the video channel is 30, and the wavelength range in the hyperspectral channel is 400–750 nm, with a 3 nm spectral resolution at 547 nm. To achieve fast hyperspectral imaging, we extracted the region of interest (ROI) from the video channel and utilized it as guidance to drive the galvo-scanning module to obtain the hyperspectral data in the ROI. In this way, the hyperspectral imaging speed for a selected ROI area can be reduced to about 1 second, making it possible to achieve rapid detection. Utilizing this system, we acquired the hyperspectral image of fingerprints, dorsum of the hand, and skin melanin nevus, demonstrating that compact dual-channel endoscopy has broad implications for research and therapeutics.

Keywords: optical fiber bundle probe, galvo-scanning module, dual-channel, region of interest, hyperspectral


INTRODUCTION

The importance of histopathological evaluation for disease remains critical. However, the acquisition and recognition of traditional pathological data are time-consuming and must be obtained by a well-trained observer. In order to achieve rapid intraoperative diagnosis, examination of frozen pathological sections from patients during operation has been developed and widely used in the clinical field. However, some dysplasia is invisible, inevitably leading to misdiagnosis. To circumvent this problem, some in vivo diagnostic techniques based on endoscopic tools have been developed [1–3]. For example, Qiu et al. [3] utilized light scattering endoscopic imaging for esophageal precancer diagnosis. Their work demonstrated that spectral technology is compatible with endoscopic diagnosis. In order to obtain high-throughput spectral information, hyperspectral endoscopy has been developed [4–6]. In hyperspectral imaging, the spectrum of each pixel in the image can be obtained, and then the chemical components of various kinds of tissue can be analyzed through spectral information [7, 8], which helps to improve the accuracy of diagnosis [9–14]. Nevertheless, motion artifacts during medical endoscopy may affect clinical diagnosis. From the perspective of imaging, increasing the imaging speed contributes to reducing motion artifacts. Hence, imaging speed is important for accuracy in clinical applications [15]. In general, a straightforward way to improve the imaging speed is to reduce the integral time of the sensor. However, the signal-to-noise ratio (SNR) is usually poor, with short integral time. At present, it is critical to resolve the issue of reducing spectral resolution to improve the SNR of spectral data in order to develop a fast-spectral detection system with less exposure time. Another way to improve imaging speed is to reduce the spectral resolution of the system. However, in the visible and near-infrared band, the absorption spectra of different biomolecules usually overlap. This reduces the reconstruction accuracy of biomolecules' content. Higher spectral resolution data can help to distinguish different biomolecules and contribute to a more accurate medical/chemical analysis [16]. Thus, a hyperspectral endoscopy system with high imaging speed and rich spectral information is required to perform accurate clinical diagnoses.

In our previous work [17], we developed a fiber bundle probe-based hyperspectral endoscope that utilized a galvo mirror to achieve spatial scanning. This hyperspectral endoscope is relatively cost-efficient and portable, making it suitable for field use. However, the previous endoscopic prototype required several tens seconds to obtain one three-dimensional (3D, 2D spatial, and 1D spectral) spectral image cube, which certainly limits its clinical application during operation. Additionally, the spectral image cube obtained suffered because of severe motion artifacts. In this study, we developed a compact dual-channel endoscope to accomplish rapid hyperspectral imaging in order to obtain a hyperspectral image of a region of interest (ROI) in about 1 s. This rapid imaging undoubtedly expanded its use in the histopathological evaluation. The system combines a traditional endoscopic imaging system and galvo-scanning imaging spectrometer to generate two channels of imaging data, i.e., high-speed two-dimensional (2D) spatial video data and a 3D hyperspectral cube. These two channels both detect the same target through endoscope imaging. Utilizing the high-speed spatial image and an image processing algorithm, ROIs can be rapidly located. By controlling the scanning angle of the galvo mirror, we can acquire fast-spectral imaging on the ROI. In the present study, the system was used to detect fingerprints, dorsum of hand, and skin melanin nevus, demonstrating its broad implications for research and therapeutics.



MATERIALS AND METHODS

In this work, a dual-channel endoscope was assembled to simultaneously acquire video and hyperspectral imaging data. Figures 1a,b shows the optical schematic diagram and photo of the dual-channel endoscope, respectively. A fiber bundle probe was used to transmit an image of the sample. When detecting the spectra of samples, an imaging lens was used to focus the image of the sample onto the far end face of the fiber bundle, while the proximal end face of the fiber bundle was in the focal plane of the objective. In this way, the real image of the sample was relayed to the detection module. After passing through the objective (RMS10X, THORLABS), the sample's real image was divided into two paths by a beam splitter (BSX10, THORLABS). After lens focusing (AC254-050-A, THORLABS), one path was captured by a custom video camera, thus obtaining the spatial image of the sample. The other path was first reflected by the galvo mirror (GVS001, THORLABS) and then focused into the homemade imaging spectrometer by another doublet lens (AC254-050-A, THORLABS). The homemade imaging spectrometer consisted of a custom slit with a 30 μm width, a collimating lens (AC254-050-A, THORLABS), a custom prism-grating-prism module, a focusing lens (AC254-050-A, THORLABS), and a CMOS camera. By changing the angle of the galvo mirror with the help of a data acquisition/generation card (USB6008, NI), the real image was scanned across the slit. For each angle, a spectral image was captured by the camera of the imaging spectrometer. A hyperspectral image cube of the sample was formed by combining a sequence of spectral images [18]. By outputting voltage with different values from USB6008, we controlled the angle of the galvo mirror. Both the video camera and spectral camera were connected to a computer using USB 3.0 cables. Through the USB cables, camera control and data transfer were accomplished. Notably, this compact dual-channel endoscope—including the driver circuit, data acquisition card, wire box, and a power outlet—can be contained in a suitcase whose size is 68 cm × 32 cm × 17 cm.


[image: Figure 1]
FIGURE 1. (a) Schematic drawing of the compact dual-channel endoscopy. 1, microscopic object; 2, beam splitter; 3, lens; 4, video camera; 5, galvo mirror; 6, imaging lens; 7, slit; 8, collimating lens; 9, prism; 10, grating; 11, prism; 12 doublet lens; 13, CMOS camera. One inset is the enclosing capsule, which is used to contain the compact dual-channel endoscopy. Another inset shows the far end face of the fiber bundle. (b) Photo of the compact dual-channel endoscopy. 1, compact dual-channel endoscopy; 2, driver circuit of the galvo mirror; 3, data acquisition/generation card; 4, wire box; 5, power outlet. (c) Relationship between the pixel index of CMOS camera and the calibrated wavelength. Inset is the spectral image of the calibration source. (d) Spectrum of the calibration source measured by our system.


We then performed the spectral calibration by utilizing a custom-made mercury lamp. Inset of Figure 1c was a spectral image captured by the camera of imaging spectrometer. The horizontal axis indicated spectral axis, while the vertical axis represented spatial axis, which was also perpendicular to the scanning direction. According to reporting by Das et al. [8], the wavelength of the spectrometer was assumed to be a polynomial function of the pixel index of the spectral axis. Thus, a least squares polynomial fit method was employed to investigate the relationship between wavelength and pixel index. Here, the wavelength of the calibration source at 406, 437, 547, 579, 620, 699 nm [19], and their corresponding pixel indexes at 1,136, 1,047, 741, 654, 611, 541, 333 were utilized in the fitting process. The solid line of Figure 1c shows the relationship between the wavelength and pixel index derived from the fitting result. Figure 1d is the spectrum of the calibration source obtained by our homemade spectrometer, with approximate 3 nm spectrometer at 547 nm. The wavelength range of this homemade imaging spectrometer was 400–750 nm.



RESULTS AND DISCUSSION

We first presented the imaging results of a test fiber bundle to check the consistency of the spatial image and hyperspectral image. A collimated LED lamp was adopted to illuminate the far end face of the fiber bundle probe. The spectrum of the LED lamp was shown in Figure 2a. The radiance of the LED lamp was about 500 lumens. The LED was driven by an electrical signal, so that the LED was turned on during the hyperspectral scanning process. With this working mode, we were able to avoid the heating problem of LED caused by long-time illumination. In the test experiment, a uniform white board was selected as an imaging sample, whose spatial image and hyperspectral cube were acquired synchronously. Figure 2b shows the image obtained by the video channel. Herein, there were several flaw pixels in the fiber bundle, since some region of the fiber bundle could not deliver the LED light. A hyperspectral cube was synchronously acquired from the spectral channel. The spatial image extracted from the hyperspectral cube is shown in Figure 2c. Observing the flaw pixels region, we found the spectral channel had good spatial consistency with the imaging result of the video channel.


[image: Figure 2]
FIGURE 2. (a) The spectrum of the LED source. (b) Spatial image of the fiber bundle end face derived from video channel. (c) Spatial image of the fiber bundle end face, extracted from the spectral cube from spectral channel with 0–3 v driving voltage. (d–i) The corresponding relationship between driving voltage of galvanometer and pixel position of hyperspectral image, indicating regional scan is consistent with global scan.


Second, we attempted to demonstrate that the scanning result of the spectral channel was linearly related with the control voltage from USB6008. For this purpose, we performed a spectral scanning experiment with six voltage ranges (i.e., 2.5–3.0 v, 2.0–2.5 v, 1.5–2.0 v, 1–1.5 v, 0.5–1 v, 0–0.5 v). Six spectral cubes were acquired after six scanning experiments, and the corresponding six spatial images are shown in Figures 2d–i. The combination of these six pictures is consistent with that of Figure 2c, indicating that the regional scan is consistent with global scan. This result shows that we can scan the region of interest through appropriate voltage output. By analyzing the spectral image of the end face of the fiber bundle probe in Figures 2d–i, the corresponding driving voltages to the left and right edge were 2.87 and 0.09 v, respectively. Meanwhile, the width of the spatial image of Figure 2b was 1,280 pixels, and the width of proximal end face of the fiber bundle was 1,264 pixels. Therefore, we can get the relationship between the driving voltage and the horizontal pixel index of the image by the following formula: driving voltage = −0.0022 × pixel position + 2.87.

Next, we utilized this system to image the hand of the first author. The LED lamp described above was used as an illumination source. Figures 3a,b shows spatial images derived from the video and spectral channel, respectively, when the fiber probe was aimed at human fingerprints. Figure 3c presents the average spectrum of fingerprints inside the red circle in Figure 3b. Two absorption bands, caused by the absorption of hemoglobin, can be seen near 543 and 580 nm [indicated by two arrows in the Figure 3c]. Figure 3d presents images of the finger at three spectral channels (543, 580, and 606 nm). Among the three images, the image brightness at 580 nm channel is the weakest due to the absorption of hemoglobin. Similarly, Figures 3e,f shows spatial images of the dorsum of the human hand derived from the video and spectral channel, respectively. Figure 3g presents the average spectrum of the blue circle in Figure 3f. Compared with the spectrum of the fingerprint, only the absorption band at 580 nm can be seen [indicated by the arrow in the Figure 3g], indicating that the hemoglobin content in the dorsum of the hand is less than that in the fingerprint. Figure 3h presents images of dorsum of the hand at three spectral channels (543, 580, and 606 nm).


[image: Figure 3]
FIGURE 3. (a) Spatial image of finger derived from video channel. (b) The corresponding spatial image extracted from the spectral cube from the spectral channel. (c) The average spectrum of the finger inside the red circle. (d) Images of finger at three spectral channels (543, 580, and 606 nm). (e) The spatial image of dorsum of the hand. (f) The corresponding spatial image extracted from the spectral cube from the spectral channel. (g) The average spectrum of dorsum of hand inside the blue circle. (h) Images of dorsum of the hand at three spectral channels (543, 580, and 606 nm).


It is worth nothing that for each spectral image, the exposure time of the camera was 20 ms and that 300 spectral images were collected during the experiment. Hence, the overall scanning time was about 6 s. During the scanning process, the spectral images were stored in the computer memory, rather than in a hard disk, to reduce the data storage time. While the computer was collecting spectral images, a new thread was created in the program to deal with the spectral data in the memory of the computer. All the programs were written in C# code.

However, even though the carrying out of the scan and the processing of spectral images occurred simultaneously by creating dual threads in the program, the total processing time, 6 s, is impractical for in vivo application since it is quite slow. By analyzing hyperspectral images, we found that we often paid more attention to a key area rather than the whole area when processing hyperspectral data. In order to further improve the scanning speed, we determined the ROI by spatial image first. Then, we scanned the region of interest by setting the initial voltage and the end voltage of galvanometer scanning because there was a linear relationship between the driving voltage and the horizontal pixel index of the intensity image. Figure 4a shows the spatial image of a melanin nevus on the skin's surface of the first author. It took 6 s to obtain the reflection hyperspectral image of this area according to the system described earlier in this article. A melanin nevus in the middle of the image is visible. If the reflectance spectrum of this region is only necessary, the spectral data of skin tissue outside the nevus prove redundant. By processing the spatial image, we extracted the ROI and used it to generate the appropriate driving voltage of the galvo mirror to scan the region. In this way, the scanning time was reduced to a great extent. In order to extract the location of melanin, we used the expansion function in MATLAB to process Figure 4a and obtained Figure 4b. Figure 4b was an intensity image. In order to identify the melanin nevus, we used the binary algorithm to process the image. In the binary algorithm, pixels with intensity greater than a threshold value were set to digital 1, and the pixels below the threshold were set to the digital 0. In our work, the binarization function in MATLAB was used to binarize the image, and the binary image is thusly shown in Figure 4c. In the binary image, the white region represented the common skin tissue, and the black region inside the white region represented the melanin nevus area. In this study, it took about 0.5 s to complete this image processing. In Figure 4c, we obtained the pixel index range of the black region in the middle, which presented a range of 680 to 810. The original width of the image was 1,280, and the extracted width was ~10% of the original width. According to the relationship driving voltage = −0.0022 × pixel position + 2.87, the corresponding voltage range of the black area is 1.0880 to 1.3740. By setting the driving voltage range of the galvo mirror, it enabled a rapid scan of the melanin nevus. The hyperspectral image of the melanin nevus is shown in Figure 4d. With the same exposure time, the scanning time reduced to ~0.6 s, indicating much less scanning time by focusing on the ROI. The entire scanning process was about 1.1 s when the image processing time is also considered. If multithreading is used to perform the image processing in the future, this time can be further shortened. Figure 4e shows the spectrum of melanin nevus. Compared with the reflective spectrum of common skin, whose hemoglobin's characteristic absorption peak was at 580 nm, the absorption drop at 580 nm was absent in the reflective spectrum of melanin nevus. We can distinguish the melanin region from common skin region based on this characteristic. Meanwhile, the SNR of the melanin nevus was lower than those in Figure 3 due to the strong absorption in the visible light band of melanin.
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FIGURE 4. (a) The spatial image of skin. (b) The corresponding spatial image extracted from the spectral cube from spectral channel. (c) The intensity image after threshold segmentation. (d) The spectral image of hyperspectral image of a ROI (skin melanin nevus). (e) The spectrum of skin melanin nevus.




DISCUSSION

In this study, a compact dual-channel endoscope was presented, and in vivo biomedical applications of the endoscopy were explicated. In the system, the image of the sample was relayed to the detection module, which consists of a video camera and homemade imaging spectrometer by a custom fiber bundle probe. The frame rate of the video camera was 30 per second, and the wavelength range of the imaging spectrometer was 400–750 nm, with an approximate 3 nm spectral resolution at 547 nm. This hyperspectral endoscope enables the obtainment of real-time video data and high-throughput hyperspectral data simultaneously. More importantly, by utilizing the spatial image captured by video camera to locate the ROI, this system is able to accomplish hyperspectral imaging of an ROI in about 1 s, giving it great potential to be used in clinical applications. We first demonstrated the spatial consistency between the video channel and the hyperspectral channel by acquiring the spatial image and hyperspectral cube of the end face of the fiber bundle. Thereafter, we investigated the relationship between the input voltage of the galvo mirror and the pixel index of the spatial image, which exhibited a linear relationship between them. Using a LED lamp as an illumination source, we obtained the hyperspectral cube of fingerprints and dorsum of the hand. The result apparently indicates different hemoglobin content in fingerprints and dorsum of the hand. To note, it takes 6 s to acquire the whole hyperspectral cube. In order to increase the speed of hyperspectral imaging, using the spatial image as guidance and extracting the pixel index of the ROI, we obtained the hyperspectral cube of the skin melanin nevus within 0.6 s, which demonstrates the system's capability of rapid detection. In the future, we can adopt more professional image segmentation methods [20] to obtain accurate ROI. Therefore, we believe this compact dual-channel (hyperspectral and video) endoscope is promising for biomedical applications in disease diagnosis. In addition, our system can also be extended to a double-fiber bundle, combined with binocular vision technology [21, 22], and the system can be extended to a four-dimensional (3D spatial and 1D spectral) detection system.
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Vulvar lichen sclerosus (VLS) is a common inflammatory condition associated with an increased risk of developing vulvar carcinoma. Recently, high-intensity focused ultrasound (HIFU) has been identified as a promising treatment modality for VLS in several clinical trials. However, in HIFU therapy, therapeutic outcome is routinely assessed visually by an expert using standardized grading criteria. Furthermore, such a therapeutic assessment cannot be made until at least 3 months after treatment. Therefore, an objective and timely method capable of quantitatively evaluating HIFU treatment effectiveness is desired, which may help identify patients whose treatment is insufficient promptly and prevent delay in re-treatment. The purpose of this study is to investigate the feasibility of using active dynamic thermal imaging (ADT) and hyperspectral imaging (HSI) as two individual objective and non-invasive optical methods for prompt quantitative assessment of the therapeutic response to HIFU treatment in VLS. From December 2018 to March 2019, 20 female VLS patients who underwent HIFU treatment were evaluated using both the ADT and HSI methods. The effective damage rate from the ADT method and the entropy of feature index from the HSI method were used to develop a multivariate linear discriminant classification model for grading the effectiveness of HIFU treatment in comparison with clinical evaluation gold standard. It was found that ADT was able to correctly differentiate ineffective treatments from effective ones with a sensitivity of 100% and specificity of 100%, while the sensitivity and specificity of HSI were 75 and 87.5%, respectively. The classification results demonstrate the clinical potential of the ADT and HSI methods for timely non-invasive and quantitative assessment of HIFU treatment for VLS.

Keywords: vulvar lichen sclerosus, focused ultrasound, therapeutic assessment, ADT, hyperspectral imaging


1. INTRODUCTION

Vulvar Lichen Sclerosus (VLS) is a chronic mucocutaneous disorder, which is likely to lead to impairment in sexual function and the potential for malignant transformation [1–4]. Early diagnosis, prompt treatment, and appropriate follow-up are extremely important to prevent these negative sequelae [4–6].

Since the etiology of VLS has not yet been fully explained, effective treatments are lacking [7]. Current treatment for VLS mostly focuses on symptomatic relief [7]. Potent corticosteroids applied topically are generally considered as the first-line treatment [8, 9]. When properly administered, these can help to resolve the symptoms of pruritus. However, safety concerns exist regarding long-term use [10, 11]. As this standard treatment can cause side effects, such as atrophy, and has a high recurrence rate, new effective alternatives should be studied for clinical practice.

Considering the serious side effects of traditional treatment, high-intensity focused ultrasound (HIFU) treatment, which uses ultrasound as a carrier of energy, has gradually gained popularity as an alternative treatment for VLS [2, 4, 12–16]. Propagating harmlessly, HIFU causes a sufficient local rise in temperature for the thermal destruction of target tissues without damaging surrounding or overlying tissues [17]. Due to its non-invasive nature, this technology has been used for the ablation of solid tumors [18]. Furthermore, HIFU has been used for several other therapeutic applications [13, 19]. Recently, several clinical trials have shown that HIFU treatment could relieve itching of the vulva and recover the vulvar skin's elasticity and appearance [12–16]. HIFU appears to be a promising treatment modality for vulvar diseases, including VLS. Today, this technique is regularly used for treating this condition in many centers of China.

Although HIFU treatment is recognized as an effective therapy for VLS, there is a lack of quick, quantitative assessment methods for therapeutic response to HIFU in VLS. In clinical settings, patient symptoms, including pruritus and skin appearance, were investigated by a questionnaire before and after the treatment [20–22]. The scores on the questionnaire were used to evaluate effectiveness [12, 14], but these are subjective and may cause mis-assessment. Since this assessment method is based on symptoms, evaluation of therapeutic effectiveness cannot be carried out until at least 3 months after treatment, which is time-consuming and may lead to delayed re-treatment. Thus, it is important to find a new non-invasive and quantitative assessment method to help the gynecologist evaluate therapeutic response in a timely manner.

Ultrasound interacts with biological tissue through both thermal and mechanical mechanisms [23–25]. The biological effects of ultrasound pulses are determined by both ultrasound beam parameters and tissue property alterations [26]. Considering the changes of thermal and optical properties during HIFU treatment, infrared (IR)-thermography-based methods and spectral imaging-based methods are expected to serve as viable solutions for quantitative assessment of HIFU-induced tissue injuries.

Classical IR-thermography has been widely applied for medical diagnostics of burns and wounds by measuring the surface temperature distribution of the target area [27–30]. However, the distribution of temperature on a patient may be strongly affected by physiological and environmental conditions. In active dynamic IR thermal imaging (ADT), an external excitation source is used to induce thermal transient processes in a tested object in order to retrieve the thermal properties of tissue, such as its conductivity, diffusivity, and equivalent thermal time constant, with reduced artifacts of temperature fluctuations [27, 28]. Since the main mechanisms of HIFU treatment for VLS are thermal effects, which cause temperature increase in the vulvar skin [23, 24], the ADT method, which shows changes in tissue thermal properties instead of changes in temperature distribution, can be used for quantitative objective assessment of HIFU treatment efficacy.

In addition to measuring the changes in thermal properties by the ADT method, detecting the changes in optical properties by a spectral imaging method seems to be a promising alternative to evaluate the efficacy of HIFU treatment for VLS. Hyperspectral imaging (HSI) is an emerging technique that can provide both spatial and spectral information for an object. Recently, it has been widely used for measurements of specific chromophores within skin tissue for thermal injury assessment [31–33]. During HIFU treatment, both optical scattering and absorption coefficients increase as heat is applied to tissue [34]. HSI combines high spatial and spectral resolution in one modality, giving optical information on the target area. This makes it a promising tool for quantifying the changes in the optical properties of vulvar skin before and after HIFU treatment for therapeutic assessment.

In this paper, we investigate the feasibility of ADT with cold excitation and HSI as two individual objective and non-invasive optical methods for quick non-invasive assessment of the therapeutic response to HIFU in VLS based on the changes caused in tissue properties by HIFU treatment. To our knowledge, we are the first to propose such a prompt, non-invasive, and quantitative method for evaluation of HIFU treatment effectiveness in VLS patients.



2. MATERIALS AND METHODS

HIFU therapy is a treatment in which ultrasound is applied to the target skin, i.e., infected area. During this process, low-level thermal injury occurs so that parts of unhealthy tissues are destroyed. Thus, the treatment will change the physical properties of the target skin area, e.g., its thermal conductance, specific heat capacity, and absorption spectrum [34, 35]. Hence, by quantifying the difference between the values of the physical properties before and after HIFU treatment, the therapeutic response to HIFU treatment can be accessed. The study overview is shown in Figure 1.


[image: Figure 1]
FIGURE 1. Flow chart of this study, in which we explored the feasibility of the ADT and HSI methods for non-invasive and quantitative assessment of HIFU treatment for VLS.



2.1. Theory
 
2.1.1. Physical Principles of Focused Ultrasound Therapy

The working mechanisms of HIFU therapy can be divided into two categories: mechanical effects and thermal effects [23–25, 36]. Those two effects play equally important roles in the ablation of solid tumors. However, in the HIFU treatment for VLS, the focused intensity is much lower than that in regular HIFU treatment for cancers. The dominant effects may alter due to the reduction in sound intensity. To quantify the therapeutic outcome, it is necessary to identify the dominant physical effects during HIFU treatment for VLS.



2.1.2. Thermal Effects

When ultrasound is transmitted through tissue, the sound energy is absorbed by the medium and converts to thermal energy of the tissue. The heat generated can be expressed as ter Haar and Coussios [23]:

[image: image]

where q is the heat generated (W/cm3), I is the intensity (W/cm2), a is the sound pressure absorption coefficient (cm−1), and t is the exposure time (s).

The relationship between a and sound frequency f can be approximated by the formula:

[image: image]

where the units of f and a are MHz and cm−1, respectively.

Consequently, we have:

[image: image]

The thermal effects are a function of the frequency of ultrasound. Under exposure to high-intensity ultrasound for a certain time, the temperature of tissue increases dramatically, which contributes to the denaturation of proteins and permanent damage of the focal zone so that lesions or tumor cells are killed. Consequently, the physical properties of the tissue, e.g., thermal conductivity, density, and heat capacity, alter owing to the thermal damage.



2.1.3. Mechanical Effects

The mechanical effect of ultrasound in a biomedical context is mainly a cavitation effect, which is ascribed to rapid changes in sound pressure [37]. During this process, the formation and blast of cavitation bubbles cause mechanical damage, and hence tissue ablations. To quantify the damage caused by the cavitation effect, the mechanical index (MI) is usually adopted [37]:

[image: image]

where Pra is the peak negative pressure (MPa) and fc is the central frequency of the ultrasound wave (MHz).

A lower MI indicates a lower degree of cavitation effect. A value lower than 0.5 is considered to indicate no bubble growth [37, 38], whereas 1.9 is considered to be the maximal threshold of no bioeffects, which is a value that is also adopted by the Food and Drug administration in its regulation for diagnostic ultrasound [37]. In regular HIFU treatment for cancers, which utilizes a high intensity of ultrasound, the cavitation effect plays an important role in curing lesions. However, the focal intensity of ultrasound in the VLS application is usually intermediate, as the goal is merely to stimulate the reconstruction and growth of tissues. To estimate the cavitation effect, 1,000 W/cm2 of underwater intensity or 4.6 MPa of subsurface pressure is chosen. The derated peak negative pressure is then formulated as [39]:

[image: image]

where Pr is measured peak negative sound pressure, which is usually assessed underwater, -0.0345 Np/(cm· MHz) is the attenuation factor used to obtain the approximate pressure in tissue, and z is the distance from the transducer.

In the HIFU treatment for VLS, the MI of ultrasound is estimated to be 1.5, which is less than the threshold of noticeable bioeffect. Therefore, in VLS treatment, the cavitation effect can be ignored. The treatment efficacy is mainly ascribed to the thermal effect of ultrasound. Therefore, the quantified thermal effect is applied as the index of treatment performance in the rest of this paper.



2.1.4. Active Dynamic Thermal Imaging (ADT)

It has been widely accepted that thermal damage is dependent on duration of exposure to the heat source and radiation power. Henriques utilized an Arrhenius equation to describe damage to the tissues [40]:
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ω is the reaction rate, A is frequency factor, E is activation energy, R is the universal gas factor, and T is temperature. The total degree of tissue injury Ω is the integration of ω:

[image: image]

Since skin treated by HIFU suffers thermal injury, the variation of thermal properties can be implemented to quantify how effective the treatment. In our case, we first exert cold excitation to the target area and then remove the cold source and have the skin warm up. The advantage of taking this approach is that such a procedure is a routine in HIFU therapy of VLS. Therefore, no redundant steps are added during treatment. The general governing equation for heat transfer in this process is described by Pennes' equation [41]:

[image: image]

In our case, Buettner simplifies the equation by assuming [42, 43]:

1) The temperature is just a function of depth and time.

2) Heat convection to the air is negligible.

3) Material constants are uniform in time and space.

4) There is a linear temperature profile at the skin surface before the cold source is removed.

5) The temperature at depth d remains constant.

Then, the equation is simplified as 1-D heat transfer equation:
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with the boundary condition:
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By plugging in the boundary condition and using an inverse Fourier transformation, we finally obtain:

[image: image]

In our study, we only investigate the superficial temperature response after removing the cold source, and, for ease of analysis, only three terms of the series survive. That is:
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where,

[image: image]

Here, we use τ to represent the time it takes for the skin surface temperature to stabilize. This depends on the density, thermal conductivity, heat capacity, and depth of the target skin domain. However, since the before-mentioned parameters vary considerably among patients, it does not suffice to infer the treatment level just by measuring post treatment τ. An alternative is to use the difference between pre-treatment and post-treatment τ. In our study, we adopt effective damage rate e:
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where τref is τ of the affected vulvar area before treatment as a reference to calculate the effective damage rate e and τ corresponds to the affected area after treatment. To reduce the noise of raw data, the following model is utilized:

[image: image]

i.e.,
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To fit the model, we take the average of raw data to time, then input the post-processed data into Equation (18).



2.1.5. Hyperspectral Imaging (HSI)

Reflection, scattering, and absorption are the optical properties affecting the nature of the interaction of ultrasound with biological tissues [34]. In this paper, we used the visible range for measurement, in which melanin and different types of hemoglobin are mainly considered to identify the optical properties of skin tissue [44–48]. Changes in the content of these absorbents will affect the diffuse reflectance of the skin tissue [49]. Thus, by analyzing the diffuse reflectance spectrum of the skin tissue before and after HIFU treatment, it is possible to determine how the content of different components changes in the skin tissue, which will be a potential tool for therapeutic assessment. According to the characteristic peaks of the spectra of the treated areas before and after HIFU treatment, oxy-hemoglobin(HbO2), deoxy-hemoglobin(Hb), and methemoglobin (mHb) were used as the three main absorption components for further analysis.

The absorption spectrum A(λ) in a skin model of N chromophores would be Equation (19) [17, 50]:
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where ai is the absorption spectrum of each chromophore in tissues, Ci is the corresponding contribution of each chromophore, and G(λ) is used to take into account attenuation due to scattering. The average content of each component, defined as the feature index (FI), can then be calculated as Equation (20).

[image: image]

where [image: image] is the average absorption contributed by component i and FIi is the corresponding contribution feature index (FI).



2.1.6. Patients and HIFU Treatment

This clinical trial was conducted in the Second Affiliated Hospital of Chongqing Medical University according to the protocol approved by the Institutional Review Board (IRB) of the Second Affiliated Hospital of Chongqing Medical University (IRB No: 2018KLS092). Each participant signed an informed consent document before enrolment. From December 2018 to March 2019, 20 female participants aging from 19 to 51 years with histological diagnoses of VLS were included in the study. Their disease duration was from 2 months to 4 years. No participant had received any treatment in the 3 months preceding HIFU treatment. Women who were pregnant or who had accompanying gynecologic diseases were excluded from the study.

The HIFU machine used was a Model CZF-300 manufactured by Chongqing Haifu Medical Technology Co., Ltd., Chongqing, China. It comprised a user console, the main system, a water cabinet, an electric control part, and a therapeutic transducer, as described by [12]. The frequency of the transducer is from 8 to 12 MHz, and its power ranges from 3.0 to 4.7 W. The probe was in contact with the lesion area via an ultrasound coupling and performed consecutive scanning at a speed of 3–5 mm/s. The treatment lasted from 15 to 30 min, depending on lesion size and skin reaction during treatment. For post-treatment management, ice packs were intermittently applied to affected skin (5 min ice application at 5 min intervals) within the first 24 h, and moist burn ointment was applied locally for a week.




2.2. Clinical Data Collection

Every patient's conditions, including itching and skin lesion appearance, were reported, and RGB images of the vulva were captured by colposcopy before and after HIFU treatment as clinical routines. In our experiment, before and immediately after the HIFU treatment, both the ADT and HSI methods were used for a quick quantitative evaluation of therapeutic response to HIFU. The full process is presented in Figure 2.


[image: Figure 2]
FIGURE 2. Flow chart of the clinical data collection process.



2.2.1. Active Dynamic Thermal Imaging (ADT)

To achieve high accuracy, the experiments were conducted in an air-conditioned operation room. The temperature and humidity in the room were respectively in the range of 22–23°C and 45–55%. An ice pack was applied to the entire vulva. Typically, the cooling phase lasted for 30–60 s, until the surface temperature of the vulva reached the temperature of the room. The self-warming phase equaled three times the cooling time. When the ice pack was removed from the vulva, a thermography IR camera (FLIR T460) with a high thermal resolution of 0.03 degrees was used to record the surface temperature of the vulva at a speed of 30 frames/s. Its thermal range for detection is 7.5–13 μm. The ice pack was only used once for cold excitation and was used again for the subsequent post-treatment management.



2.2.2. Hyperspectral Imaging (HSI)

A Brimrose hyperspectral imager (Brimrose, Sparks, Maryland) with a 500-Watt continuous white light source (Xenon Lamp Source, Beijing Optical Century Instrument Co., CHINA) was used to produce hyperspectral images of the target area from 450 to 650 nm with an internal of 2 nm [51, 52], as shown in Figure 6A.




2.3. Data Processing
 
2.3.1. Clinical Evaluation Method for HIFU Treatment Efficacy

Therapeutic response to HIFU was graded by a clinical scoring method, as shown in Table 1 [20–22]. All patients were followed up on by the same gynecologist once per month for the next 3 months (defined as short term), and each patient's condition before and after treatment was reported as clinical scores. Then, the therapeutic index was obtained: [(score before the treatment-score after treatment)/score before treatment] ×100%. The results were as follows:

1) Cured (Therapeutic index ≥90%);

2) Effective (Therapeutic index: 21–89%);

3) Ineffective (Therapeutic index ≤ 20%);


Table 1. Clinical evaluation method for HIFU treatment efficacy.

[image: Table 1]



2.3.2. Image Registration

Though all enrolled patients were required to keep still for the acquisition of images of the vulva during data collection, image shifting was expected, which could introduce errors into the subsequent data analysis. In this paper, we used an improved SIFT (Scale Invariant Feature Transform) registration algorithm for image registration.

The traditional SIFT algorithm proposed by Lowe [53] has been widely used in video stabilization. In the SIFT method, the criterion for selecting feature points is to detect blobs in a frame. In our case, we focus on slow and accumulated movement. Thus, each frame has the same importance in the frame reconstruction. For example, in frame I, we first get all the SIFT descriptors from encompassing blobbed points. Then, the distances between those points to those in the previous frame are calculated. For each point, the point pairs with the least distance and less than a preset threshold will be preserved as matched feature points.

A flow chart showing the specifics of its implementation in this study is presented in Figure 3 and comprised the following steps:

1) Calculating the Gauss convolution of the logarithms of the temperature frames to construct an image Pyramid.

2) Detecting the extremum of pixel interpolation in a 4 × 4 area and leaving out the low response points or the sharp points.

3) Describing feature points. Figure 4A shows an example of feature points in two frames.

4) Numerous feature points were found in each frame after step 1, step 2, and step 3. By adding a localization limitation that loosens as the time difference increases, we can get matched sets and their match degrees. The matched point sets are shown in Figure 4B.

5) Initializing the movement weight matrix as a null matrix.

6) Calculating the movement weight matrix from the best-matched point sets. If the movement exceeds 3σ of the expected movement, the set of points will be neglected. Using a linear insertion method to fill in the movement weight matrix.

7) Finally, rebuilding the frames with the movement weight matrix.


[image: Figure 3]
FIGURE 3. Flow chart of imaging registration.



[image: Figure 4]
FIGURE 4. Image registration procedure. (A) Selected feature points in frames. (B) Matched point sets. (C) Reconstructed temperature image after image registration.


The result of the image registration is presented in Figure 4. Figure 4C shows the reconstructed temperature image after image registration. The number of feature points is not specified. The initial movement weight matrix is a null matrix, and the matched points change the weight matrix. Aside from the matched points, the weight matrix is filled by linear interpolation. If there was a frame with no matched point, its movement matrix would be evaluated by the linear interpolation between its prior and subsequent matrices.



2.3.3. Effective Damage Rate e From Active Dynamic Thermal Imaging (ADT)

In the ADT method, after the image registration process, we traced the temperature in every 2 × 2 pixels ROI of the vulva surface for every frame for the treatment areas, taken during the self-heating phase (after the cooling phase). This procedure is illustrated in Figure 5.

1) Acquiring the raw temperature curve vs. time T(0, t) for each ROI.

2) Reducing the noise of raw data by integrating as in Equation (17).

3) Calculating thermal time constant τref for each ROt by fitting G(0, t) as in Equation (18).

4) Calculating thermal time constant τ for each ROI by fitting G(0, t) as in Equation (18).

5) Calculating effective damage rate e for each ROI with Equation (16).

6) Plotting a histogram of the effective damage rate e of the selected treatment areas.

7) Extracting effective damage rates e less than a 3σ lower limit in the histogram and calculating the average of the extracted e.


[image: Figure 5]
FIGURE 5. Measurement procedures of the ADT method (A) Thermograms of the temperature distribution at the surface of the vulvar skin recorded over time. (B) The average temperature trend of a selected area during the self-warming phase.




2.3.4. Entropy of Feature Index [H(FI)] From Hyperspectral Imaging (HSI)

The absorption spectrum of the affected vulvar skin was extracted at every 1 × 1 pixel for each patient. The reflectance spectrum R(x, y, λ) is corrected by a standard NIST traceable white diffuser (NIST, Gaithersburg, Maryland) with Equation (21), as shown in Figures 6B,C:

[image: image]

where Iv(x, y, λ) is the reflection intensity of the skin in band λ at point (x, y), and Iboard(x, y, λ) is the reflection intensity of a PTFE board covering the skin in band λ at point (x, y). There are two ways of acquiring the dark frames for reflectance correction. One is to keep the lens covered during exposure [54] and the other is to switch off the light source [48]. In our study, the dark frames, Idk(x, y, λ) and Idk, board(x, y, λ), are measured with the light source switched off [48].


[image: Figure 6]
FIGURE 6. Measurement procedures of the HSI method (A) Hyperspectral images of the vulva captured in the wavelength range 450 nm to 650 nm. (B) A hyperspectral image of the vulva at a single wavelength of 550 nm after image registration. (C) absorption spectrum retrieved from the blue area in (B).


The absorption spectrum is given by Equation (22):

[image: image]

For quantifying the difference in the absorption spectrum between the effective treatment group and the ineffective treatment group, three independent features were selected according to the absorption curves of the treated areas before and after HIFU treatment. The index of each feature was calculated by the least-squares method as in Equations (19, 20). We used the entropy H(FI) of each feature index for further classification, which calculates the amount of uncertainty of a random variable. It is defined as follows:

[image: image]
 

2.3.5. Statistical Analysis

Data were analyzed using MATLAB software. We adopted a linear discriminant analysis (LDA) algorithm to classify the HIFU patient into two types: effective and ineffective treatment. The classification ability of both the ADT and HSI methods to detect whether the HIFU treatment was from a patient with effective treatment (group 1) or ineffective treatment (group 2) were evaluated using leave-one-out cross-validation to reduce the probability of a type 1 error (false positive). The statistical significance of any observed difference was analyzed by the Hotelling T2-test. Statistical significance was defined as P < 0.05.





3. RESULTS


3.1. Clinical Evaluation for 20 HIFU Patients

A total of 20 patients with a 100% follow-up rate were followed up for 3 months. Complete data on the clinical therapeutic effects in all patients were obtained and are shown in Table 2: group 1 comprised 16 HIFU patients with effective HIFU treatment, and group 2 comprised 4 HIFU patients with ineffective HIFU treatment.


Table 2. Clinical grading results of HIFU treatment.

[image: Table 2]


3.1.1. Thermal Time Constant τ Between Effective and Ineffective HIFU Treatment Groups

The statistical results of thermal time constant τ are presented in Figure 7C. [image: image], defined as τ measured before HIFU treatment in effective treatment group (group 1) showed statistical difference (P < 0.05) compared with τEffective measured immediately after HIFU treatment in group 1. However, for the ineffective treatment group (group 2), [image: image] and τIneffective did not show statistical difference (P > 0.1).


[image: Figure 7]
FIGURE 7. Results of the ADT method. (A) Histogram of effective damage rate e from one patient (P15) with effective treatment and one patient (P19) with ineffective treatment. (B) Effective damage rate e of all patients. (C) Boxplot of the thermal time constant τ, τref and effective damage rate e from the effective treatment group with 16 patients and the ineffective treatment group with 4 patients. Note: τref is the thermal time constant of the treatment area measured before HIFU treatment, while τ of the same area is measured immediately after HIFU treatment.




3.1.2. Effective Damage Rate e Between Effective and Ineffective HIFU Treatment Groups

Figure 7A show histograms of e between an effective HIFU patient P19 and an ineffective HIFU patient P15. Here, we used e values less than a 3σ lower limit to calculate the average e. The average e of effective treatments was significantly higher than that of ineffective treatment groups in Figures 7B,C (P < 0.05).




3.2. Hyperspectral Imaging (HSI) for 20 HIFU Patients
 
3.2.1. Reflectance Absorption Spectra Between Effective and Ineffective HIFU Treatment Groups

Figure 8 shows the hyperspectral results of one effective HIFU treatment patient P15 and one ineffective HIFU treatment patient P19. Figure 8A shows an RGB image of P15 captured by colposcopy and the corresponding hyperspectral image at a single wavelength of 550 nm before HIFU treatment. Figure 8B shows an RGB image of P15 captured by colposcopy and the corresponding hyperspectral image at a single wavelength of 550 nm immediately after HIFU treatment. Figure 8D shows an RGB image of P19 captured by colposcopy and the corresponding hyperspectral image at a single wavelength of 550 nm before HIFU treatment. Figure 8E shows an RGB image of P19 captured by colposcopy and the corresponding hyperspectral image at a single wavelength of 550 nm immediately after HIFU treatment. The red cycles in Figures 8A,B,D,E were the general treatment areas marked by an experienced gynecologist. After image registration, the corresponding treatment areas were selected in every hyperspectral image from 450 to 650 nm with an interval of 2 nm, shown in Figures 8A,B,D,E. A few biases may occur between the marked ROI in colposcopy and the selected ROI in hyperspectral images. However, for VLS, the affected areas usually cover more than 80% of the whole vulva and so are not difficult to recognize. Despite the possible small differences, the ROI in the hyperspectral images has included most of the general treatment areas. In this paper, we explored the absorption spectrum of the affected labia majora. For further analysis, 6 × 104 ROIs of a size of 1 × 1 pixel within the treatment areas of the labia majora of every patient were selected randomly. Figures 8C,F show the reflectance absorption curves of all selected ROIs for P15 and P19. The blue curves are averaged reflectance absorption spectra of the 6 × 104 ROIs before HIFU treatment, and the red ones are averaged curves immediately after HIFU treatment. There is a new peak around 630 nm in the red curve after HIFU treatment compared with the blue one in both P15 and P19. However, the peak for P15 is more recognizable than that for P19.


[image: Figure 8]
FIGURE 8. Results of the HSI method. (A) RGB image of P15 captured by coloscopy and the corresponding hyperspectral image at a single wavelength of 550 nm before HIFU treatment. (B) RGB image of P15 captured by coloscopy and the corresponding hyperspectral image at a single wavelength of 550 nm immediately after HIFU treatment. (C) Average absorption spectrum from the affected areas of P15 before and immediately after HIFU treatment. (D) RGB image of P19 captured by coloscopy and the corresponding hyperspectral image at a single wavelength of 550 nm before HIFU treatment. (E) RGB image of P19 captured by coloscopy and the corresponding hyperspectral image at a single wavelength of 550 nm immediately after HIFU treatment. (F) Average absorption spectrum from the affected areas of P19 before and immediately after HIFU treatment. Note: The red outlines demarcate the general treatment areas marked by the same gynecologist.




3.2.2. Feature Index (FI) Between Effective and Ineffective HIFU Treatment Groups

The histograms of (FI1, FI2, FI3) extracted from absorption spectrum curves are shown in Figure 9. The blue histograms in Figures 9A–F are for (FI1, FI2, FI3) before HIFU treatment, and the red ones represent the results immediately after HIFU treatment. The histogram of each index from P15 immediately after HIFU treatment became wider than the histogram before the treatment and compared with P19.


[image: Figure 9]
FIGURE 9. Histograms of (FI1, FI2, FI3) from P15 and P19 before and immediately after HIFU treatment. (A-C) (FI1, FI2, FI3) from P15. (D-F) (FI1, FI2, FI3) from P19.




3.2.3. Entropy H(FI) Between Effective and Ineffective HIFU Treatment Groups

For additional analysis of the histograms, we calculated the entropy H(FI) of the index histogram of each feature as H(FI1), H(FI2), and H(FI3). Figure 10 presents box plots of [H(FI1), H(FI2), H(FI3)] of all 20 HIFU patients before and immediately after HIFU treatment. The effective group was significantly different from the ineffective group after HIFU treatment (P < 0.05), while the two groups did not show significant difference before HIFU treatment (P > 0.1).


[image: Figure 10]
FIGURE 10. Boxplot of (H(FI1), H(FI2), H(FI3)) from the effective treatment group with 16 patients and the ineffective treatment group with 4 patients before and immediately after HIFU treatment.





3.3. Therapeutic Assessment for 20 HIFU Patients by the ADT and HSI Methods

We used a leave-one-out LDA model to evaluate the performance of both the average e and [H(FI1), H(FI2), H(FI3)] of all 20 patients for therapeutic assessment of HIFU treatment. The results were very promising, with a high sensitivity of 100% and specificity of 100% for the ADT method and of 75% and 87.5%, respectively, for the HSI method.




4. DISCUSSION

During HIFU treatment for VLS, the ultrasound beams are focused on the target about 4–6 mm under the skin. The vulvar skin can be easily damaged by this exposure. The main possible side effects due to exposure may be superficial local skin burns and superficial ulcers [16]. However, the estimation of damage is difficult because it requires subjective inspection by skillful physicians. Excessive thermal damage of tissue leads to tissue charring. Insufficient heat will lead to an increased risk of recurrence of VLS. During the HIFU treatment process, vulvar tissues undergo both microscopic and macroscopic changes in their structures and physiological properties. Monitoring such changes would be a direct means of estimating the extent of thermal damage. Thus, an objective index of skin properties is needed. Numerous factors (such as surface temperature and reflectance) are used to evaluate skin properties. In this study, we focus on both the absorption reflection and thermal time constant τ of affected vulvar skin for therapeutic assessment of HIFU for VLS.

For the ineffective treatment group, [image: image], defined as τ measured before HIFU treatment, showed no statistical difference (P > 0.1) from τIneffective, measured immediately after HIFU treatment. However, for the effective treatment group, τEffective decreased to a statistically different level (P < 0.05), compared with [image: image]. These results indicated that different HIFU treatments led to a different extents of thermal damage for each patient, resulting in a distinct change in thermal properties.

Thus, we proposed a new parameter, effective damage rate e (as in Equation 16), to quantify the degree of thermal damage for each HIFU treatment. The histogram of e from an effectively treated patient was separated from that of an ineffectively treated patient, shown in Figure 7A. However, it was improper to use the average e of the whole histogram to represent each HIFU treatment for effectiveness classification, because ineffective treatment of a patient does not imply that all treated skin areas undergo insufficient HIFU treatment. In the ineffective case where 60–70% of the infected areas were treated effectively, the direct average e could also be large, which would be difficult to be distinguished from effective treatment. A better criterion is to use e from the relatively less-treated area instead of the whole treated area. Considering this, we took the average of e values smaller than a 3σ lower limit to represent the lower bound of the degree of thermal damage for each treatment so that the bias introduced by the areas with effective treatment in an ineffective treatment could be reduced. The effective treatment group had a larger average e than the ineffective treatment group at a statistically different level (P < 0.05), which showed that the index was positively related to the degree of thermal damage and could be used for therapy effectiveness classification.

Before HIFU treatment, the reflectance absorption spectra of the effective treatment group and the ineffective treatment group were similar. However, immediately after HIFU treatment, there was a new peak around 630 nm for both the effective treatment group and the ineffective treatment group, which did not appear in the absorption curves before treatment. The shoulder around the 630 nm region of absorption spectrum curves is specific to methemoglobin (mHb). The hemoglobin absorbance demonstrates a characteristic change following heat exposure. This change is partly due to oxidative reactions, with the formation of met-hemoglobin, and also by protein denaturation [55, 56], which may help in the study of the unclear etiology of VLS. In the HSI method, we used incident light in the visible wavelength range of 450–650 nm where melanin and different types of hemoglobin are dominant absorbers [44–48]. After comparing the reflectance spectra of the effective treatment group and the ineffective treatment group, we found that the primary spectral differences between these groups occur at the peak wavelength of oxy-hemoglobin (HbO2), deoxy-hemoglobin (Hb), and methemoglobin (mHb). In order to simplify the analysis and highlight the spectral characteristics of effective treatment, we carried out absorption analysis in a human skin model with the assumption that HIFU-induced changes in scattering and other chromophores are secondary. We used (H1, H2, H3) extracted from the absorption curves to quantify the difference between an effective group and an ineffective group. There was no statistical difference in [H(FI1), H(FI2), H(FI3)] between the two groups before treatment (P > 0.1), which indicated that there was no significant difference in the optical properties of the enrolled 20 patients before HIFU treatment. However, they were significantly different after HIFU treatment (P < 0.05). Thus, the absorption properties of patients were changed differently by HIFU treatment, which can be utilized for treatment efficacy evaluation.

In our manuscript, a leave-one-out LDA model was used for classification, which is a relatively simple method for classifying both the ADT and HSI images and comparing the two imaging approaches quantitatively. Besides the LDA method, we have also tried SVM, K-means, and SAM for image classification with accuracies of 80, 100, and 80% for ADT and 80, 80, and 65% for his, respectively, which did not show better performance than LDA (100% for ADT and 85% for HSI). This lower performance is partially due to the unbalanced and relatively small dataset, which is suboptimal for implementing these machine learning methods. In order to enable those methods to be used, more data is necessary for future study and better classification performance.

Though the preliminary results are very encouraging, with a sensitivity of 100% and specificity of 100% for the ADT method and 75 and 87.5% for the HSI method, this study has several limitations. First, the sample size is small, and there is a lack of other vulvar diseases apart from VLS with HIFU treatment for comparison. Due to the limitation of sample size, the relatively high sensitivity and specificity results can only reveal the feasibility of the ADT and HSI methods for therapeutic assessment of HIFU treatment for VLS. More subjects will be recruited so that the sample size will be increased for further validation of their clinical performance in the future. Secondly, in the HSI method, we only used the visible range for measurement. A broader wavelength range, such as 400–1,000 nm, may provide more spectral information for improved assessment of therapeutic effect. The current wavelength range is limited by the hyperspectral imager used, which has a detection range from 400 to 700 nm. Considering that ADT is able to capture the thermal effect that plays a prominent role in the possible bioeffects and that visible light spectroscopy has been used for burning and wound assessment similar to HIFU-induced skin changes [31–33], our spectral measurements only cover the visible wavelength range. Since the classification outcome of the HSI method in the visible wavelength range is not optimal, we will carry out HSI data acquisition in a broader wavelength range to provide a fair comparison between the HSI and ADT methods in the future study. Thirdly, we chose one-time acquisition of post-treatment assessment data for 10 min instead of continuous monitoring of the treatment outcome. The current clinical practice of HIFU outcome assessment in VLS patients is subjective and cannot be carried out until 3 months post treatment. We propose to predict the therapeutic outcome by ADT and HSI evaluation of HIFU-induced tissue alternations and by establishing the correlation between these tissue alternations and the actual clinical outcome. Since the primary focus of this study is to predict the long-term outcome of HIFU therapy through post-treatment image analysis, we did not monitor the tissue changes over time. In the future, we may consider continuously monitoring the therapeutic responses over the course of a long recovery time in order to provide precise guidance for the treatment plan. Finally, the follow-up time was 3 months. Only the short-term efficacy of HIFU treatment for VLS was assessed. More studies with a larger sample size of HIFU treatment for different types of vulvar diseases and longer observation time are necessary to evaluate its long-term effects.



5. CONCLUSIONS

In this study, we focused on the use of two individual objective and non-invasive optical approaches, the ADT and HSI methods, to evaluate the therapeutic response to HIFU treatment in VLS, which can help identify patients with ineffective treatment promptly and prevent delay of re-treatment. Both the ADT and HSI modalities were used for HIFU outcome assessment because they provide complementary information closely relevant to the bioeffects of the therapy. On the one hand, ADT reveals the change of tissue thermal properties in response to HIFU. On the other hand, HSI reveals the tissue edema and perfusion properties relevant to HIFU-induced injury. Combinatory use of these two aspects of tissue properties may yield greater accuracy in the prediction of long-term therapeutic outcome. We are the first to study the technical feasibility of dual-modal ADT and HSI assessment of HIFU treatment in a small population of VLS patients. A large population of patients will be needed in future study in order to provide more effective evaluation of the proposed HIFU assessment technique with both accuracy and statistic power.
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Type 1 diabetes (T1D) is an incurable disease that affects 1. 25 million Americans. Diabetic patients typically rely on subcutaneous insulin infusions to regulate their glucose levels. A major contributor to their blood glucose levels is the amount of sugar intake, which cannot be easily tracked. While ultrasound imaging has been used to investigate the relationship between food characteristics and tongue movement, the technique utilized a bulky transducer array that cannot be translated into daily monitoring. Capitalizing on advanced electronics and data processing technologies, we developed a portable system that utilizes only a single ceramic disk to quantify the tongue movement in response to various levels of sweetness. After acquiring 32 subject datasets, we found a significant correlation between food sweetness and tongue movement. Our system can potentially be miniaturized into a wearable device for monitoring sugar intake, which will ultimately help T1D patients to better monitor and control their blood glucose levels and balance their diets accordingly.

Keywords: ultrasound system, food sweetness, tongue movements, wearable sensor, portable device


INTRODUCTION

Type 1 diabetes (T1D) is an autoimmune disease that currently has no cure [1]. People with T1D typically rely on insulin pump therapy (subcutaneous insulin infusion) to control their blood glucose level. Before each meal, T1D patients are recommended to conduct a pre-bolus insulin injection, the amount of which is determined by the projected carbohydrates intake and the personal insulin-to-carb ratio. The pre-bolus approach can effectively avoid a sudden increase in blood glucose level after a meal [2]. However, because it is difficult to quantify the number of carbohydrates in the food, there are uncertainties resulting from this approach. If the dose of injected insulin is largely different from the actual need, the patient may be at risk of hyperglycemia or hypoglycemia. Therefore, there is an unmet clinical need for a portable device that can continuously monitor sugar intake.

The physical and chemical compositions determine the flavor of the food [3, 4], which is also reflected in the chewing behavior. In addition, the biomechanical properties determine the duration and the amount of oral processing before swallowing. For example, solid food is mixed with saliva and fragmented by teeth to form soft, coherent clumps [5]. Low viscosity liquids can be swallowed with minimal processing. But intense flavors, acidic, or icy liquids will remain in the mouth for a longer period of time to increase the pH of the buffer in the saliva and to equilibrate the product to body temperature for further dilution with saliva. Generally, after the start of oral processing, the swallowing process is divided into three-phase, oral transit phase, swallow phase, and clearance phase. Previous experimental results show that during oral transit time, there was a relatively significant movement of the tongue and food characteristics and tongue movement features are closely related [6–8]. Therefore, the texture and flavor of the food may both influence people's chewing behavior. In this research, we will focus on the same food consistency and investigate how different levels of sweetness affect oral processing.

Ultrasonic imaging is a powerful technique used to quantify oral processing [1]. This technique was demonstrated by de Wijk et al. [9] using a linear transducer array, which contained a row of piezoelectric crystals. The ultrasonic probe was placed under the subject's chin to receive the sagittal-view image of the tongue. The ultrasound probe can generate a video of tongue images through internal computer analysis. By processing temporal B-scan images, with the tongue as the region of interest, the magnitude of tongue movements can be quantified [10]. René's research investigated the taste attributes, specifically sweetness and bitterness [9]. However, this technique can be relatively bulky because a transducer array is required to capture the B-scan image.

To address this issue, we replaced the transducer array with a single ceramic disk and developed an algorithm to quantify the tongue movement based on A-line ultrasound data, which is also widely used in the medical field [11]. In terms of data acquisition, we used a smartphone-based recording system that is portable and more energy-efficient than the transducer arrays used in the previous study [12]. Our study indicates that there is a correlation between the tongue movement and food sweetness, and our design could potentially be translated into a wearable device for daily monitoring of sugar intake.



MATERIALS

Figure 1 shows a schematic drawing of our system. A 4.25 MHz ceramic disk with a diameter of 7 mm and thickness of 0.5 mm (Steminc) was used for ultrasound transmission and receiving. Ultrasound pulses were provided by an ultrasound pulse-receiver (Panasonic, Model 5070PR), which outputs 50 ns pulses at 100 Hz (repetition rate). Before the experiment, we applied ultrasound gel to the ceramic disk. We then attached it under the chin of the subject (about two fingers away from the tip of the chin) using adhesive tape. Since we used a planar transducer element with 7 mm diameter field of view, a slight shift in the transducer placement will not impact the result. The reflected ultrasound echo signal was detected by a portable oscilloscope (SmartScope) with a sampling frequency of 50 MHz. For each A-line, we acquired 2,048 points, which corresponds to 40 μs of data acquisition time. This time period corresponds to a 6 cm travel distance in tissue and is sufficient for the collection of reflected signals from the tongue. The SmartScope was connected to the smartphone through a USB cable and all acquisition parameters were controlled from the smartphone app. The received signals were displayed in real-time on the smartphone and saved in its memory for future analysis.


[image: Figure 1]
FIGURE 1. A schematic drawing of the experimental set-up.


For phantom experiments, we placed the ceramic transducer inside a 10-mm-wide water tank. A metal plate was placed at the other side of the tank to serve as an acoustic reflector. The echo arrival time reveals the distance between the transducer and the metal plate. To simulate the tongue motion, we used a voice-coil motor to move the reflector at different amplitudes and frequencies. The phantom experimental results will be used to verify whether our data processing method can reflect different motion states (vibration amplitudes and frequencies).

For human trials, our subjects' ages range between 19 and 30 years old, and the ratio of male to female was about 1:1. Based on visual assessment, all subjects are within the healthy body mass index (BMI) range (20–25). All experiments were conducted at room temperature (25°C). During the experiment, the ceramic transducer was placed under the chin, while the surface of the tongue acted as the reflector. To test the relationship between food sweetness and tongue movement, food with three different sweetness levels (high, middle, and low) were prepared based on a mixture of 300 ml skim milk and 15 g gelatin (Kraft Heinz Foods Company). Low-sweetness samples were prepared without sweetener, middle-sweetness samples were prepared by adding 10 g of sweetener (Truvia, Cargill, Inc.), and high-sweetness samples were prepared by adding 20 g of sweetener. Samples were then distributed into an ice cube maker (5 g/cube) and solidified in a freezer for 4 h. After solidification, the samples sat at room temperature for 20 min before the experiment [9]. To avoid influence from food attribute, each sample cube is identical in size, hardness, and smell. The subjects were given the samples (around 15 × 15 × 15 mm), and the process of chewing in the bulk phase was recorded for 7 s using the SmartScope. Recording started immediately at the beginning of chewing and ended 7 s later. This period covered the bulk phase (the first 5 s of oral processing), where oral movement is highly correlated with food characteristics [9]. During the experiment, the subjects were told to avoid speaking. No special instructions regarding oral movement and swallowing were provided. To avoid any interference between the contiguous measurements, subjects were asked to rinse their mouths with water before and after each experiment and between each trial. The procedure was repeated two times for each subject. Three food samples at three different sweetness levels were tested twice for each subject, generating 192 datasets (3 sweetness level × 2 tests × 32 subjects). These datasets will be processed and compared with the different sweetness levels of the food sample to evaluate their correlation.



DATA PROCESSING METHODS

Figure 2 shows an acoustic A-line acquired in the phantom experiment. The oscillation at time zero corresponds to acoustic firing. The reflected echo signal is shown at around 25 μs, which corresponds to the total travel time for the acoustic pulse. As we moved the reflector closer to the transducer, the peak (red) also shifted to the left accordingly. This result clearly indicates that the movement of the flat reflector can be precisely monitored by pulse-echo ultrasound. The same principle was used to capture tongue movement.


[image: Figure 2]
FIGURE 2. Pulse-echo ultrasound signal acquired in the phantom experiment. The blue plot represents the original echo signal, while the red one represents signals acquired after the flat reflector was placed closer to the transducer.


To quantify the movement of the reflector, we developed two algorithms: one was based on cross-correlation (CC), while the other was based on standard deviation (STD). The CC method has been widely used to quantify the shift between two plots by computing their cross-correlation coefficient [9]. In our case, each A-line signal records the instantaneous position of the tongue. The magnitude and frequency of the reflector movement can be calculated by cross-correlating the two neighboring A-lines [7]. If there was no movement, the correlation coefficient would be 1.00. Otherwise, the correlation coefficient would be <1.00. The larger the movement, the smaller the correlation coefficient. However, breathing and heartbeat can cause slight fluctuations, which can influence the result of the correlation coefficient method. The STD approach may address this issue because it represents the volatility of tongue movements. STD focuses on the signal fluctuation within a specific window in the A-line (oral processing). The intense tongue movement creates a larger signal fluctuation, leading to a higher variation. Movements caused by respiration or heartbeat are much milder than that of the tongue, and therefore they have limited influence on the STD values. In contrast, any small shifts in the A-line may lead to a change in the CC value. Because all subjects are within the healthy BMI range, variations in the amount of adipose tissue in the chin are not significant. Nevertheless, for each subject, we manually verified the data processing window to ensure that it covers the tongue surface.

A quantitative score, named the fractal index (FI), is used to quantify the movement based on A-lines or STD values. FI reflects the sum of the first derivative of the CC or STD processed data. René's work [9] verified that the FI factor of the CC-processed data is positively correlated with the movement amplitude and intensity of the echo. In this study, we verified whether the STD-derived FI would offer similar or better results.



RESULTS

The algorithms were first validated in the phantom. The movement was created by a voice coil actuator, which oscillates the reflecting metal plate. To mimic different magnitudes of tongue movement at the same frequency, we fixed the driving frequency at 10 Hz and increased the driving voltage from 3 to 9 V. Results from the correlation coefficient method are presented in Figure 3A, and the results from the STD method are presented in Figure 3B. The results show that the FI factor is positively correlated with the movement magnitude.


[image: Figure 3]
FIGURE 3. Input voltage (Amplitude) corresponding to the FI factor based on different methods: (A) the correlation coefficient method and (B) the STD method.


To mimic different tongue movement frequencies, we fixed the driving voltage at 5 V and increased the driving frequency from 10 to 100 Hz. Results from the correlation coefficient method are presented in Figure 4A, and the results from the STD method are presented in Figure 4B. These experiments show that the FI factor is positively correlated with movement frequency. It should be noted that during the experiment, we observed a non-linearity correlation between voltage and oscillation magnitude, which might have caused the non-linearity in Figures 3A, 4A. However, that won't affect our in vivo experiment result.


[image: Figure 4]
FIGURE 4. The oscillating frequency corresponding to the FI factor base on different methods: (A) correlation coefficient method and (B) the STD method.


Figure 5 represents a single A-line acquired in the human trials. In this figure, ultrasound reflection can be seen at time 28 μs, which corresponds to a 42-mm round-trip distance. Based on human anatomy [13], this echo was generated by reflection from the bottom surface of the tongue. When the tongue moves, both the amplitude and delay time of the ultrasound echo will vary, and these parameters can be used to quantify oral movement. Because ultrasound echo from the tongue surface looks quite different from background signals, this feature was used to verify the location of tongue surface.


[image: Figure 5]
FIGURE 5. A single A-line of human data acquired by a transducer placed under the chin.


The CC and STD algorithms were also used to process human data, and the results are shown in Figures 6, 7, respectively. Figure 6A shows the temporal correlation coefficient of 1,000 frames (acquired in 10 s). Figure 6B indicates correlation coefficient data after being smoothed by a moving-average filter with a 3-pixel window size [9]. The first deviation for the smoothed data is shown in Figure 6C. For better illustration, Figure 6D is a magnified image of Figure 6C, where every chewing cycle is clearly displayed.


[image: Figure 6]
FIGURE 6. Data processing steps based on the CC method. (A) The original CC-processed data as a function of the frame number. (B) The smoothing-processed plot of (A). (C) The first deviation of the smoothed data in (B). (D) A magnified plot of a section in (C), where multiple chewing cycles can be clearly seen. A red solid line box is used to indicate one of the chewing cycles.



[image: Figure 7]
FIGURE 7. Data processing steps based on the STD method. (A) The original STD-processed data as a function of the frame number. (B) The smoothing-processed plot of (A). (C) The first deviation of the smoothed data in (B). (D) A magnified plot of a section in (C), where multiple chewing cycle can be clearly seen. A red solid line box is used to indicate one of the chewing cycles.


Figure 7A shows the original STD data as a function of the frame number. Figure 7B indicates STD data after being smoothed by a 3-pixel window size moving-average filter. The first deviation for the smoothing data is demonstrated in Figure 7C. Figure 7D is a magnified image of Figure 7C, where each chewing cycle can be clearly seen. Based on the result in Figure 7C, we calculated the FI factor and compare it with the different levels of food sweetness.

Analysis of variance (ANOVA) was used to verify whether there are significant differences in tongue movement among different food sweetnesses. The test was conducted with 32 subjects, each of whom was tested with three different sweetnesses and repeated three times for each sweetness. The results were presented in Table 1. ANOVA was then applied to the FIs to compare tongue movement for foods with different sweetnesses. ANOVA verified the significant differences among FIs of three different sweetnesses during the bulk phase (Table 2) [14]. The results showed an increased tongue activity for higher sweetness samples. We used a single sample t-test [15] to analyze the difference between the two conditions. Equation (1) is used in the t-test, where [image: image] is the mean of the differences between the FI of two different sweetness tests, n represents the sample size, u0 is population mean, and s is the standard deviation of the difference. The FIs were multiplied by 1,000 in the t-test to avoid leading zeros in the sums of squares when ANOVA was applied [9].

[image: image]

For the high and middle sweetness (H-M) comparison, we found that the P-value was 7.19% in the CC method and 0.44% in the STD method. For the middle and low sweetness (M-L) comparison, the P-value was 7.19% in the CC method and 1.44% in the STD method. For the high and low (H-L) sweetness comparison, the P-value was <0.01% in both methods. These results indicate that the tongue movement varied significantly at different food sweetness levels. Also, the STD method performed better than the CC method in differentiating food sweetness. This occurred because the CC method is more susceptible to small changes, such as respiration and heartbeat, while the STD method is more sensitive to relatively large variations, like chewing and swallowing. Therefore, in this experiment, the STD method obtained relatively better results. Plots of FI distribution (Figures 8, 9) further confirm the decreasing tendency of the FI with the reduction in sweetness.


Table 1. Fractal index data for every experimental subject.

[image: Table 1]


Table 2. P-value of different comparison pairs.

[image: Table 2]


[image: Figure 8]
FIGURE 8. Plots from the fractal index of correlation coefficient method. Each set of subject data was normalized by its mean value to eliminate fluctuations caused by different transducer positions.



[image: Figure 9]
FIGURE 9. Plots from the fractal index of standard deviation method. Each set of subject data was normalized by its mean value to eliminate fluctuations caused by different transducer positions.


Due to variations in different individual's chewing behavior, a direct comparison of the FI among subjects would render inaccurate results. To address this issue, we developed a self-calibration procedure, where each subject's FI factors are self-normalized by the mean FI of the same subject at three different sweetness levels. After normalization, the FI factors of different subjects would fall within a similar range for easy comparison. The results from 32 subjects using the data processing method described above are shown in Figures 8, 9. Our conclusion was further validated by calculating the effect size [16], which is the ratio of the difference between two FI index means and their standard deviation. The result is shown in Table 3. Here, effect size >0.8, and 1.2 indicates a large difference between the two groups. Based on the Table 3, the STD method is generally better than the CC method, and for both CC and STD methods, apparent differences can be seen between high and low sweetness levels.


Table 3. Effect size of different comparison pairs.

[image: Table 3]

From all these results, we can conclude that the sweetness of food has a significant correlation with oral processing behavior: the sweeter the food, the more intense the tongue moves. It should be noted that our device was designed to be used by the same subject and cross-subject comparison will not be needed for future applications.



DISCUSSION AND CONCLUSION

In this study, we developed a portable ultrasound system that consists of a ceramic disk, an ultrasound pulser, and a smartphone-controlled smartscope. After each ultrasound pulse, the ceramic disk collects temporal data, which represents the position of the tongue. Multiple ultrasound pulses are associated with multiple sets of temporal data to track the oral process and tongue movement. Our results indicate that there is a positive correlation between the sweetness of food and tongue movement. We hope this approach could be used in the future to track sugar intake in patients with diabetes.

While we have demonstrated encouraging results, future improvements are still needed. First, although the size of the transducer and the oscilloscope have been significantly reduced, the ultrasound pulse generator is still relatively large. This issue can potentially be addressed by using a mobile ultrasound pulser chip, such as the ultrasonic signal processor and transducer driver produced by Texas Instruments with a size of 6 × 5 mm2 [17]. Recent advances in smartphones also enabled mobile ultrasound systems [18], whose techniques might be implemented in our future design to make the system even more portable. Second, the position of transducer placement is not ideal. A potential solution is to integrate the sensor with an earbud and place it right under the ear to monitor jaw movement. This position will be more convenient for daily usage and the device can potentially also record the sound of chewing [19]. Third, the user interface needs to be optimized. Ideally, the software should be able to track patients' sugar intake from day to day and notify the patient if the intake is significantly higher than the typical value.
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Optoacoustic imaging (OAI) or photoacoustic imaging can resolve the distribution of tissue chromophores and optical contrast agents deep inside tissue from the optoacoustic detection with multi-spectral illumination. The development of a fast and accurate modeling method for the photon transport in OAI is necessary to quantitatively evaluate the tissue optical parameters. This paper presents a parallelized Monte Carlo modeling method especially for OAI (MCOAI) to simulate photon transport in bio-tissues with arbitrary multi-angle wide-field illumination. The performance of the MCOAI method is verified by comparison with the graphics processing unit (GPU)-accelerated MCX method in the typical cases with the pencil beam and ring source illumination. The simulation results demonstrate the GPU-based MCOAI method has equivalent accuracy and significantly improved computation efficiency, compared to the MCX method. The simulations with cylindrical and hemispherical source illumination further illustrate that the MCOAI method can effectively implement three-dimensional photon transport simulation for typical illumination geometries of OAI systems. A cross-section of Digimouse is selected as a realistic heterogeneous phantom illuminated with six different light sources usually employed in OAI, in order to prove the necessity of establishing photon transport modeling in OAI for the quantitative visualization in deep tissues. The MCOAI method can provide a powerful tool to efficiently establish photon transport modeling with arbitrary illumination modes for OAI applications.

Keywords: optoacoustic imaging, quantitative visualization, multi-angle wide-field illumination, Monte Carlo, graphics processing unit


INTRODUCTION

Optoacoustic imaging (OAI) or photoacoustic imaging is a hybrid imaging modality that can provide multi-scale optical visualization with high depth-to-resolution ratio in biological tissues [1–6]. The distribution of the initial acoustic pressure or absorbed light energy density P0, is generally reconstructed from optoacoustic signals detected by ultrasonic transducers in traditional OAI methods. The initial acoustic pressure P0 is the product of optical absorption coefficient and light fluence in the irradiated region [7, 8]. Since light fluence in the tissue is attenuated along the penetration depth, the result of traditional OAI, i.e., the distribution of P0, cannot directly reflect the optical properties of deep tissues, such as optical absorption coefficient [9, 10]. To accurately reveal the optical functional information of deep tissues, a precise photon transport modeling approach is necessary to be developed for offering assistance to quantitative OAI methods.

As the gold standard for predicting distribution of light fluence in the biological tissue, the Monte Carlo (MC) simulation with strong applicability is preferred for the precise modeling with multi-angle wide-field illuminations usually employed in OAI systems. MC simulation methods have been widely developed for optical imaging modalities [11–16]. The MCML and MCXYZ methods by Wang et al. have been used to study light propagation in multi-layered tissues [11, 12]. Several light source modes have been realized including the pencil beam and the finite beam with a fixed incident direction, as well as the isotropic beam. An accelerated MCML has been developed to reduce the computation time based on graphics processing unit (GPU) [13]. The MMC and GPU-based MCX methods by Fang et al. provide more light source modes, containing the slit beam, the planar beam, and the cone beam, with the option of sinusoidal modulated amplitude [14, 15]. For the multi-angle wide-field illumination modes usually employed in OAI systems, the conventional MC methods can not simultaneously and randomly generate the initial angles and positions of emitted photons using the GPU framework. Thus, the number of initial angles and positions is limited due to the low computation efficiency of the central processing unit (CPU) framework. The limited number of initial positions produces great challenges for efficient light transport modeling of arbitrary multi-angle wide-field illumination modes in OAI systems, such as ring, cylindrical and hemispherical sources for typical OAI systems.

In this work, we present a MC approach based on GPU to quickly and accurately establish light transport modeling for OAI systems with arbitrary multi-angle wide-field illuminations, termed as MCOAI. The incident angles and positions of emitted photons can be simultaneously and randomly generated from their pre-set probability distributions in MCOAI, allowing its effective performance for simulating arbitrary light sources with GPU acceleration. By comparing with the MCX method, the accuracy of MCOAI method is verified in the simulation with the pencil beam illumination. Comparison results using the ring source mode in optoacoustic tomography indicate that the MCOAI method performs higher efficiency and greater precision than the MCX method. The proposed MCOAI method can also effectively achieve three-dimensional (3D) light transport simulation for cylindrical and hemispherical illumination modes usually employed in OAI systems. Finally, several illumination modes are set up for a cross-section of Digimouse, illustrating the necessity of MCOAI for the quantitative OAI.



METHOD AND MODEL


MCOAI Method

The MCOAI method can achieve simultaneous generation of both initial angles and positions of emitted photons by random numbers from pre-set probability distributions, or random selection from customized tables in the GPU framework. Owing to the sufficient number of initial angles and positions generated in the GPU framework, the MCOAI method can effectively conduct the precise photon transport modeling of arbitrary 3D media illuminated by arbitrary multi-angle wide-field light sources. In Cartesian coordinates, all objectives are uniformly divided into voxels. Optical properties of the media, such as absorption coefficient μa, scattering coefficient μs, scattering anisotropy factor g and refractive index n, are assigned to each voxel. The incident beam is simulated by emitting photon packets, whose trajectories are calculated in the media. Probability models and pseudorandom number generators are utilized to determine the initial position and direction, the path length between two adjacent scattering events, the scattering angle, transmission or reflection, as well as termination of the photon packet. As photons propagate from one voxel to the next, they deposit some energy (“weight”) into the voxel, depending on absorption coefficient μa of the voxel. Photons are tracked until terminated in Russian roulette or escaping from the media boundary. The deposited energy is digitally accumulated in a 3D matrix, and is normalized to output power at the end of the simulation. Figure 1 illustrates the flowchart of MCOAI for the multi-angle wide-field illumination mode.


[image: Figure 1]
FIGURE 1. Diagram of the MCOAI simulation for photon transport. The multi-angle wide-field illumination mode is established through randomly generating initialized direction and position for each emitted photon.


In MCOAI, the random number is randomly generated in [0, 1]. For the ring source with the radius of r in the plane of z = z0, a random number R0 is used to obtain the longitude angle ϕ = 2πR0 uniformly distributed in [0, 2π]. After an initialized direction ϕ is randomly generated, the initialized position rs and the direction vector [image: image] can be expressed as

[image: image]

For the cylindrical source with the radius of r and the height of H, a random number R1 is employed to produce the longitude angle ϕ = 2πR1, and another random number R2 is used to compute the elevation position h = HR2 randomly distributed in [0, H]. The initialized position rs and the direction vector [image: image] can be expressed as

[image: image]

For the hemispherical source with the radius of r, two random numbers R3 and R4 are used to generate the longitude angle ϕ = 2πR3 and latitude angle θ = πR4/2, respectively. The initialized position rs and direction vector [image: image] can be expressed as

[image: image]

For other types of source mode, the initial direction and position of emitted photon can be customized aforehand, and then the random extraction is adopted to randomly obtain these parameters based on the probability distributions. For light source models with uneven light intensity distribution, packet weights at different initialized positions can be prepared beforehand. The packet weight of emitted photon at a certain initialized position rs is W(rs), depending on the light intensity at the position rs.



Simulation Set-Up

A total of 108 photons are launched in the simulation of the proposed MCOAI method. One hundred and twenty-eight threads are set for parallel calculation. Four simulated samples are employed to validate the performance of the MCOAI method. The optical properties of the samples are set as the representative values in the optical window [16]. The MCOAI and MCX methods are run on the same computer with an NVIDIA GTX 750 GPU with 64 GB memory.

1) Sample 1: A homogeneous cube: A cubic domain of 60 mm × 60 mm × 60 mm is simulated shown in Figure 2. The volume is from −3 to +3 cm in x and y axis, and from 0 to 6 cm in z axis, with the number of grids in each axis of 60. The pencil beam is located at rs = (30,30,0) with an incident direction vector [image: image] = (0,0,1); the medium is homogeneous with the absorption coefficient μa = 0.01 mm−1, the scattering coefficient μs = 10 mm−1, the refractive index n = 1.37 and the anisotropy g = 0.9.

2) Sample 2: A homogeneous cylinder: A cylinder sample with the center located at (6, 6, 8) mm has a radius of 5 mm and a height of 6 mm. The voxel size is 50 μm × 50 μm × 50 μm to build the accurate curved boundary. The optical properties for the cylinder are μa = 0.1 mm−1, μs = 10 mm−1, n = 1.37 and g = 0.9. A ring source with the radius of 5 mm is located at the plane of z = 8 mm, shown in Figure 3A. Figure 4A illustrates a 3D cylindrical illumination distributed around the cylinder boundary.

3) Sample 3: A homogeneous hemisphere: A hemisphere sample centered at (6, 6, 6) mm has a radius of 5 mm. The voxel size and optical properties of the hemisphere are the same as those of the Sample 2. Figure 4C shows a hemispherical illumination distributed around the hemisphere surface.

4) Sample 4: Cross-section of Digimouse: A cross-section of the widely-used Digimouse atlas has been chosen as a more realistic tissue sample. g = 0.9 and n = 1.37 are set to be homogeneous in the sample. μa and μs of the sample are shown in Table 1. Several types of light sources are simulated, including the finite-width light-sheet illumination from one side (left, right, top, or bottom) and four sides, as well as ring light-sheet illumination.


[image: Figure 2]
FIGURE 2. Comparisons between the MCOAI and MCX methods using the pencil beam to illuminate a cube (Sample 1): (A) the fluence map along the plane of y = 30 mm from the MCOAI result, (B) the fluence map along the plane of y = 30 mm from the MCX result, and (C) the fluence contours with 10 dB spacing along the plane of y = 30 mm. ϕ is the light fluence.



[image: Figure 3]
FIGURE 3. Comparisons between the MCOAI and MCX methods using the ring source to illuminate the cylinder sample (Sample 2): (A) the ring source located at the plane of z = 8 mm, (B) the fluence map at the plane of z = 8 mm from the MCOAI result, (C) the fluence map at the plane of z = 8 mm from the MCX result of 360 sources, (D) the fluence map at the plane of z = 8 mm from the MCX result of 720 sources, (E–G) the enlarged details of the fluence map in (B–D). ϕ is the light fluence.



[image: Figure 4]
FIGURE 4. The illumination modes achieved by the MCOAI method: (A) the cylindrical source mode to illuminate the cylinder sample (Sample 2), (B) the fluence map at the plane of z = 9 mm from the MCOAI result, (C) the fluence map at the plane of y = 6 mm from the MCOAI result, and (D) the corresponding 3D view of the fluence map; (E) the hemispherical source mode to illuminate the hemisphere sample (Sample 3), (F) the fluence map at the plane of z = 6 mm from the MCOAI result, (G) the fluence map at the plane of y = 6 mm from the MCOAI result, and (H) the corresponding 3D view of the fluence map.



Table 1. Optical properties of Sample 4.

[image: Table 1]




RESULTS AND DISCUSSION

To evaluate the accuracy of the MCOAI method, a comparison with the MCX method is implemented using the pencil beam to illuminate Sample 1. The fluence maps at the plane of y = 30 mm from the MCOAI and MCX results are presented in Figures 2A,B, respectively. The fluence contours with 10 dB spacing are also displayed in Figure 2C. The MCOAI result matches well with the MCX result in both fluence maps and contours, presenting the accurate performance of the MCOAI method. To quantitatively assess the accuracy of MCOAI result in Figure 2, the root mean square error (RMSE) has been calculated to show the difference between the MCOAI result and the MCX result. The RMSE is defined as

[image: image]

where N is the total number of the image pixels, rMCX(n) and rMCOAI(n) are the values of fluence maps at the nth pixel in the MCX result and MCOAI result, respectively. The RMSE value between Figures 2A,B is 0.0008, indicating high consistency of the MCOAI result and the MCX result.

To demonstrate the fast and accurate modeling of the MCOAI method for the multi-angle wide-field illumination mode, a cylindrical sample (Sample 2) in Figure 3A has been chosen, with a ring source illumination usually employed in OAI. The calculation time of the MCOAI and MCX methods is illustrated in Table 2. The run time of MCOAI is 1.7 min. In the MCX method, amounts of pencil beam sources are set at the assigned positions around the cylinder boundary. The MCX simulations with 360 and 720 pencil beam sources (108 photons for each beam) to form the ring illumination take the calculation time of 40 and 80 min, respectively. A total of 108 photons are launched for the proposed MCOAI method. For each emitted photon, the initial angle and position are randomly generated. Thus, a total of 108 initial angles and positions are randomly generated. With the sufficient number of photons (or the number of randomly generated initial angles and positions) and GPU acceleration, the computation time of the proposed MCOAI method is much faster than the MCX method.


Table 2. Calculation time of the MCOAI and MCX methods.

[image: Table 2]

The fluence maps at the plane of z = 3 mm from the MCOAI and MCX results are shown in Figures 3B–D. The zoom-in images at the curved boundary are, respectively, illustrated in Figures 3E–G. Although the distributions of fluence maps by the three MC simulations are generally similar in Figures 3B–D, the detailed image of fluence at the boundary in Figure 3E is obviously smoother and more authentic than the images in Figures 3F,G. Since 108 photon packets are emitted at random initialized positions along the ring shape in the MCOAI method, the finite number of initialized positions set in the MCX method is much less than the number in the MCOAI method, resulting in the uneven fluence distributions at the boundary in the MCX results. The comparison results of the focused light illumination in Figure S1 are consistent with the results of the ring source in Figure 3. The standard deviation (SD) has been calculated to analyze the regional uniformity of the MCOAI and MCX results indicated by the black squares in Figures 3E–G. The SD is defined as

[image: image]

where r(n) is the value of fluence map at the nth pixel and rmean is the mean value in the black square. The SD values of the MCOAI result, the MCX result of 360 sources and the MCX result of 720 sources are 0.0142, 0.0828, and 0.0520, respectively. The lowest SD value of the MCOAI result indicates the highest uniformity. The higher fidelity and efficiency of the MCOAI method can be attributed to introducing the random generation approach for the incident angle and position of each emitted photon into the parallel computing framework. Therefore, MCOAI method is more appropriate to accurately and quickly establish multi-angle wide-field illumination modes for optoacoustic tomography.

Furthermore, two typical 3D source modes (Figures 4A,E) usually existed in OAI are illustrated by MCOAI method. For the cylindrical illumination mode, the fluence maps at the planes of z = 9 mm, y = 6 mm and 3D view are presented in Figures 4B–D. For the hemispherical illumination mode, the fluence maps at the planes of z = 6 mm, y = 6 mm and 3D view are displayed in Figures 4F–H. The boundary and interior distributions of fluence maps in two homogeneous media are smooth and authentic owing to the sufficient incident positions generated randomly. The results demonstrate the light transport modeling in 3D simulation with multi-angle wide-field illumination modes can be efficiently and accurately established by the proposed MCOAI method.

This MCOAI approach is further used to simulate various light illumination modes on a cross-section of Digimouse (Sample 4) shown in Figure 5. The optoacoustic tomography technology has been widely employed for the whole-body small-animal imaging by integrating lots of cross-section images. The cross-section of Digimouse containing several main organs listed in Table 1 is selected.


[image: Figure 5]
FIGURE 5. Simulation of the Sample 4 under different light illumination modes by the MCOAI method: (A) finite-width light-sheet illumination from left (a), right (b), top (c), and bottom (d) side, as well as four sides (abcd); (B) ring light-sheet illumination; (C) pseudo-color image of the absorption coefficient μa; (D) pseudo-color image of the scattering coefficient μs; (E) images of initial acoustic pressure P0 under the finite-width light-sheet illumination from each side as well as four sides, and under the ring light-sheet illumination; (F) images of fluence ϕ under the finite-width light-sheet illumination from each side as well as four sides, and under the ring light-sheet illumination; (G) the corresponding fluence contours (with 10 dB spacing). Scale bar, 2 mm.


The MCOAI method was further utilized to illustrate the necessity for quantitatively evaluating functional information of biological tissue from OAI results. Figures 5C,D present the grayscale images of μa and μs of Sample 4, indicating the heterogeneity in different organs. Figure 5E shows the images of initial acoustic pressure P of Sample 4 using six different illumination modes. As displayed in the first four columns of Figure 5E using one-sided illumination, the intensity distribution of targets and background in the P images plummet when moving away the light source. In the last two columns of Figure 5E, due to the illumination modes are both full-angle wide-field, the P images are closer to the μa images while still presenting obvious differences. The results show the P image cannot directly reflect accurate quantitative distributions of μa in the sample, affected by the light attenuation along tissue depth. The fluence maps under these six different illumination modes are shown in Figure 5F, and the contours with 10 dB spacing are also displayed in Figure 5G. The light fluence ϕ in deep tissues is attenuated along the penetration depth, thus the fluence distributions in the region near the light source are higher than those in the region far from the light source. Under the finite-width light-sheet illumination modes only from one side, the heterogeneous distribution of ϕ is extremely evident. Under the four-sided light-sheet and ring light-sheet illumination modes, the Sample 4 receives full-angle wide-field irradiation, the fluence maps ϕ are attenuated from boundary to center. The results demonstrate the MCOAI method should be utilized to provide the fluence distribution of ϕ, in order to quantitatively recover the distribution of optical properties.



CONCLUSION

To quantitatively evaluate the optical properties of the biological tissues, it becomes essential to develop an efficient and precise photon transport modeling method for multi-angle wide-field illumination modes usually employed in OAI systems. In this work, we present the MCOAI method to randomly generate the incident angles and positions of emitted photons based on parallel computing framework for efficiently simulating arbitrary wide-field light sources. The MCOAI method can offer the same accuracy in the simulation using pencil beam as the MCX method. However, the MCOAI method for the multi-angle wide-field light sources, such as the ring source, is capable of providing more accurate and authentic distributions of light fluence in a few tenths of the time, compared to the MCX method. The GPU framework has been utilized in both the MCX method and the MCOAI method for acceleration. For the pencil beam and planar beam in the MCX method, the initial angles and positions of emitted photons are generated in the GPU framework. However, for the multi-angle wide-field illumination modes usually employed in OAI systems, the MCX method can not simultaneously and randomly generate the initial angles and positions of emitted photons in the GPU framework. The proposed MCOAI method can achieve simultaneous generation of both initial angles and positions of emitted photons by random numbers in the GPU framework, greatly reducing the running time. If the optical properties of samples at the selected wavelength in visible or near-infrared spectrum can be determined, the light transport modeling at any selected wavelength can be achieved by the proposed MCOAI method. The proposed method has been demonstrated with typical illumination modes and uniform light intensity, which can be explored on user-defined illumination modes and uneven light intensity for further study. The MCOAI method is able to precisely conduct the light transport modeling for all typical OAI systems, having great potential of contributing to the further investigation of quantitative OAI methods. In this work, the MCOAI method focuses on providing an accurate light transport simulation for the forward modeling in quantitative OAI, not involving the inverse problems. The MCOAI method is designed to be an open source for user-friendly employment.
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Stimuli-responsive microcarriers have received considerable attention in a variety of fields, including disease diagnosis, drug delivery, sensing, and imaging. Here, we report the generation of multiple-responsive perfluorocarbon-loaded magnetic hydrogel microcapsules (PMHMs) with uniform size for magnetic controlled ultrasound (US) and laser activation. The PMHMs are fabricated by a novel coaxial interface shearing (CIS) method based on the mechanism of liquid bridge formation and fracture. Perfluorocarbon and iron oxide magnetic nanoparticles are used as US-responsive and photothermal absorption medium, respectively, and magnetic nanoparticles are also used for magnetic-controlled targeting. Moreover, the size, structure, and function of the prepared biocompatible PMHMs can be precisely controlled by adjusting the process parameters of CIS. It is indicated that the PMHMs have different US- and light-responsive characteristics, mainly because of the difference of their activation mechanisms. It is demonstrated that laser has better activation resolution and can achieve site-specific activation and drug release of PMHMs. The multiple-responsive features imply that the PMHMs fabricated by CIS may provide an effective drug release platform for biomedical and pharmaceutical applications.
Keywords: microfluidics, microcapsule, drug delivery, ultrasound, laser activation
INTRODUCTION
The advanced drug delivery system (DDS) can deliver drugs to the target organ, and effectively adjust the physicochemical properties of the drug, to improve treatment effect, reduce toxic and side effects, and save treatment cost [1–5]. As a novel DDS, stimuli-responsive microcarriers (SRMs) can release drugs on demand under stimuli, which can further manipulate drug release behaviors and improve therapeutic effect [4, 5]. The physicochemical properties of SRMs, such as size, structure, shape, and composition are vital for drug release process under stimuli. Commonly used stimuli methods include physical- (such as light, heat, electric field, and ultrasound) and chemical-based stimuli methods (such as enzymes, pH, and glucose). The emerging physical-based stimuli methods such as ultrasound (US) and laser offer a convenient and robust controlled drug release platform and have attracted extensive interest [6–13]. However, most existing SRMs lack precise structural and functional design and control. Meanwhile, the application of SRMs in biomedicine and other fields needs further exploration and research.
The emergence of microfluidic technology provides strong technical support for the preparation of complex emulsions with high controllability over size, structure, and properties, which offers excellent conditions for further preparation of advanced DDS (such as microparticles, microcapsules, and microgels) [14–18]. Generally, commonly used droplet microfluidic devices mainly include glass capillary- [19–24], PDMS- [25–30], metal capillary- [31–39], and 3D printing-based [40–43] devices. According to the mechanism of droplet generation, droplet generation methods are mainly divided into active and passive. Notably, in most commonly used passive droplet generation methods, the physicochemical parameters of the fluids and microfluidic devices all affect the size and uniformity of produced complex emulsions [44–47]. Therefore, it is of considerable significance to develop accurate and reliable methods to prepare SRMs and further explore their applications in biomedicine and other fields.
In this work, an active droplet generation method based on coaxial interface shearing (CIS) [48, 49] was proposed to prepare monodisperse multiple-responsive perfluorocarbon-loaded magnetic hydrogel microcapsules (PMHMs), as illustrated in Figure 1. Perfluorocarbon (PFC) was used as a kind of US-responsive agent, and iron oxide magnetic nanoparticles (MNPs) were used as magnetic attraction and light absorption medium in the PNIPAM hydrogel shell. The CIS experimental system was easy to set up and can prepare double emulsions quickly and stably at a very low cost. Based on interface shearing mechanism, the double emulsions were formed when the liquid bridge was pulled off. In addition, the size of the double emulsion was determined only by the flow rate and vibration frequency, and can be accurately controlled in a broad range. By adjusting the relevant experimental parameters, the PFC-loaded NIPAM core-shell droplet with different sizes and structures can be easily prepared. It has been demonstrated that the PMHMs can make directional movement under the control of the external magnetic field. Under the activation of ultrasound or laser, the PFC core underwent a liquid-gas phase transition and expanded rapidly and exploded. These multiple-responsive abilities of the PMHMs open up new possibilities for their practical application in the fields of biology and medicine.
[image: Figure 1]FIGURE 1 | Schematic illustration of an on-demand coaxial interface shearing (CIS) double emulsion generation system including a coaxial needle, two syringe pumps, an electric vibrator, and a collecting pool.
MATERIALS AND METHODS
Materials and Reagents
N-isopropylacrylamide (NIPAM; Mw: 113 g/mol), N,N′-methylenebis (acrylamide) (MBA; Mw: 154 g/mol), 2,2′-azobis (2-methylpropionamidine) dihydrochloride (V50; Mw: 271 g/mol), 2,2-dimethoxy-2-phenylacetophenone (BDK; Mw: 256 g/mol) were purchased from Shanghai Aladdin Biochemical Technology Co., Ltd (Shanghai, China). Span 80, poly (vinyl alcohol) (PVA; Mw: 13,000–23,000 g/mol), Iron oxide (II, III) magnetic nanoparticle (MNPs; Mw: 231 g/mol, 20 nm) was purchased from Shanghai Macklin Biochemical Co., Ltd (Shanghai, China). 1,1,1,2,3,4,4,5,5,5-decafluoropentane (Mw: 252 g/mol, bp: 55°C) were purchased from Sigma-Aldrich LLC (St. Louis, MO, USA). Mineral oil was purchased from Sinopharm Chemical Reagent Co., Ltd (Shanghai, China). Ultrapure deionized water was generated by a Direct-Q® Water Purification System (Merck KGaA, Darmstadt, Germany).
Coaxial Interface Shearing Double Emulsion Generation System
The CIS process can be described as the formation and rupture of a compound liquid bridge for on-demand generation of multiple emulsions when a coaxial needle supplying liquids vibrates periodically across a free gas-liquid surface. Two precision injection pumps (LSP02-2A, Longer Precision Pump Co., Ltd, China) were used to provide inner and outer fluids to the coaxial needle, composed of an inner needle (28G) and an outer needle (21G). The two needles were adjusted to high concentricity under a microscope. A signal generator (DG1022U, RIGOL Electronic, China) was used to generate the excitation waveform, and a power amplifier (SA-PA080, Wuxi Shiao Technology Co., Ltd, China) was used to drive an electric vibrator (JZK-2, SHIAO, China) and the coaxial needle to vibrate. The NIPAM double emulsions were generated during the upward movement of the coaxial needle and sank into the bottom of the quartz pool due to high density. A CCD camera (DFK 23G274, The Imaging Source, LLC, USA) connected to a computer was used to monitor the NIPAM double emulsions generation process from one side of the quartz pool, and a strobe light (3 kHz, PN-01D, Hangzhou Pintoo Electronic Technology Co., Ltd, China) was used to illuminate from the other side of the quartz pool.
Crosslinking Process and Morphology Analysis of Perfluorocarbon-Loaded Magnetic Hydrogel Microcapsules
After the generation of double emulsions, an UV LED light (DSX-UVP60, 365 nm, 9.9 W/cm2, Shenzhen Deshengxing Electronics Co., Ltd, China) was used to crosslink the NIPAM outer shell. The distance between the light and the samples was set as 20 cm. The collected double emulsions were converted into PMHMs after the UV light irradiation crosslinking for 3 min. Optical images of the PMHMs were achieved by an optical microscope (SZX7, OLYMPUS Corp, Tokyo, Japan). Image-Pro and Origin 2017 software were used to analyze the size of the produced PMHMs. The polydispersity index (PDI) of the double emulsion was calculated by the standard deviation (SD) divided by the mean value of diameter.
Magnetic Controlled Movement and Activation of Perfluorocarbon-Loaded Magnetic Hydrogel Microcapsules
For magnetic controlled movement of PMHMs, the produced PMHMs were placed into a glass rectangular slot (length: 12, width: 2, height: 1 mm) filled with mineral oil. Two cuboid NdFeB magnets (length: 40, width: 20, height: 5 mm) were used to control the movement of the PMHMs. The initial distance between the magnet and the microcapsule was 10 mm. The magnetic attraction process of the PMHMs under magnetic field was recorded by a microscope equipped with a CCD camera (MSX2-H, Mshot Photoelectric Technology Co., Ltd, China).
For US activation of PMHMs, several PMHMs were placed in a 96-well plate filled with mineral oil and coupling agent was applied to the bottom of the well plate. An ultrasonic therapeutic apparatus (UT1041, Shenzhen Dundex Technology Co., Ltd, China) with a probe of 5 cm2 was used to activate the PMHMs.
For laser activation of PMHMs, several PMHMs were placed in a Petri dish filled with mineral oil. A near-infrared (NIR) laser (808 nm, 0.5 W, Shenzhen Fulei Laser Technology Co., Ltd, China) was used to active the PMHMs. A lens was used to focus the laser to increase the laser energy density, and the PMHM explosion process was also captured by the Mshot CCD.
RESULTS AND DISCUSSION
Coaxial Interface Shearing Process and Analysis
The on-demand CIS double emulsion generation system is illustrated in Figure 1. The experimental system mainly consists of three parts: the first part is liquid supply system, the second part is mechanical vibration system, and the last part is droplet generation and collection system. The initial position of the end of the coaxial needle is adjusted to be flush with the liquid level in the quartz pool. The vibration process of the coaxial needle meets the standard sine function, and the vibration amplitude and frequency can be precisely adjusted within a certain range. The double emulsions are generated during the process of the coaxial needle passing through the gas-liquid interface periodically. In a typical NIPAM double emulsions generation process, the inner phase is 1,1,1,2,3,4,4,5,5,5-decafluoropentane. The outer phase is 11.3% (w/v) monomer NIPAM, 10% (w/v) crosslinker MBA, 0.5% (w/v) initiator V50, and 2% (w/v) MNPs dissolved in 10% (w/v) PVA aqueous solution. The stationary phase is mineral oil with 11.3% (w/v) Span 80 and 0.5% (w/v) crosslinker BDK. When the process parameters such as inner and outer flow rates (Qi, Qo), vibration frequency (f), and amplitude (A) are suitable, double emulsions can be prepared stably (Supplementary Video 1). It is worth noting that other types of double emulsions (such as W/O/W, O/O/W, and W/W/O) can also be produced by the CIS process [48, 49].
When the coaxial needle contacts the stationary phase, a liquid bridge will be formed between them because of capillary force. The external envelope shape of the liquid bridge satisfies the Young-Laplace differential equation [49]. With the inner and outer phase fluids flowing through the coaxial needle, an inner meniscus and an outer meniscus are formed at the end of the coaxial needle and increase gradually. Before the fracture of the liquid bridge, the resultant force (capillary force, net buoyancy, viscous resistance, inertial force, and mass inertia force) of the droplet needs to satisfy the Newton’s second law. As the capillary force is usually dominant, the droplet and the needle can move synchronously before the fracture of the liquid bridge [49]. As the coaxial needle leaves the initial position and rose gradually, the liquid bridge will shrink gradually and break at a certain height (h). The droplets will be produced along with the fracture of the liquid bridge. Theoretically, h is the minimum value of height when the differential equation has no solution. In this experiment, the amplitude of the coaxial needle is set as 1.35 mm to ensure fracture of the liquid bridge. Under these conditions, the double emulsion can drop off the tip of the needle and sink to the bottom of the quartz pool because of the higher density. In addition, the vibration frequency, flow rate and other parameters need to be controlled within a certain range to ensure the steady operation of CIS process [49]. The produced double emulsions are collected at the bottom of the quartz pool and wait for subsequent processing and application.
Generation and Characterization of Perfluorocarbon-Loaded Magnetic Hydrogel Microcapsules
Figure 2A shows the generation process of PFC-loaded NIPAM double emulsions in mineral oil. The black arrows in the image indicate the coaxial needle and the produced core-shell droplets. Due to the presence of surfactant in mineral oil, the double emulsions can be stably arranged at the bottom of the quartz pool without fusion. The optical microscopic image of the collected uniform double emulsions at the preparation parameters of Qo = 15 μL/min, Qi = 15 μL/min, and f = 4 Hz is shown in Figure 2B. The black arrows in the image indicate the inner PFC core and outer NIPAM shell before UV light irradiation, and the boundary between the two is evident. The average radii of the inner core and the outer shell are 267.8 and 327.1 μm, and polydispersity indexes are 2.0% and 1.8%, respectively, (Figure 2C). After the production of the PFC-loaded NIPAM double emulsions, the UV light is used to crosslink the NIPAM shell to form hydrogel microcapsules. The outer shell changes from colorless to gray, but the size of the double emulsion changes little after crosslinking (Figure 2D).
[image: Figure 2]FIGURE 2 | The preparation of PFC-loaded NIPAM double emulsions. (A) Real-time CIS process during core-shell droplets formation. (B) Optical microscopic image of the produced PFC-loaded NIPAM double emulsions dispersed in mineral oil before crosslinking (Qo = 15 μL/min, Qi = 15 μL/min, f = 4 Hz). (C) Size distributions of the double emulsions inner core and outer shell in (B). (D) The change of the double emulsion morphology after crosslinking (Qo = 15 μL/min, Qi = 15 μL/min, f = 4 Hz). Scale bar: 500 μm.
Size Control of Double Emulsions
In a standard CIS process, the generation frequency of the double emulsions equals to the coaxial needle vibration frequency [48, 49]. The relationship between the double emulsion volume (V) and flow rates and frequency can be expressed as follows,
[image: image]
Similarly, the relationship between the inner core volume (Vi) and flow rates and frequency can be expressed as follows,
[image: image]
Therefore, the double emulsion diameter (D) and the inner core diameter (Di) can be calculated as,
[image: image]
[image: image]
From the above formulas, it can be found that the generated double emulsion size is determined only by the two fluids flow rates and vibration frequency, but not to the physicochemical parameters of the fluids and the experimental setup. Similarly, the size of the inner core of the double emulsions is only related to the inner flow rate and vibration frequency, but not to other parameters. The sizes and shapes of the double emulsions can be precisely adjusted in a broad range of experimental parameters, as shown in Figures 3A,B. The black and red dots indicate the experimental results of the double emulsion shell and core diameters, respectively. The black and red solid lines refer to the theoretical curves of the double emulsion shell and core diameters, respectively. When the vibration frequency and the ratio of inner and outer flow rates (φ = Qi:Qo) remain constant, the sizes of the double emulsion shell and core increase with the increase of the total flow rate of the two fluids (Figure 3A). When the total flow rate and the ratio of inner and outer flow rates remain constant, the sizes of the double emulsion shell and core decrease with the increase of the vibration frequency (Figure 3B). In the experiment, the amplitude of the exciter is kept the same at different vibration frequencies by adjusting the excitation voltage. The relationship between the frequency and the voltage is obtained by a laser distance sensor when the vibration amplitude keeps at a constant. The data indicate that the experimental and theoretical values are in good agreement. Here, the maximum frequency of droplet generation can be up to around 40 Hz. However, with the further increase of vibration frequency, the droplet will fall from the coaxial needle before the fracture of liquid bridge, resulting in the failure of the CIS process [48, 49]. The maximum vibration frequency can be increased to a certain extent by reducing the geometric parameters of the coaxial needle.
[image: Figure 3]FIGURE 3 | Influence of experimental parameters on the size of the double emulsion. (A) The relationships between total flow rate and core and shell sizes (f = 8 Hz, Qi = Qo). (B) The relationships between vibration frequency and core and shell sizes (Qi + Qo = 10 μL/min, Qi = Qo).
Magnetic Guided Movement and Ultra Sound Activation of Perfluorocarbon-Loaded Magnetic Hydrogel Microcapsules
Iron oxide MNPs are dispersed in the shell of PMHMs which makes the hydrogel microcapsules can be attracted by the external magnetic field. Figure 4A illustrates the movement process of the PMHMs in mineral oil under magnetic field. Figure 4B shows the change of PMHMs position with time under magnetic field (0.4 T) in a rectangular glass slot. The movement speed of the PMHMs gradually increases with time, mainly due to the gradual increase of magnetic attraction. In the first 10 s, the droplet only moves about half of the distance, but the second half only takes 2 s. The content of the MNPs in the shell, the intensity of the magnetic field and the distance between the magnet and the PMHMs all affect the movement of the PMHMs. For the movement of PMHMs, a video clip is available as Supplementary data (Supplementary Video 2). Because the PNIPAM shell has excellent flexibility characteristics, a certain deformation will occur when the PMHMs hit the wall surface, and the PMHMs’ morphology will return to the original state after the magnetic field is canceled. These experimental results show that the prepared PMHMs have excellent magnetic response characteristics, and are expected to be used in magnetic controlled drug delivery.
[image: Figure 4]FIGURE 4 | (A) Schematic illustration of magnetic-guided PMHMs. (B) The positions of PMHMs at 0, 10, and 12 s under the action of the magnetic field. Scale bar: 500 μm.
US activation PFC droplet mainly relies on negative pressure to make droplets vaporize rapidly, and the time dimension is usually millisecond [6, 49]. Because the ultrasonic probe is relatively large, multiple PMHMs will be activated simultaneously during the US activation process, as illustrated in Figure 5A. Figures 5B,C show the changes of PMHMs before and after US activation. Under the action of ultrasound (1 MHz, 45 s, 1.5 W/cm2, duty cycle of 50%), the PNIPAM hydrogel shell breaks into debris as shown in Figure 5C. The experiment preliminarily verifies the feasibility of US activation of PMHMs, which lays a certain foundation for the application of the magnetic-controlled US responsive hydrogel microcapsules.
[image: Figure 5]FIGURE 5 | (A) Schematic illustration of US activation of PMHMs. (B) Microscopic image of the produced PMHMs in a 96-well plate before US activation. (C) Microscopic image of the produced PMHMs after US activation. Scale bar: 500 μm.
Laser Activation of Perfluorocarbon-Loaded Magnetic Hydrogel Microcapsules
Because iron oxide MNP is a kind of light-absorbing medium, a NIR laser with a wavelength of 808 nm is chosen to activate PMHMs. Under the focusing effect of the lens, the laser spot becomes smaller than the droplet diameter, so the laser has a better activation resolution, as illustrated in Figure 6A. The diameter of the focused laser spot is about 8 μm and the laser intensity is calculated to be 7.8 × 103 W/mm2. The temperature of the focusing part on the microcapsule would exceed the vaporization temperature of PFC (55°C). Figure 6B shows the time sequence of a single PMHM under laser irradiation. Under the laser irradiation, PFC droplets vaporize rapidly and explode, which break the PNIPAM shell. The laser activation process is recorded as Supplementary data (Supplementary Video 3). At 200 ms, the PFC bubble explodes to generate a violent shock wave, which causes the fluid around the microcapsule to flow outward. After the explosion, the surrounding fluids will return to fill the vacant position. The blue arrows indicate the direction of fluid movement. As a contrast, the PFC-loaded hydrogel microcapsules without iron oxide MNPs are prepared to observe the changes of the microcapsules under laser irradiation. No changes have occurred after 10 s of laser irradiation (Figure 6C), further confirming that the MNPs absorbing light energy and generating heat is the main reason for the vaporization of PFC core.
[image: Figure 6]FIGURE 6 | (A) Schematic illustration of the laser activation of PMHMs. (B) Microscopic image of a single PMHM under NIR laser irradiation at different times. (C) Microscopic image of the produced PFC-loaded PNIPAM microcapsules without MNPs in the shell under NIR laser irradiation at different times. Scale bar: 500 μm.
In the process of double emulsions crosslinking, if two droplets are very close together, they will adhere to each other after crosslinking. Figures 7A,B show the sequential laser activation process of two PMHMs attached to each other. The red and blue circles show the first and the second activated PMHMs. Because of the small laser spot, it is easy to realize the site-specific activation of the different PMHMs. The sequential laser activation process is recorded as Supplementary data (Supplementary Video 4). During the laser excitation process, the gas core is first generated in the PFC core and gradually increases and eventually ruptures [6], as indicated by the black arrows. The red and blue arrows indicate the different directions of debris movement. The experimental results show that the laser has the potential to achieve accurate drug delivery and release.
[image: Figure 7]FIGURE 7 | Sequential laser activation of PMHMs. (A) NIR laser activation process of the first PMHM at different times. (B) NIR laser activation process of the second PMHM at different times. Scale bar: 500 μm.
CONCLUSION
In summary, a simple, facile, and low-cost CIS technique was proposed to prepare uniform PMHMs for magnetic guided US and laser activation. Herein, the outer shell of PMHMs is PNIPAM combined with MNPs and the inner core is US-responsive PFC liquid which makes the PMHMs have magnetic-, US-, and photothermal-responsive characteristics. Moreover, the PMHMs have the potential to synergistic delivery of multiple distinct drugs. Additionally, the size, structure of the PMHM can be precisely adjusted in a wide range by controlling the experimental parameters. US and laser activation of PMHMs have been verified by a series of experiments, US has the potential to quickly release multiple PMHMs, while laser has the ability to activate PMHMs more accurately. The PMHMs have excellent magnetic-response characteristics which can further improve the controllability of drug release. It can be concluded that the produced uniform PMHMs may have great application potential in biomedicine, engineering, chemistry, material science, and other fields.
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In this study, we reported a photoacoustic (PA) imaging system for whole-breast imaging. Similar to the traditional X-ray mammography, this system slightly compressed the breast by a water tank. The PA signal is acquired via scanning a long unfocused ultrasonic linear array probe over the breast top surface, and the expanded high-energy laser pulses illuminate the breast bottom through a transparent supporting plate. Scanning the unfocused transducer probe is equivalent to a synthetic two-dimensional (2D) matrix array, which significantly increased the field of view (FOV) via a much easier way and at a much lower cost. Our phantom results demonstrated that this system has a great potential for clinical implementation.
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INTRODUCTION
Breast cancer is the most common cancer for women and ranks top of newly diagnosed cancers in 2018 [1]. Early detection and accurate diagnosis of breast cancer can substantially improve the survival rate [2–4]. Although X-ray mammography serves as the standard imaging method, it suffers lower sensitivity for dense breasts [5], and the radiation hazard also prevents it to be frequently used. Ultrasound (US) and magnetic resonance imaging (MRI) are also common imaging modalities adjunct to mammography [6–8]. However, MRI not only is expensive and complicated but also often requires exogenous contrast agent. US is the most convenient clinical imaging method, but it primarily depicts the structural information with relatively lower specificity, as well as its diagnosis accuracy highly depends on the physician’s personal experience. Over the past decade, the emerging photoacoustic (PA) breast imaging method gained increasing attention with promising clinical study results [9, 10].
Based on the PA effect, PA imaging (PAI) combines the optical contrast and acoustic detection [11]. Via detecting US pressure waves generated through instant thermal expansion after certain tissue (optical absorber) absorbing the energy of the laser pulse, PAI can reconstruct images of those optical absorbers. Because angiogenesis and hypoxia are two typical hallmarks for breast cancer [12, 13] and the hemoglobin in blood is a strong endogenous optical absorber in the near infrared regime, most PA breast imaging systems target the abnormal vasculature, including morphology (such as the vessel density) and function (such as the oxygenation saturation).
Up to now, several PA breast imaging platforms have been developed, which can be classified into two types: local breast imaging based on handheld probes and whole-breast imaging. Owing to its familiarity to physicians, the PA handheld probe has been widely studied [14, 15]. Moreover, commercial PA/US handheld products are also available [16, 17]. However, handheld probes only image limited part of the breast and suffers artifacts caused by limited-view issue. Therefore, PA whole-breast imaging also gains much attention [9, 18–20]. Most of the PA whole-breast imaging systems require patients to be in a prone position. Toi et al. [14] developed a system with a hemispherical-shaped detector array. Lin et al. [9] scanned the breast with a 220-mm-diameter, 512-element full-ring ultrasonic transducer array, whereas researchers in Twente University used an 80-mm-diameter, 590-element two-dimensional (2D) planar array [21]. Instead of prone position design, Zhixing et al. [19] reported a system similar to the X-ray mammographic geometry in which it employed a 572-element 2D planar array with a diameter of 80 mm lying under the compressed breast. Due to the technical complexity and cost, current 2D planar arrays used in PA breast imaging not only have limited data acquisition channels but also the element size is generally large, which sacrifices the spatial resolution. Compared to the 2D array probe, it is much easier to manufacture a linear array with smaller element size, as well as its parallel data acquisition system. Nikhila et al. [22] presented a dual scan mammoscope system by two focused array, and they employed the “virtual line” algorithm to successfully improve the elevation resolution. But the inherent focusing characteristic of this probe still limits its effective acquisition angle, making it difficult to image vertically obliquely aligned targets in 3D.
In this work, we presented a prototype PA whole-breast imaging system: photoacoustic synthetic matrix array tomography (PA-Smart). Our design employs the operation posture as in X-ray mammography, where patients stand (or sit) during the imaging procedure. Unlike the work reported in Refs. 19, 22, we scanned the breast with a one-dimensional (1D) unfocused linear probe over the upper surface of the breast. We have previously reported a method to realize a large-scale 2D planar array via scanning an unfocused linear array [23]. Based on this method, our system significantly increased the field of view (FOV) in a much easier way and at a much lower cost for PA breast imaging. At the same time, we used high-energy NIR laser illuminating the bottom of the breast over a large area to deliver enough photons into the breast within the safety limit. The phantom study demonstrated that our system can finish imaging an FOV of more than 10 cm × 10 cm × 4 cm within 33 s.
METHODS
System Setup
The PA-Smart imaging system is shown in Figure 1A. Similar to X-ray mammography, the subject stands in front of the system, and one of the patient’s breasts was placed onto a transparent plate (made of glass) and was mildly compressed by the bottom of a water tank above the breast. Slight compression can not only reduce the breast thickness to facilitate light to penetrate but also reduce the tissue movement caused by breathing. An electrical translational stage drives a 1D unfocused linear US array to scan in the water tank at a speed of 3 mm/s. The bottom of the water tank is made by low-density polyethylene (LDPE) material that has a similar acoustic impedance with the breast tissue.
[image: Figure 1]FIGURE 1 | System setup. (A) 3D interior structure presentation of the photoacoustic breast imaging system; (B) schematic diagram of the system design. (C) Photography of the prototype system.
A Q-switched Nd: YAG laser (MQ/X, Beamtech Co., Ltd., China) provided 9-ns 1064-nm laser at a maximum pulse energy of 1.6 J/pulse and a repetition rate of 10 Hz to excite PA signals. The laser beam passed a concave lens and was expanded to be 10 cm in diameter onto the breast’s bottom surface, guaranteeing the optical fluence on the tissue surface less than the American National Standards Institute (ANSI) safety limit at 1,064 nm (100 mJ/cm2). To further ensure the safety, laser paths are confined in the protective package, and the only risk comes from the light leaking from the glass. Laser safety goggles are required for both the patient and the physician during examination. Also, the laser system specially designed a visible low-power red guiding light, which shares the same paths with the 1064-nm laser; then, we can double-check the laser alignment before each examination.
Figure 2A demonstrated the mechanism of constructing a synthetic large-scale 2D planar matrix array via scanning a long 1D unfocused array. The array used in this study, as shown in Figure 2B, consists of two identical customized unfocused linear array probes (TomoWave Inc., Houston, United States). Each subprobe has 48 elements of 1.0 mm × 1.0 mm, and the pitch is 1.35 mm. The array has a center frequency of 1.2 MHz and the bandwidth covering from 0.5 to 6.0 MHz. The theoretical acceptance angle for each unfocused element is about 45° at 1.5 MHz, guaranteeing to effectively detect PA signals from a large angle, which is essential for 3D reconstruction. The detected PA signal was amplified and recorded by a customized 12-bit data acquisition system (TomoWave Inc., Houston, United States) at a 25 MHz sampling rate.
[image: Figure 2]FIGURE 2 | (A) Schematic diagram of the probe as well as the scanning scheme; (B) photograph of the combined probe consisting of two linear probes.
In the following phantom study, we generally scanned the linear array about 10 cm. Considering the width of each element as 1 mm, scanning 10 cm corresponds to 100 columns of elements (N = 100) in Figure 2A. The equivalent large-scale 2D planar matrix array has 96 × 100 (∼10 k) elements, leading to a substantially increased field of view (FOV). We employed the universal filtered back projection (FBP) algorithm [24] with a planar detection surface to do the 3D image reconstruction.
Imaging Resolution of the System
The imaging resolution of the system is influenced by several factors, including array’s characteristics (element size, pitch, and bandwidth) and the synthetic numerical aperture. We experimentally measured the spatial resolution by imaging three strands of black human hair buried in a scattering agar phantom, which had a thickness of 5 cm and consisted of 3% agar and 1% intra-lipid.
The three hair strands were horizontally embedded in the agar phantom at depths of 12, 25, and 35 mm from the top surface of the phantom, respectively. Figure 3A showed a cross section of the reconstructed image with the Hilbert transform [25]. From these results, we use Gaussian fitting for the values along the three horizontal dashed lines and three vertical solid lines as shown in Figure 3A. Figures 3 B and C presented the fitting results at a depth of 12 mm. According to the results, the lateral resolutions were about 1.12, 1.37, and 1.57 mm at depths of 12, 25, and 35 mm, respectively. And the corresponding elevation resolutions at those three depths are about 0.60, 0.61, and 0.63 mm, respectively.
[image: Figure 3]FIGURE 3 | (A) Cross section of the reconstructed imaging with the Hilbert transform; (B) reconstructed PA values along the horizontal yellow line at the depth of 12 mm; (C) reconstructed PA values along the vertical yellow line at the depth of 12 mm.
Simulation Study of the Light Fluence
Considering the significant decrease in light fluence inside the thick breast tissue, we also studied the light fluence distribution inside a breast model by numerical simulation with COMSOL (COMSOL Inc., Sweden). As shown in Figure 4A, the breast tissue model is approximated to be a half cylindroid with a thickness of 5 cm. The cylindroid long and short axes are 20 and 15 cm, respectively. The model composes of the skin layer (∼3 mm thick) and adipose layer, with the corresponding optical absorption and scattering coefficients being ([image: image], [image: image]) and [image: image][image: image], respectively [26, 27]. The pattern of the expanded laser illuminating onto the bottom of the breast is approximated to be a uniform circle with a 10-cm diameter.
[image: Figure 4]FIGURE 4 | (A) Schematic diagram of the simulation model and the illumination setup. (B) Map of the optical fluence along the vertical section marked by the yellow plane. (C) Map of the optical fluence at the horizontal section marked by the white dashed line.
The simulation of the light fluence distribution is based on the diffusion equation for the global region as in Eq. 1, which has been widely employed in PA imaging study [28],
[image: image]
where [image: image] is the light fluence rate and [image: image] is the effective attenuation coefficient. The calculated normalized optical fluence in the central cut plane (marked as a yellow plane in Figure 4A is shown in Figure 4B. Figure 4C presents the calculated normalized optical fluence distributions over a horizontal plane (marked as a white dashed line in Figure 4A, 4 cm from the illuminated bottom surface. The color bar scale of all the fluences is in dB scale. The simulation results implicit that the light fluence could be decreased to two orders less after penetrating 4 cm in the breast, which will definitely influence the reconstructed PA values. Therefore, fluence compensation algorithms are desired, and we will demonstrate it in the phantom study.
RESULTS AND DISCUSSION
To validate the system’s FOV and the capability of imaging complicated targets, we did two phantom experiments, in which all the imaged targets were buried in the agar phantom made of 3% agar and 1% intra-lipid. In the first phantom, we embedded two carbon rods (0.7 mm in diameter) and one helix object (7 mm in diameter) made from a black strip in a 4-cm-thick agar phantom, as illustrated in Figure 5A. These objects were horizontally buried approximately 2.0 cm deep into the phantom, in which the helix was located at the center. The laser illuminated upwardly onto the bottom of the phantom. Then, within 34 s, the array continuously scanned a total length of 100 mm at a speed of 3 mm/s, leading to a large-scale equivalent matrix array of 100 mm × 130 mm in size and nearly 10k elements (100 × 96 = 9,600). The 3D reconstructed image is shown in Figure 5B with an online animation (movie01). According to the result, not only the two wires but also the helix was well-reconstructed.
[image: Figure 5]FIGURE 5 | (A) Photograph of carbon rods and helix in scattering medium in phantom study; (B) 3D result of carbon rods and helix.
To study the potential artifact caused by the limited-view issue, we made the second phantom in which two helix objects (both about 7 mm in diameter) and one carbon fiber (1 mm in diameter) were embedded. Unlike the first phantom, the carbon fiber lied in the center and two helixes lied close to the two side edges (also close to the edge of FOV), as shown in Figure 6A. The distance from the middle carbon fiber to the center of the helix is approximately 25 mm. Figure 6A was the photograph of the phantom. We scanned a length of total 90 mm, leading to an equivalent large-scale matrix array with 90 × 106 (∼9 k) elements. The 3D image reconstruction is shown in Figure 6B with an online animation (movie02). Owing to the large FOV and wide acceptance angle, both the helix and carbon fiber were well-reconstructed. In addition, the wide acceptance angle also helps recover oblique surface profile, as shown in Figure 6C in which we provide the MAP imaging of one period of the helix, except the middle part where the generated PA wave propagates parallel to the probe, which cannot be detected due to the limited view [29].
[image: Figure 6]FIGURE 6 | (A) Photograph of carbon rods and helixes in scattering medium in phantom study; (B) 3D result of carbon rods and helixes; (C) MAP imaging of one period of the helix.
Next, to demonstrate the ability of deep imaging, we continued to image three carbon fibers (1 mm in diameter) at 1.0, 2.0, and 3.0 cm depths into the agar phantom, as shown Figure 7A. The imaging result is shown in Figure 8A. Due to the large difference in the light fluence as shown in Figure 7B, the fiber at the deeper location, that is, closer to the illumination source, would have much larger PA value, leading to an apparently thicker diameter in the 3D reconstructed images. Therefore, we applied fluence compensation, and the result is shown in Figure 8B.
[image: Figure 7]FIGURE 7 | (A) Structure of phantom; (B)[image: image] map of the central cut plane.
[image: Figure 8]FIGURE 8 | (A) 3D result of three carbon rods without fluence compensation; (B) 3D result of three carbon fibers with fluence compensation.
CONCLUSION
In this work, we developed a PA-Smart whole-breast imaging system. The proposed imaging posture is familiar to physicians and facilitates patients’ examination. The large FOV of the system is achieved based on the synthetic matrix array method via scanning an unfocused linear array. Besides, the synthetic 2D array can have less reconstruction artifacts, which is crucial for whole-breast imaging. We did phantom experiments to validate the performance of the system. The clinical study is our next step to explore the power of this system.
However, there is relatively lower reconstruction quality of the side of the helix, which is caused by the “limited view” issue. In addition, the current resolution is about 1 mm, which is not suitable for imaging fine vasculature in breast tumor. Moreover, the 14-mm physical gap between two independent linear probes also degraded the imaging quality, especially for those just under the gap. We are working on a new probe with longer length and more elements with smaller element size. New reconstruction algorithms and machine learning will be applied to help solving problems with the limited view.
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Diffuse optical tomography (DOT) is a novel functional imaging technique that has the potential clinical application for breast cancer screening. Currently, an underexploited benefit of DOT is its ability to track and characterize dynamic events related to physiological progression, which can provide additional imaging contrast. In this work, we propose a novel 3-wavelength, 32-source–detector continuous-wave dynamic DOT system that allows relatively fast and high-sensitivity imaging by combining phase lock and photon counting technologies and obtains a balance between cost and effectiveness through series parallel measurement mode. To assess the effectiveness of the proposed system prototype, we systematically investigated the key specifications of the system, including stability, channel cross talk, and dynamic range. Furthermore, the static and dynamic phantom experiments validated the capability of the system to detect the target with low absorption contrast as well as track the changes in the target’s absorption coefficient. These preliminary results indicate that the system has great application prospects in imaging of the low-contrast lesion as well as capturing the dynamic changes of hemodynamics in tumor tissue.
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1. INTRODUCTION
Diffuse optical tomography (DOT) is a novel noninvasive technique that utilizes near infrared light to characterize the spatial distribution of optical properties in biological tissue [1]. It can generate images of the absorption or scattering properties of the tissue or other physiological parameters such as oxygenated and deoxygenated hemoglobin, lipid, and water by multiwavelength measurement. Compared with traditional imaging modalities including X-ray mammogram, ultrasound, and MRI, DOT is considered to be an ideal tool for breast cancer screening due to the merits of nonionizing radiation and low cost, as well as providing functional information [2].
After decades of development, significant advances in the field of DOT breast imaging have been made under a variety of ingenious designs [3–13]. Generally, there are three measurement modalities: time domain (TD), frequency domain (FD), and continuous wave (CW) [3–5]. TD systems can potentially provide absolute information regarding the light intensity as well as photon propagation time by means of measuring the temporal point spread function. FD systems can measure both the reduction in intensity and the phase shift of the light after it passes through tissue. The wealth of information acquired in these two systems can be employed to distinguish the internal absorption and scattering properties of the tissue; however, the systems are expensive and require relatively long acquisition times, especially for time-domain modality. CW systems only measure the change in the amplitude of the light, which allows for a relatively simple, easy operational, and affordable technique. In addition, this approach enables fast data acquisition and the use of simple detectors and electronics, which makes it possible to monitor real-time dynamic changes of physiological signals [6–8].
Despite advances in DOT imaging techniques, an underexploited benefit of DOT is its ability to acquire data at high speed for real-time monitoring. This enables DOT to both recover static distributions of endogenous contrast resulting from tumor vascularization and track dynamic temporal events related to physiological progression. Previously, on the basis of CW diffuse optical tomography systems, some researchers have exploited the potential of imaging dynamic contrasts in breast tissue by disturbing physiological conditions such as breast compression [15, 16], respiratory maneuver [17], and injection of indocyanine green agent [14–20]. For example, several groups have reported the studies of imaging the hemodynamic response of the breast to compression, which is proved to induce differences in oxygen consumption between tumor and normal tissue [16, 17]; Schmitz and Flexman et al. explored the use of a breath hold for creating dynamic contrast to distinguish healthy from cancerous tissue [18, 19]. Intes et al. investigated the pharmacokinetics of indocyanine green agent in breast tumors, harnessing the characteristic that the tumor vessel demonstrates stronger permeability compared with normal vessel [20].
At present, achieving dynamic imaging using DOT is still an ongoing task. In order to capture the transient response process of physiological signals accurately, three main technical aspects should be carefully taken into account: the imaging system must have sufficient temporal resolution; high sensitivity is required to detect tiny changes in different states to provide meaningful additional information for diagnosis; large dynamic range of the system is necessary, since light in tissue is heavily attenuated with the increase of propagation distance; thus, the degree of detection signal may vary by orders of magnitude in different measurement positions, especially for large dimension biological tissues such as breast tissue.
Based on the above considerations, a dynamic three-wavelength (685, 785, and 830 nm) CW diffuse optical tomography system was built, using 20 sources with parallel excitation through phase-locked photon counting to significantly improve temporal resolution, sensitivity, and dynamic range. To evaluate the effectiveness and capabilities of the proposed system, a series of investigations with variable contrast signals were conducted using both static and dynamic phantoms. The goals were to detect the targets with low absorption contrast and validate the ability to track changes in the target absorption coefficients over time. The work involving investigation on the key specifications of the system and phantom imaging is a prerequisite for performing clinical studies.
2. INSTRUMENT AND METHODS
2.1. Dynamic Diffusion Optical Tomography System
A schematic of the dynamic continuous-wave DOT system is shown in Figure 1. The system has three source wavelengths, 685, 785, and 830 nm, which are widely considered to be an optimal combination for resolving in vivo changes of hemoglobin [21]. For each wavelength, 32 fiber-tailed laser diodes (10 mw, LSFLD685-10, LSFLD785-10, and LSFLD830-10, Beijing Lightsensing Technologies Ltd.) are driven by a self-designed constant power circuit and modulated for performing simultaneous illumination and rejection ambient light. The three-wavelength light sources are coupled to source fibers with a core diameter of 62.5 μm and a numerical aperture of 0.22, using wave division multiplexers (685/785/830-62.5/125, Oz Optics, Canada) to sequentially illuminate the imaging object. The transmission light on the boundary is collected via detection fiber with a core diameter of 500 μm and a numerical aperture of 0.37. The detection fibers are connected with an integrated module of programmable 4-1 × 8 multimode fiber switch so that the transmission light at four different positions is able to be probed in parallel at the same time. Subsequently, the photomultiplier tube (PMT) (H2859-02, Hamamatsu Photonics, Japan) counting head coupled to the fiber switch converts the light signals to electrical pulses which can be counted by using the photon count technique and synchronously demodulated in field programmable gate array. The demodulated data are sent to the computer through a serial port for optical image reconstruction.
[image: Figure 1]FIGURE 1 | Schematic of the CW dynamic diffuse optical tomography system.
To improve the dynamic capability and balance between cost and effectiveness, a square-wave modulation phase-locked photon-counting scheme and series parallel measurement mode are proposed in this system. In the following section, the principle and process of the measurement will be given in detail.
2.2. Square-Wave Modulation Phase-Locked Photon-Counting Strategy
To enable simultaneous multipoint illumination and distinguish the superposed source signals, a phase-locked photon-counting scheme was adopted. In this scheme, the sources are switched “on” and “off” by double-frequency orthogonal square-wave modulation signals with a duty cycle of 50%, and meanwhile, they are sent to the phase-locked photon-counting module as the reference signals of “[image: image]” weights for demodulation, which can be interpreted via a specific case as shown in Figure 2.
[image: Figure 2]FIGURE 2 | Two sets of double-frequency orthogonal square-wave signals.
When four sources LD1, LD2, LD3, and LD4 are excited simultaneously, the signal [image: image] detected in a certain period is the superposition of four source signals
[image: image]
In order to separate the superposed signals, two sets of double-frequency orthogonal square-wave signals are utilized to modulate the four sources, where [image: image] and [image: image] as the first set of orthogonal square wave modulated signals have the same frequency and are twice that of the second set ([image: image] and [image: image]). In each cycle, the first and second sets of signals are divided equally into four and eight subintervals, respectively, represented by [image: image]. During each subinterval, the detected signal [image: image] determined by switching on or off of the light source can be expressed in the following equations:
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Meanwhile, the light intensity of LD1, LD2, LD3, and LD4 is obtained by solving the above equations:
[image: image]
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Likewise, when separating the signals of n sources, it is necessary to modulate the sources by [image: image] sets of double-frequency orthogonal square-wave signals, and at least [image: image] subintervals are required. It is noteworthy that n is supposed to be even here, and the methodology is similar if n is odd.
In the ith subinterval, the detected signal [image: image] can be expressed as
[image: image]
where [image: image]
For all subintervals, it can be abbreviated as
[image: image]
where [image: image] as the measurement data obtained by the detector is a [image: image] column vector, [image: image] is a [image: image] matrix determined by switching on or off the light source during each subinterval, and [image: image] is an n × 1 unknown vector to be solved and can be further deduced as
[image: image]
Now, we have theoretically derived the ideal case of separating [image: image] source. In the actual measurement, however, considering that the signal-to-noise ratio of photon counting is related to the number of detected photons, the measurement integration time should be carefully selected to make the demodulation result more reliable. In addition, the phase-locked photon-counting strategy is based on the premise that the sources have excellent stability and reasonable gating time to ensure that the average of photons in different counting periods is approximately equal and the correct number of photons can be demodulated.
2.3. Series Parallel Measurement Mode
Figure 3 illustrates the picture of the optical fiber distribution around a cylindrical imaging chamber and the sketch map. As shown in Figure 3B, taking the center of the cylindrical bottom as the origin of the coordinate system x, y, and z, 32 coaxial source–detector fibers are placed along the perpendicular Z-axis at the heights of Z = 8 mm, Z = 24 mm, Z = 40 mm, and Z = 56 mm and arranged at equal spacing on every layer to form a 4 (layers) × 8 (columns) distribution model. For illustration purposes, Figure 3B also displays the source and detector positions for the first measurement, where the D1-located column represents the detection positions and other five columns (S1–S5) except for the detection positions and their nearest neighbor points on both sides demonstrate the source positions, meaning 20 modulated sources simultaneously illuminate and four detectors in parallel probe at a time measurement. Similarly, when the positions of illuminating sources are changed, the corresponding detection positions are changed automatically via an optical switch, resulting in a total of 32D × 20S data acquired during a complete measurement for each wavelength. The acquisition time for collecting one complete frame of the projection data (32D × 20S) is approximately 2 s.
[image: Figure 3]FIGURE 3 | Picture of the optical fiber distribution around imaging chamber and the sketch map.
3. INSTRUMENT PERFORMANCE ASSESSMENT
To evaluate the performance of the system in terms of stability, the cross talk among channels, the ability to reject ambient light, and dynamic range, a series of phantom experiments were conducted. In all the experiments, the sources were modulated by doubled-frequency orthogonal square waves having the frequency range 22 ∼ 211Hz, and a cylindrical polyformaldehyde phantom with both a height and diameter of 80 mm was used to mimic breast tissue. Based on time-resolved measurement, the reduced scattering coefficient of the solid phantom was determined to be 0.8 mm−1 at 685 nm, 785, and 830 nm, since it was barely changed at the three wavelengths, and the absorption coefficients of the background were 0.0041, 0.0034, and 0.0031 mm−1 at 685, 785, and 830 nm, respectively.
3.1. Coefficient of Variation
It is an essential requirement for all the light sources to secure a stable operation with the constant current module. To characterize the stability, a metric, referred to as coefficient of variation (CV), is calculated using the following equation:
[image: image]
where N is the number of detected photons in a certain time interval, [image: image] represents the average value detected in a series of time intervals, and CV closer to 100% indicates better stability. In this experiment, we evaluate the CVs of the total 96 light sources after 120 consecutive measurements, with an integration time of 1 s. Figure 4 representatively demonstrates the CVs of one of the sources at three wavelengths. It is shown that a very limited number of CVs fluctuate beyond 1% during 120 s, indicating excellent stability of the system.
[image: Figure 4]FIGURE 4 | Coefficient of variation of the one source at wavelengths of 685 nm, 785 nm, and 830 nm.
3.2. Channel-to-Channel Cross Talk Ratio
Theoretically, the doubled-frequency orthogonal square wave modulation and demodulation strategy can separate multiple mixed source signals well; however, cross talk among different channels is inevitable due to source light fluctuation, counting noise, system noise, etc. In order to ensure the accuracy of the measurement results, cross talk ratio (CR) is defined to evaluate the cross talk among channels as follows
[image: image]
where [image: image] is the number of photons demodulated by the frequency [image: image] when the other 19 light sources are off, which is the real counting result. Conversely, [image: image] is the number of photons demodulated by other 19 frequencies, when the source with the frequency [image: image] is off, which is considered to be the photon noise. In the ideal state, the value of the CR should be 0, and the larger CR is, the more serious the cross talk among different channels becomes.
In this experiment, the average values of the detected photon number were calculated after ten times repeated measurements in order to minimize the error. The cross talk ratio plotted in Figure 5 as a function of 20 source locations demonstrates that the CRs of the three wavelengths are similar and most CRs are low (less than 5%), except for the positions of No. 9, No. 10, No. 11, and No. 12, which is because they are farthest to the sources, resulting in lower detection SNR.
[image: Figure 5]FIGURE 5 | Crosstalk assessments: source‐detector array configuration (left) and the channel‐to‐channel crosstalk‐ratio of 20 source locations at the wavelengths of 685 nm, 785 nm, and 830 nm (right).
3.3. Anti-Interference Ability
In a conventional single photon counting mode, rejecting ambient light is essential to prevent undesired noise interference and to protect the PMT. However, in the phase-locked mode, the ambient light considered as a stationary signal can be filtered out during the demodulation process. In order to evaluate the system’s ability to reject ambient light, a continuous counting experiment was performed with the sources turned off and the ambient light intensity increased gradually. The experimental results listed in Table 1 show that the photon number obtained using the conventional single photon counting mode increased from 2,476 to 1,065,427 with the increase of ambient light intensity; however, the photon number acquired using double-frequency counting mode increased from 18 to 76, meaning that the system has a significantly high ability to reject ambient light.
TABLE 1 | Counted photon number of ambient light under two counting modes.
[image: Table 1]3.4. Dynamic Range
Dynamic range is an important evaluation criterion, since the detected photon number may vary by orders of magnitude in different measurement positions in large dimensions of biological tissues such as breast issues. The lower and upper bounds of dynamic range are, respectively, determined by noise equivalent power (the minimum optical power required for an output signal-to-noise ratio of 1) and the maximum detected value acquired in the linear range of the detector. First, we tested the behavior of dark counting in conventional and phase-locked photon-counting modes by placing the system in the dark room. Within the integration time of 1 s, the dark counting in the phase-locked photon-counting mode measurement was two orders of magnitude lower than the conventional method. Then, the light source was turned on and the intensity was gradually increased by enhancing the modulation amplitude with a fixed step, and the number of detected photons was recorded. Since this experiment is a methodological verification, only the light source with the wavelength of 685 nm was selected. Figure 6 shows the photon number increased linearly until the maximum value of 1.5×106 with the increment of the source intensity, whereby the dynamic range can be calculated to be 109 dB. It is worth noting that the maximum number of photons is related to the maximum intensity of the source. Theoretically, the maximum linear photon count range of the PMT used in the system is 5 × 106, and thereby, the dynamic range is up to 120 dB.
[image: Figure 6]FIGURE 6 | Measured dynamic range of the DOT system.
4. PHANTOM VERIFICATION
To investigate the performance of the three-wavelength dynamic DOT system, a series of phantom experiments were conducted. In all the experiments, a cylinder hole (target henceforth) in the phantom was injected with a solution that has varying optical absorption coefficients by mixing different concentrations of Intralipid and India ink to mimic the tumor [22–24].
4.1. Static Phantom Experiment
As shown in Figure 7A, to evaluate the imaging sensitivity of the system, a target was drilled at 17 mm off-center of the phantom, with a diameter of 20 mm and a depth of 80 mm. Herein, four target-to-background absorption contrasts of 4, 2, 1.5, and 1.2 were prepared. After two sets of measurement, data were obtained by difference measurements (measure the change in the optical properties of the object based on measurements before and after the change); the images can be reconstructed by the Newton–Raphson-based nonlinear algorithm with the algebraic reconstruction technique embedded for the linear inversion [25].
[image: Figure 7]FIGURE 7 | Static phantom experiments: (A) sketch of the phantom, (B) cross-sectional reconstructed images with four different target-to-background absorption contrasts at three wavelengths at Z = 24 mm, and (C) profiles of the target-to-background absorption contrast along the X-axis.
Figure 7B shows the cross-sectional images with four different absorption contrasts at three wavelengths at Z = 24 mm. We can see that the position and size of the targets were reconstructed accurately for each wavelength, even with the absorption contrast as low as 1.2. The horizontal profiles passing through the target centers, that is, the X-profiles, of the images are also presented in Figure 7C. We can see that it quantitatively reflects the variation trend of the reconstructed absorption contrast, which is in accordance with the truth, suggesting the capability of the system to recognize targets with different absorption coefficients. Additionally, we can observe that the reconstructed image quality at 685 nm wavelength is superior to that at 785 and 830 nm, which ascribes to the higher response of the PMT to shorter wavelengths leading to larger photon-counting rate and corresponding higher signal-to-noise ratio.
4.2. Dynamic Phantom Experiment
To assess the system’s capability to track the change in absorption property, a dynamic phantom experiment was designed to stimulate the process of breath hold which is commonly used in clinical diagnoses [18]. As illustrated in Figure 8A, the phantom used in this experiment is the same as mentioned above. The absorption coefficient of solution A composed of Intralip and India ink was set to [image: image] as the same as the background, while the absorption coefficient of solution B [image: image] is twice of that of A. Switch 1 and switch 2 are used to select solutions A and B that enter the target, respectively. To simulate the change process of absorption property in the target region, two peristaltic pump-controlled silicone catheters (BT100–02, China) were utilized to add and remove the solutions to the target at the same speed, in order to maintain a constant target volume. To obtain consistent mixing of the solution during a limited time, the inlet catheter was placed near the top, while the outlet catheter was placed near the bottom. The entire experimental process lasted for 100 s and can be divided into four stages as summarized in Table 2, including a 5 -s baseline followed by a 45 -s breath hold, 45 -s recovery, and 5 -s baseline in the last stage.
[image: Figure 8]FIGURE 8 | Dynamic phantom experiment to mimic the process of breath hold. (A) Schematic of dynamic phantom, (B) representative 10 reconstructed absorption coefficient images in chronological order, (C) plots of the normalized theoretical values and average values of reconstructed absorption coefficient in the target region vs. measurement time.
TABLE 2 | Dynamic phantom experiment to mimic the process of breath hold.
[image: Table 2]The images were reconstructed with the temporal resolution of 2 s per frame; thus, a total of 50 frames of images were obtained. For simplicity, 10 frames in chronological order are representatively displayed in Figure 8B, where the reconstructed [image: image] in the target region showed a trend of first decrease and then increase. Figure 8C shows the plots of the normalized theoretical values and the average values of reconstructed [image: image] in the target region vs. measurement time. We can see that the reconstructed curve (solid line) has a similar variation tendency to the theoretical curve (dashed line), suggesting the tracking ability of the system. We can also observe that there are some differences between the reconstructed and theoretical values, which is mainly because that the exchange of the solution in the target needed some time, the absorption coefficients in the dynamic phantom experiments could not increase or decrease so fast as the theoretical calculating values.
5. DISCUSSION AND CONCLUSIONS
We have built a high-density continuous-wave dynamic diffusion optical tomography system. The system consists of 96 sources at three wavelengths (685, 785, and 830 nm) and can achieve simultaneous multipoint illumination and multichannel parallel measurement based on the phase-locked photon-counting detection of the square-wave modulation mode. To verify the performance of the system, we conducted a series of phantom experiments to assess the primary criteria including stability, channel cross talk, the ability to reject ambient light, and dynamic range. The experimental results demonstrated the CVs of the sources fluctuate within 1%, the channel-to-channel cross talk ratio is below 5%, the dynamic range is up to 120 dB, and the tolerance to ambient interference is strong, suggesting the proposed system demonstrates good performance. On these bases, static phantom imaging experiments showed that the system can distinguish the target-to-background absorption contrast as low as 1.2 and accurately reconstruct the position, size, and shape of the target. A self-designed dynamic experiment was conducted to mimic the process of breath hold by changing the absorption coefficient of the target region, which demonstrated that the changes in the trend of the absorption coefficient of the target region were tracked accurately. These preliminary findings indicate the future potential of the dynamic DOT system in breast tumor screening, which may provide help for clinical diagnosis and treatment of breast tumors.
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Photoacoustic (PA) signal analysis based on ultrasonic wave detection can provide both high-sensitivity optical contrast information and micro-architectural information which is highly related with the chemical composition of tissue. In this study, the feasibility assessment of bone composition assessment was investigated using the multi-wavelength PA analysis (MWPA) method which could reflect the molecular information. By illuminating a bone specimen using a laser light with wavelength over an optical spectrum ranging from 680 to 950 nm, the optical absorption spectrum of the bone was acquired. Then, with the optical absorption spectra of all optical absorption chemical components in the known bone, a spectral unmixing procedure was performed to quantitatively assess the relative content of each chemical component. The experimental results from rabbit bones show that MWPA method can be used to assess chemical components related to bone metabolism. Our study confirmed that PA technique can be used as a novel bone diagnostic technique by providing new information about the quantity of bone and identifying biomarkers of bone that can improve the current diagnostic imaging techniques.
Keywords: photoacoustic, bone assessment, chemical composition, multi-wavelength photoacoustic analysis, osteoporosis
INTRODUCTION
Osteoporosis, a serious public health threat with significant physical, psychological and economic impacts, is expected to increase in association with worldwide aging of the population. In osteoporosis, the bone mineral density (BMD) decreases, bone microarchitecture (BMA) deteriorates, and the amount and type of proteins in bone alter [1]. Currently, most clinically used non-invasive assessment methods are based on the use of X-ray or ultrasound [2, 3]. These methods, in spite of the applicability to measure bone mineral density (BMD) as well as some mechanical properties, have limited sensitivity to monitor the chemical or molecular changes in the bone. In addition, X-ray based techniques use ionizing radiation, which is not ideal for pediatric, or long-term repetitive monitoring. Quantitative ultrasound (QUS) technology as a practical, low-cost alternative has already led to clinical instrumentation [4, 5]. The QUS bone assessment method is primarily based on the measurement of sound velocity (SOS) and broadband ultrasound attenuation (BUA) through a given tissue. However, the specificity of QUS is limited when pathogenic bone diseases are determined by microstructure and chemical changes [6–8]. Bone quantity and quality are dependent on not only the mass and structure of non-organic mineral matrix but also the organic matrix which is associated with the bone blood flow and cellular metabolism. Recently, it has been reported that magnetic resonance imaging (MRI) can distinguish changes in bone marrow lipid content and bone microarchitecture between normal bone and osteopenia bone [9–11]. Due to the high cost and complexity, MRI examinations are impossible to replace standard DEXA (Dual-Energy X-ray Absorptiometry) measurements with more advanced MRI analysis. In prior studies, optical spectroscopic techniques have been used to evaluate how the alterations of bone composition contribute to bone quality changes related to aging, disease, or injury [12–18]. However, traditional optical techniques suffer from limited spatial resolution and the overwhelming optical scattering in biological tissues, thus reducing the efficacy of skeletal imaging in vivo.
The emerging biomedical photoacoustic (PA) techniques have a unique ability to probe the highly sensitive optical absorption contrast in deep biological tissues [19–23]. The PA signal generated by the bone contains both the microstructural information and molecular information, which are both highly correlated with bone health. Lashkari et al. evaluated the cortical and trabecular bone structure and density variations by using a dual backscattered ultrasound and PA radar system [24, 25]. Furthermore, our group has studied the feasibility of accessing BMD and BMA of the trabecular bone in rat models through using thermal photoacoustic (TPA) and photoacoustic spectral analysis (PASA). Recently, Idan Steinberg et al. used the dual-modality multispectral photoacoustic system to quantify the blood/fat ratio present in the marrow, which has been correlated with molecular changes in the long bone.
In this study, the feasibility of the multi-wavelength PA analysis (MWPA) technique in quantifying the molecular information of trabecular bone based on rabbit models with different BMDs were studied. The experimental measurements on the rabbit models of control and osteoporosis groups were performed. The PA spectroscopic curves of the bone from different groups were obtained and decomposed. Then, the MWPA parameter “relative composition ratio” of different chemical components including hydroxyapatite, lipid, hemoglobin, oxy-hemoglobin, and whole blood were quantified and compared with the gold-standard X-ray images and the relative optical absorption spectrum obtained by the commercial spectrometer system.
MATERIALS AND METHODS
Experiment Setup
The bone composition of the two groups was measured by using MWPA at the range of 690–950 nm at 10 nm intervals. The experimental setup for studying the chemical components in bone is shown in Figure 1A. The light beam generated by an Nd:YAG laser pumped OPO (Vibrant B, Opotek) was divided into two parts. 10% of the laser energy was projected to a black rubber by a beam splitter and recorded by the ultrasound transducer (V310-SU, Olympus) for the calibration of subsequent signal magnitude. The remaining 90% illuminated the bone from one side on the surface of the bone. The diameter of the beam was 4 mm and the light fluency was controlled at 15–20 mJ/cm2. Light passed through the bone and then excited PA signal. The PA signal was received by a needle hydrophone (HNC-1500, Onda Co., Sunnyvale, CA, United States) with a broad bandwidth from 0 to 10 MHz. A pre-amplifier was connected after the hydrophone to improve the signal-to-noise ratio (SNR), and then it was digitized and recorded by a digital oscilloscope (HDO6000, oscilloscope, Teledyne Lecroy, United States). To enhance the signal-to-noise ratio (SNR), the PA signal was averaged over 50 laser pulses. Furthermore, the gold-standard DEXA images was conducted by the commercial DEXA imaging system (InAlyzer) and the relative optical absorption spectrum obtained by the commercial spectrometer system were conducted for each bone samples.
[image: Figure 1]FIGURE 1 | (A,B) The schematic diagram of the experiment setup. (C) The photograph of the bone sample. (D) An example of the PA signal generated by the bone specimen. (E) An example of the power spectrum density (PSD) of the PA signal generated by the bone.
Animal Models
In this study, the animal bone models we used in the MWPA measurements were distal end of forelimb, as shown in Figure 1C. 8 five-month-old, skeletally mature, female New Zealand white rabbits were divided randomly into two groups: osteoporosis group and control group. Bilateral ovariectomy was used in the osteoporosis group to simulate the symptoms of osteoporosis in elderly women, and sham surgery was used in the control group to avoid other factors affecting the experimental results. Twenty weeks after surgery, rabbits were euthanized, and the distal end of forelimb were dissected and subject to PA assessment.
Signal Processing
First, the PA signal received by the Onda hydrophone was calibrated with the PA signal amplitude generated by the black rubber. The signal was related to the laser power of each wavelength. Secondly, the PA signal was transmitted to the frequency domain via fast Fourier transform, and the intensity of the PA frequency power at 0.2–5 MHz was summarized as the PA absorption value of each wavelength without being affected by low frequency (<0.2 MHz) noise or high frequency (>5 MHz) noise. The PA signal of each wavelength of light was then quantified and a PA absorption curve was obtained, which represented the spectral PA absorption of each bone. Thirdly, each bone sample was tested from three different directions in order to reduce measurement errors. The PA spectrum curves were obtained in at three different locations as shown in Figure 1C and were averaged for further analysis. Finally, spectral unmixing based on the least-square regression method was conducted, the PA absorption spectrum of each group of bones was decomposed to obtain the proportion of corresponding chemical components.
RESULTS
DEXA Imaging
The DEXA imaging results from osteoporosis group and control group are shown in Figure 2. DEXA images showing the regions of interests (ROI) is marked by the yellow circle as shown in Figure 2B. Correlations between the BMD results from DEXA were studied by using unpaired two-tailed independent samples t-tests (with Welch’s correction in cases of unequal variances), which lead to p < 0.01, as shown in Figure 2C. This study based on commercial DEXA technologies confirmed the pathologic conditions of the osteoporosis group as well as the difference between the two groups of rabbit models.
[image: Figure 2]FIGURE 2 | DEXA images results. (A) Commercial DEXA imaging system. (B) DEXA images showing the regions of interests (ROI). (C) DEXA imaging at the ROI demonstrates significantly reduced BMD in the osteoporosis group vs. control group. ** stands for p < 0.01 in unpaired t-test comparing the results from the two bone groups (N = 8 for osteoporosis group, N = 8 for control group).
Optical Absorption Measurements
The results of optical absorption measurements are shown in Figure 3. Figures 3AB shows the commercial spectrometer system and the working principle. The mean and standard deviations of the relative optical absorption spectrum of the bone samples from the osteoporosis group and control group are compared in Figure 3C. By comparing with the control group, the bone sample from osteoporosis group has higher optical absorption at the range of 800–950 nm and lower optical absorption at the range of 690–800 nm.
[image: Figure 3]FIGURE 3 | The optical absorption system and results. (A) The commercial transmission and reflection spectrometer system used in this study. (B) The schematic diagram of the integrating sphere used in the commercial spectrometer system. (C)The relative optical absorption spectrum of the bone from the control group and osteoporosis group measured by the transmission and reflection spectrometer, each normalized at 800 nm.
Multi-Wavelength Photoacoustic Measurements
In the spectral range of 690–950 nm, the main optical absorption components in the bone are oxygenated hemoglobin, deoxygenated hemoglobin, mineral (mostly hydroxyapatite), lipid. Figure 4 shows the MWPA results of the osteoporosis group and control group. The two solid lines in Figure 4A show the averaged PA spectra measured from the two groups of bone samples, while the standard deviation is shown by the shaded area next to each curve. It is obviously that the absorption reached its peaks at 700, 760, and 930 nm. The difference is that the absorption of the osteoporosis group near 700–760 nm is stronger than that of the control group, while the absorption of the control group near 930 nm is stronger than that of the osteoporosis group. As expected, the corresponding content of the components in the osteoporosis group and the control group is consistent with the optical absorption results obtained by the commercial spectrometer system shown in Figure 3C. The optical absorption spectra of the main chemical components in the bone are shown in Figure 4B. By comparing the wavelength positions of the PA signal peaks and the component absorption peaks, it can be found that the strong absorption peak at 700 nm is mainly caused by the absorption of deoxygenated hemoglobin and hydroxyapatite. The absorption peak at 930 nm is mainly contributed by the lipid. Therefore, it can be preliminarily estimated that the lipid content of the osteoporosis group is higher than that of the control group, which is consistent with the past study [1, 9]. Besides, the deoxygenated hemoglobin content and the hydroxyapatite content are lower than that of the control group in the animal bone models we used.
[image: Figure 4]FIGURE 4 | (A) The averaged PA spectra measured from the osteoporosis group and control group. (B) Optical absorption spectra of major chemical components in the bone, including deoxygenated hemoglobin (Hb), lipids, hydroxyapatite, and oxygenated hemoglobin (HbO2).
For the PA absorption spectrum for each bone sample, it is given as [26]
[image: image]
Where [image: image] is the PA absorption spectrum as shown in Figure 4A, n is the number of chromophore (absorber) types and [image: image] and [image: image] are the concentration and absorption coefficient of i th chromophore type, respectively. The goal of quantitative WMPA unmixing is to estimate the relative concentration of a particular chemical component from the measurements given the known absorption spectrum [image: image] of different chemical component. Thus, with the optical absorption spectra [image: image] of the major chemical components in the bone known [27, 28], the relative content of each chemical component [image: image] to the PA absorption spectrum can be derived by performing a spectral unmixing. The spectral unmixing based on the least-square regression method was adopted to obtain the quantitative changes in the contents of the chemical components [29]. Figure 5A shows the PA spectrum and the fitted spectrum of the osteoporosis group and the control group, respectively. The R2 of the osteoporosis group and control was as high as 0.9095 and 0.9154, respectively. After the spectral unmixing, the relative contents of the five chemical components in the bone, including deoxygenated hemoglobin, lipid, hydroxyapatite, and oxygenated hemoglobin, were derived. The results of the two groups of bone samples are shown in Figure 5B. To evaluate whether each of the differences in chemical properties between the two bone groups has statistical significance, an unpaired two-tailed independent samples t-test (with Welch’s correction in cases of unequal variances) was conducted. Compared to the control group, the chemical changes in the osteoporosis group showing statistical significance include the increased lipid content, the decreased deoxy-hemoglobin content which are correlation with the osteoporosis diseases. Compared to the control group, the bones in the osteoporosis group also show decreased hydroxyapatite content, whole blood content, which, however, is not statistically significant. These noticed chemical changes of lipid, hydroxyapatite and whole blood in osteoporosis bones are matched well with the findings reported in previous publications [10, 30–34]. However, for the ex vivo bone, the deoxygenated hemoglobin and oxygenated hemoglobin are different from the in vivo bone sample, especially for the oxygenated hemoglobin. For example, the past study demonstrated the deoxygenation of blood in the ex vivo specimens and revealed that deoxygenation of blood occurs almost immediately after sacrificing the animals [35]. Therefore, in this ex vivo study, we did not compare the content of oxygenated hemoglobin for osteoporosis bone samples and control samples. Besides, since the deoxygenation of blood occurs in the bone samples, the blood was mostly composited by deoxygenated hemoglobin for the ex vivo bone samples in this study. It means that the total content of deoxygenated hemoglobin is highly related with the amount of the whole blood in the bone. Due to the fact that the amount of blood in the normal bone sample is higher than that in the osteoporosis bone sample [12], therefore, the deoxygenated hemoglobin in the control group is higher by comparing with the osteoporosis group in this ex vivo study.
[image: Figure 5]FIGURE 5 | (A) The averaged PA spectrum in comparison with the fitted spectrum by using the least-square method. (B) The unmixed spectrum of the MWPA curves for the sample from osteoporosis group and control group, respectively. (C)The relative contents of the hydroxyapatite, lipids, deoxygenated hemoglobin (Hb), and whole blood (Hb+HbO2). * stands for p < 0.05.
CONCLUSION AND DISCUSSION
The results of this study indicate the feasibility of MWPA method in assessing bone chemical composition. In addition to measuring the mineral content in bones, it can also measure the content of chemical components such as lipid, oxygenated hemoglobin and deoxygenated hemoglobin. The content and changes of these ingredients are inextricably related to bone health, and has the potential to used as a new way for bone health assessment.
This study currently has some limitations. First, the number of bone samples is not large enough. There are only four rabbit samples in each group, and only eight sets of data can be obtained, so data analysis is not universal. In the future, additional data should be collected and analyzed on a large group of samples. Second, the chemical composition has not been verified using the bone histomorphometry. In the future work, we plan to further indicate the differences in lipid and Hb content of those two groups though other pathways. For example, the MRI imaging can be used to get the lipid fraction as the gold-standard for lipid content [10, 36, 37]. The reticular fiber staining for quantification of blood vessels can be used as the gold-standard to reveal the differences in blood content of those two groups. Third, the influence of different types of fatty acids as well as the content of collagen which are also related with bone health are not considered in this study. In the future, with the wider range of the laser wavelength and higher resolution of scanning, it has the potential to distinguish the changes in different types of fatty acids and contents of collagen in the bone tissue. Forth, this study is mainly focusing on the isolated bones. In the future, this technology has the potential to be applied for clinical study in vivo. For in vivo study, the bone assessment technique based on the PA detecting method described in our manuscript may be not available and should be optimized with better design. For example, the transmission PA mode for multi-wavelength PA measurement of bone in vivo in our study published recently [38]. In addition, the effects of light attenuation and ultrasound attenuation need to be considered. Besides, not only the bone but also the overlying soft tissue absorb the light and leads to an increase of light attenuation. Therefore, it is necessary to consider the effect of light attenuation in the bone tissue as well as the overlying soft tissue. At the same time, it has a high attenuation of PA signal for the in vivo PA measurements, especially for the high frequency components. Thus, the optimized center frequency of the transducer at a relative lower frequency should be used.
Despite these limitations, this study has successfully demonstrated the feasibility of the emerging PA technology in assessing the chemical information in bones. Compared with DEXA, MRI, QUS and light based techniques, MWPA has the potential to provides more comprehensive bone assessment results, including not only the chemical compositions of bone but also the micro-structure which is highly correlated with bone health as reported in our previous paper [39]. For the gold standard DEXA imaging, since the X-rays are attenuated by both bone and bone marrow fat, therefore, the BMD results quantified by DEXA is altered by the changes in the lipid content of bones. For MRI, in particular MRI spectroscopy, it allows the quantification of bone marrow fats, however, it cannot provide the information of BMD [1]. In addition, the QUS cannot be used for assessing the components of bone composition. Besides, compared with the light based techniques, the PA sensing is based on the detection of light-induced ultrasonic signals which are much less scattered in biological tissues, it can present more spatial information in deep tissues than pure optical techniques. Furthermore, the PA bone assessment method proposed in this article has many advantages such as target-specific, non-ionizing, low-cost, and patient friendly. With all these unique advantages, this technology is expected to be improved and developed into a more accurate bone evaluation method in the future.
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Optical imaging technologies have enabled outstanding analysis of biomedical tissues through providing detailed functional and morphological contrast. Leveraging the valuable information provided by these modalities can help us build an understanding of tissues’ characteristics. Among various optical imaging technologies, photoacoustic imaging (PAI) and optical coherence tomography (OCT) naturally complement each other in terms of contrast mechanism, penetration depth, and spatial resolution. The rich and unique molecular-specified absorption contrast offered by PAI would be well complemented by detailed scattering information of OCT. Together these two powerful imaging modalities can extract important characteristic of tissue such as depth-dependent scattering profile, volumetric structural information, chromophore concentration, flow velocity, polarization properties, and temperature distribution map. As a result, multimodal PAI-OCT imaging could impact a broad range of clinical and preclinical imaging applications including but not limited to oncology, neurology, dermatology, and ophthalmology. This review provides an overview of the technical specs of existing dual-modal PAI-OCT imaging systems, their applications, limitations, and future directions.
Keywords: photoacoustic imaging, optical coherence tomogaphy, dual-modal bioimaging, photoacoustic tomography, photoacoustic microscopy
INTRODUCTION
The field of medical imaging has continued to grow quickly since the turn of the century, with many new modalities becoming a critical step in a variety of different disease care pathways. Novel imaging technologies continue to be developed, opening new routes to valuable functional and morphological information. Each imaging modality has its own specific strength and intrinsic limitations, such as spatial resolution, penetration depth, contrast mechanism, and sensitivity leading to precise and reliable images correlated with true anatomy. To compensate the weak aspects of different modalities, multimodal imaging concepts have been considered in recent years [1–3]. Multimodal imaging can play an important role in the clinical care of various diseases by improving the clinician’s ability to perform monitoring, surveillance, staging, diagnosis, planning and therapy guidance, screening therapy efficacy, and evaluating recurrence [2]. Multimodal imaging systems have been widely used in medical research and clinical practice, such as cardiovascular diseases [4, 5], neuropsychiatric diseases [6], Alzheimer [7], and tumor resection surgeries [8].
Photoacoustic imaging (PAI) is one recent example of the successful rise of a novel optical imaging modality. PAI uses the absorption characteristics of specific endogenous or exogenous biomarkers to generate targeted image contrast with a wide scalable range of spatial resolution and penetration depths [9, 10]. The rich absorption information that PAI provides would be well complemented by an imaging modality which offers detailed scattering information. Optical coherence tomography (OCT) is a well-established imaging technology which can provide excellent depth-resolved morphological information. OCT is currently used in a broad range of clinical applications and is a standard of care in the field of ophthalmology for the diagnosis of various critical eye diseases [11–13]. OCT is considered as an ideal companion for PAI by providing complementary imaging contrast, strongly motivating the development of multimodal PAI and OCT systems. While OCT can image microanatomy of biological tissues, PAI devices could provide detailed molecular and metabolic information of the sample [14–16]. This multimodal system could provide access to valuable information about biological tissues and has the potential to impact a broad range of clinical and preclinical imaging applications including but not limited to oncology, neurology, dermatology, and ophthalmology. In this review, we first introduce the basic mechanisms of PAI and OCT and discuss their current applications. Then, we compare PAI and OCT, contrasting the strengths and limitations of each modality while highlighting the potential applications of a multimodal system. Finally, we review the development of existing dual-modal systems, emphasizing their strengths along with the challenges they need to overcome to move to the clinic.
PHOTOACOUSTIC IMAGING: PRINCIPLES AND APPLICATIONS
Photoacoustic imaging is among the most rapidly growing technologies in biomedical imaging [17, 18]. The modality is based on the photoacoustic effect, which was discovered by Bell in 1880 [19]. In general, once the tissue is irradiated by short laser pulses, endogenous or exogenous chromophores inside the tissue absorb the photon’s energy. This absorbed energy then induces a transient local temperature rise, which in turn generates pressure waves through thermoelastic expansion. These pressure waves, which propagate in tissue as ultrasound signals, can be captured by acoustic detectors to form images of the chromophore’s distribution inside the sample [20]. Depending on the spatial scales of optical absorbers, the frequency content of generated ultrasound signals might extend to several tens or even hundreds of megahertz. The bandwidth of this signal and corresponding spatial resolution is not limited by the PA generation process. Instead, the frequency-dependent acoustic attenuation happening in soft tissue limits the maximum frequency content of PA wave and therefore defines the achievable spatial resolution. As a result, the spatial resolution in PAI scales with depth. In addition, ultrasound detector’s properties such as bandwidth, center frequency, element size, and detection aperture can limit the spatial resolutions of PAI devices [21].
Based on the way images are formed, PAI can be split into two main categories: photoacoustic tomography (PAT), which uses reconstruction-based image formation, and photoacoustic microscopy (PAM) which uses focused-based image formation [22]. In photoacoustic tomography, usually a widefield unfocused excitation beam is used together with an array of ultrasonic detectors which measure the generated ultrasound waves in multiple positions simultaneously [23–25]. It can provide large field of view (FOV) images and has been used in applications such as whole-body imaging of small animals [26] and breast cancer studies [27]. In contrast to PAT, PAM is based on raster-scanning of optical and acoustic foci and forms images directly from recorded depth-resolved signals [28]. Generally, PAM is the preferred configuration for use in applications which require high resolution over deep penetration depth, for example, in single-cell imaging [29]. PAM can be further divided into acoustic-resolution PAM (AR-PAM), where the acoustic focusing is tighter than optical focusing [30], and optical-resolution PAM (OR-PAM), where the optical focusing dominates the resolution [31]. Figure 1 demonstrates the imaging setup for different possible configurations of photoacoustic imaging systems. Photoacoustic endoscopy (PAE) can be considered as a subcategory of both PAM and PAT (depending on the implementation), which is applied for imaging internal tissue/organs and usually provides micron-scale spatial resolution and millimeter-scale imaging depth [32].
[image: Figure 1]FIGURE 1 | Signal generation and detection in different implementations of PAI and penetration limits in scattering tissue. (A) Reflection-mode OR-PAM system with an optical–acoustic combiner that transmits light but reflects sound; (B) AR-PAM system where the laser light is poorly focused; (C) PAT system with ultrasonic transducer array (UTA). The laser beam is expanded and homogenized by a diffuser to provide widefield illumination.
Photoacoustic imaging devices offer two distinct advantages which primarily stem from the combination of optical excitation and acoustic detection. First, they provide the unique imaging contrast of optical absorption. As a result, PAI enables high-sensitivity detection of endogenous chromophores which are weakly fluorescent and difficult or impractical to be labeled with exogenous fluorophores, including but not limited to hemoglobin, melanin, collagen, cytochrome, and lipid [33]. This complements established imaging technologies including fluorescence imaging, which is currently one of the leading technologies for in vivo optical molecular imaging [34]. Second, PAI enables a wide scalable range of spatial resolution and penetration depths across macroscopic (i.e., 100-400 µm resolution at the depth of several centimeters) [18], mesoscopic (i.e., tens of micrometer resolution at the depth of 1–10 mm) [35], and microscopic (i.e., micrometer resolution at the depth of submillimeter) [36]. Additionally, the modality has practical functional and molecular imaging capabilities making it a powerful tool for biomedical investigations [21]. One of these well-known capabilities is photoacoustic spectroscopy which is based on the ability to selectively image specific chromophores by tuning the excitation wavelength [37]. Here, by acquiring images at multiple wavelengths and undertaking spectroscopic analysis, the concentration of specific chromophores can be quantified. For example, in the visible and NIR wavelength, the absorption spectrum of blood is highly dependent on its oxygen saturation (SO2) and consequently the significant spectral difference between oxyhemoglobin (HbO2) and deoxyhemoglobin (HHb). Using this spectral difference, it is possible to quantify the concentration of HbO2 and HHb and estimate SO2 which is an important physiological parameter related to several pathophysiological processes and inflammatory conditions. Other functional extensions of PAI such as Doppler flowmetry [38, 39] and photoacoustic thermometry [40, 41] have enabled measurement of blood flow velocity and acquiring maps of temperature distributions in tissue, respectively.
These unique and important imaging advantages offered by PAI make it the preferred modality for a broad range of functional and molecular imaging applications. It has been used in numerous preclinical and clinical applications including but not limited to blood oxygen saturation imaging [42, 43], brain vasculature and functional imaging [44, 45], gene expression [46], vulnerable atherosclerotic plaques diagnosis [47], skin melanomas [48], histology-like tissue imaging [49, 50], longitudinal tumor angiogenesis studies [51], imaging and detection of protein interactions [52], ophthalmic imaging [53], and tissue engineering scaffolds [54].
OPTICAL COHERENCE TOMOGRAPHY: PRINCIPLES AND APPLICATIONS
Optical coherence tomography (OCT) is an optical imaging technique with high-resolution structural content. Unlike photoacoustic imaging, OCT obtains its imaging contrast from optical scattering of internal tissue microstructures and can be considered as an optical analogy to ultrasound pulse echo imaging [55]. The modality is based on the principles of low-coherence interferometry, where a low-coherence light beam is directed on to the targeted tissue. The backscattered light is combined with a reference beam, which was split off from the original light beam. The resulting interference patterns are used to reconstruct cross-sectional images, which represent the reflectivity profile of the tissue along the beam path [56, 57].
The first generation of OCT known as time domain OCT (TD-OCT) was developed in the 1990s [55]. The technology required acquisition of a depth scan for every location and subsequently suffered from slow imaging speed and poor image quality that limited adoption of the technology. The introduction of Fourier domain OCT (FD-OCT) overcame these limitations by providing a more efficient implementation of low-coherence interferometry principles [58]. Unlike TD-OCT, FD-OCT uses spectral information to generate a depth profile without the need for mechanical scanning of the optical path length [59]. It offers >100x improvement of the image acquisition rate and >20 dB signal-to-noise ratio (SNR) compared to TD-OCT systems.
Depending on whether spectral information in FD-OCT is separated at the system’s input (tunable laser) or system’s detection end (spectrometer), FD-OCT systems can be classified into two major groups: spectral-domain OCT (SD-OCT) in which a broad bandwidth light source is used as the interferometer input and a spectrometer with a linear array camera at the interferometer output, or swept-source OCT (SS-OCT), which uses a tunable laser as the interferometer input and a single photodiode at the interferometer output [60]. Figure 2 depicts schematic of different OCT modalities.
[image: Figure 2]FIGURE 2 | Schematic of different OCT modalities. OCT systems can be classified into (A) time domain (TD) and (B) Fourier domain (FD) systems. FD-OCT systems can be further divided into (A) spectrometer-based and (B) swept source-based systems.
OCT technology has enabled noncontact, high speed, cross-sectional imaging over a large field of view with submicron resolution in biological tissues. It is currently the preferred technology in ophthalmology for corneal imaging, as well as retinal structural and vascular imaging [61–63]. Various functional extensions of OCT have been developed including: Doppler OCT [64], OCT angiography (OCTA) [65], polarization sensitive OCT (PS-OCT) [66], OCT elastography [67], and spectroscopic OCT [68]. Besides ophthalmic applications, OCT has been applied in other clinical applications such as brain imaging [69, 70], tissue engineering [71], cardiology and cardiovascular imaging [72], skin imaging [73], neuroimaging [74], gynecology [75], oncology [76], and dental imaging [77].
Due to highly scattering nature of biological tissues and the contrast mechanism of OCT, the penetration depth of OCT devices is limited to be within a few millimeters [13]. In addition, OCT relies on variation in scattering information to derive useful imaging contrast about the sample, making it unable to effectively image interconnected soft tissues with similar scattering properties. To provide additional contrast information, efforts have been made to integrate OCT with other optical imaging modalities such as multiphoton microscopy [78] and confocal microscopy [79]. While these technologies provide new contrast information, they both rely on fluorescence as their contrast mechanism. In addition, they cannot enhance the depth information that OCT devices currently obtain.
DUAL-MODAL PHOTOACOUSTIC IMAGING AND OPTICAL COHERENCE TOMOGRAPHY
The performance characteristics of PAI and OCT imaging systems make them a suitable companion for a multimodal imaging system. A brief comparison of important features of both PAI and OCT modalities is given in Table 1. The spatial resolution of both modalities is highly dependent on their implementation and can range from submicron resolution for OCT [80, 81] and OR-PAM [36] to a few hundreds of micron in PAT systems [82]. While available imaging depth of OCT is restricted by the optical transport mean free path to ∼2 mm, AR-PAM and PAT systems can achieve imaging depth of a few millimeters [35] to a few centimeters [27], respectively. In terms of speed, both modalities offer a wide range of imaging speed with submilliseconds to a hundred of seconds range [83, 84], which should be chosen based on intended applications.
TABLE 1 | Comparison of photoacoustic imaging and optical coherence tomography.
[image: Table 1]The complementary information of PAI and OCT makes them the favored modality for a wide range of imaging applications. For example, in blood flow imaging, OCT angiography and Doppler OCT could obtain high-resolution images based on the backscattering properties of moving red blood cells, while PAI would remain sensitive to all blood cells, regardless of their flowing state. Therefore, the integrated system provides a powerful tool for blood flow imaging in vascular diseases such as stroke, hemorrhage, vascular occlusions, or certain pathologies with flow stasis such as tumors [85, 86].
For spectroscopic analysis and blood oxygen saturation measurements, despite recent advances in the spectroscopic OCT [87–89], the technology is not background free and suffers from sensitivity to speckle noise and polarization changes. In addition, the scattering loses alter the spectral signal components and makes it difficult to quantify blood oxygen. On the other hand, spectroscopic PAI methods are well-established for quantifying blood oxygen saturation. This information would be well complemented with Doppler OCT flow measurements and help to quantify metabolic rate of oxygen consumption. This will open up a broad range of applications for pathophysiological conditions such as angiogenesis, tissue inflammatory, and healing responses. For example, in ophthalmology measuring, metabolic rate of oxygen is a sensitive biomarker for early-stage diagnosis and an indicator for progression of several retinal diseases including glaucoma, diabetic retinopathy, and age-related macular degeneration [90–93]. Alternatively, in oncology and metastasis detection, the spectroscopic and metabolic information available through the dual-modal PAI-OCT system could reveal changes in endogenous chromophore concentrations and be employed for differentiating normal and pathological tissues [94]. It may facilitate longitudinal assessment of tumor growth and evaluate treatment success of novel therapeutic agents [95, 96]. In brain imaging applications, this metabolic information can be used to extract brain oxygenation and metabolism of oxygen and glucose [97] and resting-state connectivity [98] and to study how the brain responds to various physiological and pathological conditions [99]. Furthermore, the fine vascular structure and subcellular features available through high spatial resolution of OCT and OR-PAM could facilitate diagnosis of brain disorders such as stroke, epilepsy, and edema [100–102].
The combination of PAI and OCT is a powerful tool in dermatology by providing detailed morphology and complete description map of skin perfusion. It enables studying the texture of skin and determines the margin of morphological changes caused by skin disorders [103]. The technique may overcome the limitations of histology-based margin assessment methodologies and facilitate tumor resections in surgical rooms [104, 105]. Subsequently, it can be used to improve the rate of complete excision and to reduce the average number of stages during Mohs micrographic surgery [106, 107]. The dual-modal imaging platform can be applied for studying a wide range of skin conditions such as melanoma tumors, vascular lesions, soft tissue damages such as wounds and burns, inflammatory conditions, and other superficial tissue abnormalities characterized by morphology and function of supplying vasculature [108].
The dual-modal PAI-OCT system could have a significant impact for endoscopic applications as well. Currently, most of endoscopic imaging devices rely on widefield white-light optical methods, which are limited by what the human eye can see and therefore suffer from lack of sensitivity to subsurface and physiological changes. The combination of deep tissue penetration and high resolution along with functional and molecular information makes PAI-OCT the favorable endoscope to observe inside the body and visualize physiological processes and microscopic features of tissues [109, 110]. The targeted molecular imaging may allow for the detection of small and invisible lesions in epithelial surfaces that line the internal organs such as gastrointestinal, pulmonary, and ductal. This information can be used to facilitate detecting cancer at early stages [111]. Another important application for endoscopic PAI-OCT would be intravascular atherosclerotic imaging, where the PAI subsystem could penetrate deep and provide molecular information about the plaque composition and OCT maintains high-resolution, depth-resolved scattering contrast for lipid rich plaques [112].
It is clear that there are a diverse set of biomedical applications for a functional multimodal PAI-OCT system. The potential impact of such a broadly applicable technology has motivated the further investigation of possible multimodal system configurations. Here, depending on the photoacoustic imaging system, the multimodal PAI-OCT imaging systems are divided into three main categories of PAM-OCT, PAT-OCT, and PAE-OCT. The developed configurations for each category are reviewed, and their advantages and technical challenges are discussed.
Photoacoustic Microscopy Combined With Optical Coherence Tomography
One of the earliest works on the feasibility of multimodal PAM-OCT was demonstrated by Li et al. in 2009 [113]. Their proposed system operated in transmission mode and was only capable of imaging thin samples (Figure 3A). The reported penetration depth was ∼1.5 and 1.8 mm for the PAM and OCT subsystems, respectively. Due to the mechanically translating objective, the system had slow acquisition time which highly limited its in vivo applications. Despite this limitation, the system was later used to look at the neovascularization of the mouse ear [114] (Figure 3B). Later Jiao et al. [115] developed a reflection-mode PAM-OCT system and imaged microvasculature of the mouse ear. The temporal resolution of their dual-modal system was limited by the pulse repetition rate of the PAM excitation source (∼1 KHz). Liu et al. [116] developed a dual-modal system where a tunable dye laser was used as excitation source (Figure 3C). It leveraged the spectroscopic measurement capabilities of the PAM subsystem to evaluate total hemoglobin concentration as well as the metabolic rate of oxygen consumption in the mouse ear. Dual-modal PAM-OCT systems were further applied on various samples such as animal model of epilepsy progress [117], bovine cartilage osteoarthritis tissue [118], and imaging/needle guiding for injection and drug delivery in mouse thigh [104, 119].
[image: Figure 3]FIGURE 3 | (A) Schematic of the combined PAM-OCT. SLD: superluminescent diode. Solid lines represent single-mode optical fibers. Reprinted with permission from [113]; (B) PAM and OCT images showing the vasculature and tissue structure for an inverse scaffold with a pore size of 200 μm; (A–C) PAM images showing the development of blood vessels at 2, 4, and 6 weeks after implantation, respectively; (D–F) the corresponding OCT images showing the tissue structure. Reprinted with permission from [114]; (C) schematics of the combined PAM and OCT. PD: photodiode; HM: hot mirror; GM: 2D galvanometer; OBJ: objective lens; AMP: amplifier; UT: ultrasonic transducer; WT: water tank; SLED: superluminescent emitting diode; Ref: OCT reference arm. Reprinted with permission from [116].
Qin et al. [120] were among the first to develop the portable dual-modal PAM-OCT system. Their system was used for monitoring the recovery of an ulcer wound in the human lip. They carried out quantitative analysis by measuring total hemoglobin concentration as well as the size of the ulcer. In vivo images recorded from healing process of human lip ulcer are shown in Figure 4A. The system offered lateral resolutions of ∼8 µm for both modalities, and axial resolutions of 116.5 µm for PAM and 6.1 µm for OCT. However, since the system suffered from bulky size, in 2018 the same author demonstrated a handheld version of the system implemented with an MEMS-based optical scanner that offered more flexibility for oral tissue imaging [121]. The lateral resolutions of the system were improved to 3.7 µm for PAM and 5.6 µm for OCT, sufficient for visualizing morphological features and capillary loops in human oral tissue. Dadkhah et al. [122] took an additional step forward and developed a multimodal imaging system by integrating photoacoustic microscopy, OCT, and confocal fluorescence microscopy in one platform. The combination of optical and mechanical scanning together with dynamic focusing improved the sharpness and field of view of the images. The system achieved uniform resolution in a field-of-view of 12 mm × 12 mm with an imaging time of ∼5 min for simultaneous in vivo imaging of the mouse ear (Figure 4B). The imaging speed of their system was limited by the pulse-repetition-rate of the PAM excitation laser.
[image: Figure 4]FIGURE 4 | (A) PAM and OCT results of the microvascular distribution and microstructures of the lower lip during the healing process of an ulcer wound. Row 1 in PAM images of the lip from day 1 to day 6. Row 2 PAM B-scans of the lip along the dashed white lines in Row1. Row3 OCT B-scans of the lip along the dashed white lines in Row1. The wounds are indicated by the yellow circles in PAM images and the white arrows in PAM B-scans. Scale bars: 500 µm. Reprinted with permission from [120]; (B) simultaneously acquired PAM, confocal microscopy (CFM), and OCT images of a mouse ear with dynamic focusing. (A) PAM image; (B) CFM image; (C) OCT images; (D) OCT B-scan at the location marked in panel; (C) by a solid line; (E) PAM 3-D image reconstruction; and (F) fused PAM projection and CFM images; bar: 1 mm. Reprinted with permission from [122].
In early 2020, Liu et al. [123] developed a dual-modal system in the NIR range for real-time, in vivo visualization of the tumor microenvironment changes during chemotherapy. The PAM subsystem utilized an optical parametric oscillation laser which had a wavelength range of 680–1,064 nm. The OCT subsystem was based on a commercial system with a center wavelength of ∼1,300 nm, providing 12 μm axial resolution. This study worked to characterize tumor angiogenesis by monitoring changes in the vascular network’s density, quantitative total hemoglobin concentration, and oxygen saturation of cancerous tissue. They suggested the dual-modal imaging-guided dose control system as a more efficient technology compared to the presently utilized tumor treatment options.
The majority of PAM-OCT configurations discussed earlier utilized ultrasound transducers for detecting acoustic waves. Despite offering high sensitivity, these transducers pose challenges when integrating PAM and OCT subsystems [124]. In transmission mode, the sample needs to be placed in a water tank or be in contact with ultrasound gel as a coupling medium [125–127], which limits the application of the technique to thin specimens. In reflection mode, because the opaque transducer obstructs the optical beam path, it needs to be positioned obliquely with respect to the optical axis which causes sensitivity loss [115, 128, 129]. In 2019, Hindl et al. [130] developed a reflection-mode OCT-PAM system using an all-optical akinetic Fabry–Perot etalon sensor. The miniature sensor included a rigid, fiber-based Fabry–Perot etalon with a transparent central opening and enabled linear signal detection over a broad bandwidth [131]. A schematic of the system is presented in Figure 5A. The OCT subsystem used a broadband laser centered at 840 nm, with a 5 µm axial resolution, and the PAM subsystem used a 532 nm pulsed laser operating at a pulse repetition rate of 50 kHz. This system acquired OCT and PAM images sequentially. In vivo images of zebrafish larva’s tissue and vascular morphologies are presented (Figure 5B). The system had limited imaging speed due to the use of stepper motors for scanning and the need for signal averaging to provide increased SNR. In addition, the OCT light source combined three superluminescent diodes which were not polarization aligned and resulted in various imaging artifacts and a degraded axial resolution. They recently reported a dual-modal system using a Ti:Sapphire broadband light source and fast laser scanning [132]. The axial resolution was 2.4 µm enabling visualization of retinal layers in the zebrafish model. Functional extensions of the PAM-OCT system including Doppler OCT and spectroscopic PAM were applied to monitor arterial pulsation and to measure absolute blood flow and oxygen saturation. The in vivo oxygenation measurement was acquired using a dye laser with a 10 KHz repetition rate at 578, 570, and 562 nm wavelengths. Representative images recorded using the system are presented in Figure 5C&D.
[image: Figure 5]FIGURE 5 | (A) Schematic of the reflection-mode PAM-OCT system [130]; (B) images of a zebrafish larva. (a) OCT image; (b) PAM image; (c) color blended PAM-OCT image using (a) and (b). (d–f) Images of OCT integrating 60 μm depth range. Reprinted with permission from [130]. (C) Oxygenation map of a zebrafish larval tail. The image is acquired after spectral unmixing using the absorption coefficients of human (a) and zebrafish blood (b), respectively [132]. (D) OCT-PAM image of a zebrafish larva. (a) OCT average intensity projection, (b) PAM maximum amplitude projection, and (c) multimodal OCT-PAM. Reprinted with permission from [132].
In the system configurations discussed earlier, both PAM and OCT subsystems used their own specific light source. Normally, PAM excitation is based on a narrowband pulsed laser, while OCT requires broadband, continuous light (e.g., superluminescent diode), or virtually continuous light (e.g., Ti: Sapphire laser). The other important difference in their light source is that OCT systems usually use near infrared (NIR) light for deeper penetration, but PAM mainly uses visible light to target the absorption peak of hemoglobin and melanin [133]. However, this apparent difference in wavelength, does not impede applying visible light for OCT or NIR light for PAM. Recent experiments have demonstrated applications of visible OCT for high-resolution imaging and measuring metabolic rate of oxygen for clinical studies [134, 135], while NIR light has been used for imaging lipid and collagen tissues in PAM [136–138]. Several studies explored the feasibility of using a single light source for PAM excitation and OCT imaging, which would reduce the complexity and costs of the system; in addition, it will generate synchronized and coregistered PAM and OCT images. Zhang et al. [14] demonstrated the first single pulsed light source for PAM-OCT in 2012 and termed the technique optical coherence photoacoustic microscopy (OC-PAM). Experimental setup of the proposed system is demonstrated in Figure 6A. The system was in transmission mode with a custom-designed broadband dye laser centered at 580 nm with 20 nm bandwidth, and a 5 KHz pulse repetition rate. The system was tested on the in vivo mouse ear, and promising results were demonstrated; however, the low repetition rate of the light source limited the imaging speed, and the noisy spectrum of the laser degraded the quality of OCT images. Due to their broad spectral bandwidth, supercontinuum (SC) sources were employed in OC-PAM systems as well [125, 139]. In 2016, Shu et al. [129] reported a dual-modality OC-PAM system using a homebuilt fiber-based SC source (Figure 6B). The beam coming from the light source was split into a shorter wavelength band (500–800 nm) for PAM and a longer wavelength band (800–900 nm) for OCT. The system was tested for in vivo imaging of the mouse ear, and multispectral PAM was performed on the ex vivo porcine retinal sample (Figure 6C).
[image: Figure 6]FIGURE 6 | (A) Schematic of the experimental system of a free-space OC-PAM. BS, beam splitter; SMF, single-mode fiber; PD, photodiode; UT, ultrasonic transducer; L, lens, M, mirror. Reprinted with permission from [14]. (B) Schematic of PAM-OCT system setup. SC, supercontinuum; DM, dichroic mirrors; GM, galvanometer; UT, ultrasound transducer; AMP, amplifier; ADC, digitizer; SM, spectrometer; DC, dispersion compensating slab; M, mirrors; BD, beam dump. Reprinted with permission from [129]. (C) Results of in vivo mouse ear imaging. (a) En-face PAM image; (b) PAM B-scan taken from location indicated by the green line in (a). (c) Typical PA A-line and its signal envelope obtained by a Hilbert transform. (d) En-face OCT image. G, gland; BV, blood vessel. (e) OCT B-scan taken from location indicated by yellow line in (d). ED, epidermis; CT, cartilage; D, dermis. Scale bar, 150 μm. Reprinted with permission from [129].
Photoacoustic Microscopy Combined With Optical Coherence Tomography for Ophthalmic Applications
One of the few and important applications that developed dual-modal PAM-OCT systems have explored so far is ophthalmic imaging. Due to the prevalence of OCT imaging for clinical ophthalmology, dual-modal PAM-OCT is a natural extension for imaging the eye. In ophthalmic application, access to the absorption information could provide information about the functional and molecular properties of the tissue, such as evaluating the retinal pigment epithelium in diseases such as age-related macular degeneration or measuring metabolic rate of oxygen in retinal and choroidal circulations in diabetic retinopathy. In 2010, Jiao et al. [140] reported one of the first multimodal PAM-OCT ophthalmoscopes which used an unfocused transducer directly placed on the sclera. The OCT subsystem was based on an SD-OCT design consisting of a superluminescent diode centered at 870 nm. Experimental results were demonstrated for in vivo imaging of retinal vessels and the retinal pigment epithelium layer in rat eyes, with a laser pulse energy well within the ANSI safety limits. Song et al. [141] further extended this system to include additional modalities such as scanning laser ophthalmoscopy and fluorescein angiography and imaged rat retina. They also measured the metabolic rate of oxygen in rat retina [90]. Figure 7 illustrates the developed functional imaging system and the combined PAM and OCT scanning pattern on the retina. In 2015, Liu et al. [142] developed an OC-PAM system by using a single pulsed broadband light source with a central wavelength of 800 nm. Since the absorption coefficient of hemoglobin is relatively weak at this wavelength, the PAM signals were mainly providing melanin-specific information of the retina. The imaging speed of the system was limited by the 10 KHz pulse repetition rate of the light source, which is not as high as conventional ophthalmic OCT systems. To avoid possible motion artifacts and image blurring/disruption, high imaging speed is required. Robinson et al. [143] reported that the eye has a fixation time of ∼500 ms. Increasing the repetition rate can improve the imaging speed; however, it will also increase the average power of the light source which is constrained by existing laser safety limits. This may cause issues in practical applications where there are pulses overlapping in the retina. This highlights the trade-off between pulse repetition rate and pulse energy. Developing a highly sensitive PA detection method is the key for reducing the pulse energy and thus making it safe for clinical eye imaging.
[image: Figure 7]FIGURE 7 | Illustration of integrated PAM and SD-OCT to measure retinal metabolic rate of oxygen. (A) Schematic of the experimental setup; (B) circular scanning pattern on the retina; (C) molar extinction coefficient spectrum of oxy- and deoxyhemoglobin; (D) a maximum-amplitude-projection PAM fundus image showing major retinal vessels. Bar: 200 mm; (E) an OCT fundus image of the same rat showed in the panel (D). Bar: 200 mm. Reprinted with permission from [90].
Mice and rat eye models have been extensively used in preclinical ophthalmic imaging experiments. The eyeballs of these animals are smaller (axial length of mouse eyeballs ∼3 mm, rats ∼6 mm) compared to humans (∼25 mm). Therefore, using animals with larger eyeballs, such as rabbits and monkeys, could help benefit ophthalmic studies. Tian et al. [144] were among the first groups to demonstrate the application of the PAM-OCT system for chorioretinal imaging of rabbits in 2017. They were able to visualize depth-resolved retinal and choroidal vessels using laser exposure well below the ANSI safety limit. A multimodal imaging system combining PAM, OCT, and florescence microscopy was demonstrated by Zhang et al. [145, 146], and it was applied to evaluate angiogenesis in both albino and pigmented live rabbit eyes. The authors claimed that in pigmented rabbits, melanin from the retinal pigment epithelium overlies the choroid and thus possibly blocks the diffuse choroidal hyperfluorescence and improve the image quality of all the three modalities. Nguyen et al. [95] employed gold nanoparticles as a contrast agent for both OCT and PAM imaging. They imaged in vivo rabbit retina, and the exogenous contrast agent improved the efficiency for visualizing capillaries, and retinal and choroidal vessels. The speed of the system was defined by 1 KHz pulse repetition rate of the excitation laser. The system was later used to evaluate optical properties of retinal vein occlusion and retinal neovascularization in living rabbits [147]. Spectroscopic PAM was performed at wavelengths ranging from 510 to 600 nm to further evaluate dynamic changes in the retinal morphology [148]. The schematic of the developed system and recorded images using the multimodal system are presented in Figure 8A B, respectively.
[image: Figure 8]FIGURE 8 | (A) Schematic diagram of the integrated PAM and OCT systems for multimodal retinal imaging. Reprinted with permission from [147]; (B) images of retinal blood vessels in rabbits: (a) color fundus photography of retina. (b) Fluorescein angiography image showing retinal and choroidal capillaries. (c) Corresponding maximum amplitude projection PAM images of retina; (d,e) volumetric PAM and OCT image, respectively. (a1–a4) Cross-sectional OCT images acquired along the scanning lines from (a). Reprinted with permission from [148].
In general, PAM devices have relatively low axial resolution compared to OCT systems, and there is a large resolution gap between two modalities. Unlike, OCT, whose axial resolution is defined by the spectral bandwidth of the light source in PAM axial resolution, depends on the detector’s bandwidth and ultrasound attenuation [33]. The typical axial resolution of OCT systems is less than 10 μm, which corresponds to ∼100 MHz ultrasound signal frequency. These high-frequency signals can hardly survive in some cases where the distance from the source to the detector is long such as retina imaging. Therefore, for ophthalmic PAM-OCT, it is importance to enhance PA detection mechanism to reduce the gap in axial resolution.
Photoacoustic Tomography Combined With Optical Coherence Tomography
Due to the high penetration depth benefits, dual-modal PAT-OCT systems are mainly used for applications where depth information is required [108, 149]. For example, in dermatology, while OCT techniques visualize superficial small capillary loops with vessel diameters from 10 to 200 μm to a depth of 1 mm, PAT enables visualization of vasculatures with diameters from 100 μm down to a depth of several centimeters. Therefore, the combination of these modalities could provide a complete perfusion map of the skin [150]. In addition, acquiring PAT and OCT images from overlapping or identical regions has the advantage that highly absorbing structures, which appear as shadow in OCT images (e.g., blood vessels), can be observed in PAT images [16].
In 2011, Zhang et al. [151] developed a PAT-OCT system and demonstrated in vivo volumetric images of vasculature and surrounding tissue in mouse and human skin. The schematic of their system is presented in Figure 9A. The system employed an integrated all-optical detection scheme for both modalities in reflection-mode maintaining a field of view of ∼13 mm × 13 mm. The photoacoustic waves were detected using a Fabry–Perot sensor place on the surface of the skin. The planar-view PAT system based on the Fabry–Perot interferometer is of particular interest in most dual-modal PAT-OCT applications because of the simplicity of sample positioning and optical detection mechanism [149, 152]. The study reported tissue information of vascular structure to a depth of ∼5 mm. Similar systems were further developed, and in vivo clinical experiments were performed on healthy and pathological skin [103, 153–156] (Figure 9B). Initial clinical studies demonstrate that the dual-modal PAT-OCT systems hold a great potential for applications in dermatology [157]. Recently, Liu et al. [108] published a comprehensive overview of the dual-modality PAT-OCT system in the field of dermatology and the challenges and prospects of these two imaging modalities for dermatology were discussed thoroughly.
[image: Figure 9]FIGURE 9 | (A) Dual-modal PAT-OCT scanner. Reprinted with permission from [151]. (B) (a–c) overlaid PAT-OCTA images with PAT in the green channel and OCTA in the red channel. (d) Blood vessel network given in volumetric display by fused OCTA and PAT data. (e) PAT image. (f) PAT image in deeper region. (g) A snapshot of the 3D volume with OCT in gray, OCTA, and PAT in red color map. Scale bar = 1 mm. Reprinted with permission from [153].
Photoacoustic Endoscopy Combined With Optical Coherence Tomography
Toward realizing dual-modality PAE-OCT, in 2011 Yang et al. [158] made the initial step by integrating ultrasound tomography with photoacoustic and OCT imaging in a single intraoperative probe. The performance of the system was demonstrated on ex vivo porcine and human ovaries. The OCT subsystem used a swept-source laser centered at ∼1,300 nm with 110 nm spectral bandwidth and a 20 KHz scan rate, and the PAE subsystem had a tunable Ti: Sapphire laser with a spectral range of 700–950 nm and a 15 Hz repetition rate. The ultrasound transducer operated as both PAI detection and ultrasound transmission and detection. Figure 10A depicts the combined three-modality endoscopic probe. The overall diameter of the endoscope was 5 mm and included a ball-lensed OCT sample arm probe, and a multimode fiber to deliver light for photoacoustic imaging. Later, in 2013, Xi et al. [159] reported an endoscopic delivery probe with a diameter of 2.3 mm. The system had a low-frequency unfocused 10 MHz transducer for photoacoustic signal detection and a time-domain OCT system at 1 kHz. The performance of their system could be improved in several ways such as increasing the central frequency of photoacoustic transducer, employing a higher-resolution DAQ card, and replacing the time-domain OCT device with a frequency-domain OCT device to enhance the sensitivity. Inspired by one of the initial efforts in the field (Yang et al. [158] study), Dai et al. [160] developed a multimodal miniature probe through which OR-PAM, OCT, and pulsed-echo ultrasound images were acquired coaxially and were displayed simultaneously. Figure 10B depicts the schematic of the integrated miniature probe. The 2 mm diameter probe had a 40 MHz unfocused ultrasound transducer for both OR-PAM detection and ultrasound transmission and receiving, and in vivo images of the rat ear were recorded (Figure 10C). The results show cross-sectional images acquired by OR-PAM, OCT, ultrasound, and combined images, corresponding to the three dashed lines in the respective maximum-amplitude-projection image. Despite offering high imaging resolution, the system suffered from lack of rotational scanning and its imaging speed was limited by the slow repetition rate (20 Hz) of the pulsed laser. Mathews et al. [161] developed a dual-modal intravascular imaging probe using a commercial OCT catheter and a fiber optic ultrasound sensor based on Fabry–Perot cavity. Their experimental setup and the enlarged view of the distal end of the probe is presented in Figure 10D. They demonstrated circumferential PAE-OCT imaging and multispectral PAI on a synthetic phantom. One limitation of their probe configuration was that the stationary fiber optic ultrasound receiver resulted in shielding of the photoacoustic waves by the OCT catheter for certain excitation angles. As a result, the detected photoacoustic signal amplitude varied relatively with respect to the receiving angle in the rotation plane. In general, future direction for multimodal PAE-OCT studies can be focused on improving scanning speed, miniaturizing the probe size, and enhancing detection mechanism.
[image: Figure 10]FIGURE 10 | (A) Integrated OCT-US-PAI three-modality endoscopic probe. Reprinted with permission from [158]. (B) Schematic and photograph of miniature integrated probe. Reprinted with permission from [160]. (C)In vivo images of a rat ear. Maximum amplitude projection images (top row) and cross-sectional images (2nd, 3rd, and bottom rows) corresponding to the dotted lines in first row images. (a) OR-PAM, (b) OCT, (c) US, and (d) fused images. Reprinted with permission from [160]. (D) Schematic of the dual-modality PA-OCT system. An enlarged image of the distal end of the probe. Reprinted with permission from [161].
DISCUSSION
The combination of PAI and OCT has drawn a large amount of research interest throughout the past decade. This multimodal technology has the potential to provide chromophore selective image contrast in concert with depth-resolved scattering contrast. Despite offering several advantages, there are still a couple of key challenges to overcome.
One of the major limitations of current systems is the significant imaging speed mismatch between OCT and PAI subsystems. Imaging speed is a critical parameter when it comes to real-time functional studies. Additionally, faster imaging speeds will help systems mitigate image artifacts due to involuntary motion. Thanks to technological developments, current OCT systems are able to reach video rate over a large scanning area [162–164]. The same is not true for PAI systems, and as a result, the imaging speed of the dual-modal system is defined by the pulse repetition rate of the PA excitation light source or mechanical scanning speed of the PAI probe head. Widespread implementation of PAI-OCT systems will depend on the development and integration of suitable light sources with high repetition rate, stable short pulse illumination, and high output energy at multiple wavelengths. This development would enable PAI-OCT systems to capture real-time large field-of-view images.
The other major constraint in most PAI systems is that most ultrasound detectors are opaque. Therefore, the physical size of the sensor obstructs the optical path required for OCT acquisition. To overcome this limitation, in some studies the active size of the transducer was reduced, or the transducer was positioned obliquely [131]. However, since the sensitivity of the photoacoustic imaging scales with the active element size of the detector, these methods effect the sensitivity of the photoacoustic images and will degrade image quality [165]. Several studies have investigated optimizing light delivery to improve PA image contrast and signal-to-noise ratio [166–168]. Monte Carlo simulations suggest that the optimal PA illumination depends on the optical properties of the sample [169]. Improvements in light delivery have also be investigated through using optically transparent spacer between the transducer and sample to directly deliver light to the surface underneath the transducer [170–172]. In addition, custom transducers and new materials have been explored to develop different illumination geometries and improve the quality of the PA image [173, 174]. However, these methods require significant modification of the system and cannot be readily integrated into standard clinical scanners [175].
Another important constraint of ultrasound transducers used in most PAI systems rises from their need for physical contact with the sample through a coupling medium. This contact-based detection minimizes the acoustic reflection losses at poorly matched interfaces such as tissue and air. However, it is not suitable for several clinical and preclinical applications such as wound assessment, brain imaging, or ophthalmic imaging [176]. Various approaches have been suggested to overcome this limitation among which optical detection approaches hold the promise to provide high sensitivity over a wide frequency range [177–180]. Optical detection methods also offer the opportunity of developing miniaturized and optically transparent ultrasound detectors [181]. The pure optical PAI-OCT system is more attractive nowadays and offers a better choice for the multimodal imaging. Different studies have been conducted on the performance of pure optical photoacoustic imaging integrated with optical coherence tomography [182, 183]. In [119], authors proposed a resolution-matched reflection-mode PAM-OCT system for in vivo imaging applications. The PAM subsystem is based on a polarization-dependent reflection ultrasonic detection (PRUD), which still requires water as a coupling medium and complicated optical alignment. The akinetic sensor employed in [130] is another example of the pure optical PA detection sensor, which also suffers from the need for acoustic gel as a coupling medium. All-optical PA detection methods have been investigated for noncontact, dual-modal PAI-OCT system as well. These methods include homodyne interferometer [85], heterodyne interferometer [184], and two-wave mixing interferometer [185]. These methods are mainly based on detection of surface vibrations induce by photoacoustic pressure waves. While they bring noncontact PA imaging into the field, detecting surface vibrations using an interferometer requires high phase stability. Thus, to maintain these interferometric PA detection systems at their highest sensitivity, complicated phase stabilization techniques are required. In addition, the success of the methods relies on surface topography and has difficulty while applied to uneven surfaces or in vivo applications where motion is undeniable. Recent advances in noninterferometric photoacoustic remote sensing (PARS) have proved the potential of technique for various imaging applications [186–190]. Martell et al. [191] have reported all-optical, noncontact, dual-modal PARS-OCT and discussed the potential of the system for different in vivo applications.
As a hybrid imaging modality, PAI-OCT imaging combines naturally complimentary advantages of photoacoustic imaging and optical coherence tomography. Despite the aforementioned technical challenges, the possible impact of a PAI-OCT to many biomedical applications explored in this paper warrants significant further investigation. With the continued advancements of new detection methods, along with new light sources, multimodal PAI-OCT imaging has a promising future in biomedical imaging as a powerful tool for diagnostics.
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In Vivo Pulse Wave Measurement Through a Multimode Fiber Diffuse Speckle Analysis System
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Continuous monitoring of in vivo pulsatile blood flow and pulse wave velocity (PWV) is important for clinical applications. These parameters are correlated with physiological parameters, such as blood pressure and elasticity of blood vessels. A multimode fiber diffuse speckle contrast analysis (MMF-DSCA) system was developed for fast measurement of in vivo pulsatile blood flow and pulse wave velocity. With MMF and CCD sensor, the diffuse speckle could be captured and processed with higher temporal resolution of 3 ms. We also induced for the first time an MMF-DSCA for evaluation of PWV, which allows estimation of the blood pressure continuously. To validate its performance, both phantom and in vivo experiments were conducted. The results demonstrate that MMF-DSCA could achieve fast pulsatile blood flow measurement with detailed information of the pulse wave profile and velocity. Taking the advantages of being simple and cost-effective, the flexible system can be easily adapted for continuous monitoring of vital biosigns, such as heart rate, pulse wave, and blood pressure.
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INTRODUCTION
Cardiopulmonary parameters, such as pulse wave velocity (PWV) and heart rate, are crucial for clinical diagnosing and daily healthcare monitoring [1]. PWV is the speed of the pulse wave generated by the heart and transfers along the arterials. It is considerably high (5–15 m/s) and carries information of cardiovascular function and vessel viability [2]. The monitoring and analysis of PWV provide a good vital biomarker to assess the status of cardiovascular system and microcirculation [3–6]. In clinic applications, PWV in the aorta has been estimated by measuring the delay in the foot of the wave between ascending aorta and femoral artery. But the intelligent instruments and skillful operators are needed to obtain reliable results. On the other hand, assessment of PWV is also important for daily healthcare monitoring, especially for infants and elderly [7].
Taking the advantages of noninvasive and real-time measurement, optical approach is an attractive way to measure in vivo blood perfusion, heart rate, and pulse wave. Most of the optical modalities require a coherent light source and follow the working principle of dynamic light scattering [8]. Laser speckle contrast imaging (LSCI) is a powerful tool for wide-field blood flow imaging of superficial tissue [9–11]. But the penetration depth limits its applications in deep tissue blood flow and PWV measurement. Considering the highly scattering properties of biological tissue, diffuse optical methods have been developed for blood flow index (BFI) measurement and obtaining the fast pulsatile blood flow in deep tissue. Among these methods, diffuse correlation spectroscopy (DCS) system [12–14] adopts high-sensitivity single-photon counting and correlator, which increases the hardware cost significantly with multiple channels. However, the fiber-based diffuse speckle contrast analysis (DSCA) system [15, 16] can be extended into multiple channels without significant additional cost and is still able to obtain deep tissue blood perfusion information at satisfied accuracy. Similar to LSCI, DSCA could perform with spatial processing algorithm, which will provide better temporal resolution.
Taking the advantages of flexibility and robustness, fiber-based diffuse optical methods are very popular in clinical applications of deep tissue blood flow measurement. Many systems use multimode (MM) source fiber [7, 17] to obtain the contrast information from the diffuse laser speckles and extract blood flow information. Therefore, it is also possible to use MM detection fiber combined with area array camera for diffuse pattern detection [18]. That makes the measurement rate of deep tissue blood flow the same as the frames per second (fps) of camera. Although sensing of pulsatile blood flow and heart rate has been previously demonstrated, other parameters such as PWV have not been further investigated. The previous works also indicated that PWV is highly related to the blood pressure (BP) and age [19]. Studying the properties and velocity of pulse wave of macro- and microcirculations may lead to an early diagnosis of many disorders [20].
In this paper, we presented a method for fast pulsatile blood flow and pulse wave velocity measurement in deep tissue. With the MM fiber delivering speckles pattern into the CCD sensor, the diffuse speckle contrast could be calculated spatially at each frame. The MMF-DSCA system achieves 300 Hz simultaneous measurement of pulsatile blood flow, which is further used to determine the pulse shapes and temporal delays propagation through the arterial tree. Both phantom validation and in vivo blood flow measurement are demonstrated. Thus, the linear regression model gives a good approximation between the BP and PWV. It is demonstrated that MMF-DSCA is one of the fastest noninvasive methods for deep tissue blood flow and pulse wave measurement. Taking the advantages of being simple and cost-effective, MMF-DSCA system can be easily adapted for clinical applications, such as continuous monitoring of heart rate, pulse wave, and blood pressure.
MATERIALS AND METHODS
Theoretical Background
From theoretical analysis, DCS and LSCI probe different aspects of the field autocorrelation curve, which shows how fast the optical signal loses its self-similarity [21]. The decay rate of this curve is a good indicator of flow speed. From DCS measurements, it is necessary to extract the speed by calculating the electric field temporal autocorrelation function [image: image] [22], as follows:
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where [image: image] is the distance between the source fiber and the detector fiber, [image: image] is the absorption coefficient of the tissue, and [image: image] is the reduced scattering coefficient of the tissue. [image: image] represents the effective reflection coefficient of the medium and the [image: image] is refractive index of tissue relative to air, [image: image] is the wavenumber of light in the medium, [image: image] is wavelength of the incident light, [image: image] is the fraction of dynamic photon scattering events in the medium, and [image: image] is the mean square displacement of the moving scatterers in a delay time of [image: image]. Brown model approximation is used in analysis and research; it defines [image: image], where [image: image] is the effective diffuse coefficient [23].
When a coherent light illuminates the blood perfused tissue, the speckle pattern is decorrelated. The level of blurring is quantified by the speckle contrast value, which could be calculated by the following equation [24]:
[image: image]
where [image: image] refers to the exposure time, [image: image] is the coherence factor determined by the ratio of detector pixel size to speckle size, and [image: image] is the normalized electric field temporal autocorrelation function. In practice, [image: image], where [image: image] and [image: image] are the standard deviation and the mean value of speckle pattern, respectively.
Previous work established the fact that both speckle contrast and intensity autocorrelation carried information about the blood flow. Under certain conditions, the recovery of blood flow using both speckle contrast and field/intensity autocorrelation is equivalent. The contrast has the maximal sensitivity if the exposure time is of the order of the correlation time. And there is a linear correlation [25] between [image: image] and BFI.
When the MMF is used, photons from the source fiber experience multiple scattering. The diffuser photons that reach the detector fiber will carry the information of blood flow in deep tissue. Because the speckle pattern output by an MMF is not ideal, it is necessary to correct the raw speckle pattern. In each measurement, we average 3,000 images and normalize them to the maximum intensity as the background intensity IM (x,y). The raw speckle pattern Io (x,y) will be divided by IM (x,y) to obtain the corrected result I (x,y), which is used for spatial speckle contrast calculation [18].
Pulse Wave Analysis
With MMF-DSCA system, BFI can be calculated spatially from each frame captured by the CCD camera. That makes the sampling rate much faster than DCS systems. The pulsatile changes of BFI are related to the pulse wave, which is an indicator of cardiovascular status. The frequency spectrum of pulse wave provides additional information about the speed transverse to the beam axis, and this initial result merits a more detailed investigation. In this study, the frequency characteristic was analyzed and extracted by the Fourier transform, as
[image: image]
where f represents the frequency of signal, N is the length of signal, and [image: image] is the signal amplitude.
The diastolic time is an important parameter that is highly related to the systolic blood pressure (SBP) and diastolic blood pressure (DBP). To determine the diastolic time, the first-order derivative algorithm was applied to the time-domain pulse waveform to obtain the characteristic points within one cycle. Then, linear regression analysis was performed between the diastolic time and BP.
As the pulse wave propagates through the arterial tree from the heart to the periphery, pulse wave velocity could be estimated by recording the pressure wave transition time (PTT) between two selected areas in the arterial tree. In this study, we choose the forearm and fingertip as the measuring locations. Considering time-varying BFI signal obtained at adjacent locations in forearm (F1) and fingertip (F2), when the pulse wave travels from F1 to F2, the BFI feature keeps constant in the stream, resulting in the time series of F1B(t) and F2B(t) appearing in nearly identical shapes with a time lag of τ. Then, the cross-correlation function is used to determine the time delay between two time-varying dynamic speckle signals, as follows:
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where [image: image] represents the correlation coefficient, k is the time difference of two signals, N is the maximum time difference, and the [image: image], [image: image] are mean value of amplitudes of two signals, respectively. The average PWV can be evaluated with the following equation [26]:
[image: image]
where L is the arterial length between two selected areas.
Experimental Setup
The setup of MMF-DSCA system is shown in Figure 1. A long coherence length (>10 m) laser diode (785 nm, 15 mW, LP785-SAV50, Thorlabs, United States) was used to illuminate the sample. In order to achieve synchronization, a 50:50 1 × 2 fiber coupler was used to split the light into two identical MMFs (d = 200 μm, NA = 0.22). For in vivo measurement, the first fiber was attached to the subject’s forearm, near the brachial artery, while the second fiber was attached to the subject’s fingertip. Two multimode fibers were used as detector fibers with the other ends touching onto the CCD directly. The distance of source-detector fiber can be adjusted in the range of 5–20 mm. To avoid the need to synchronize two cameras, the diffuse speckle pattern of both fibers was collected by a single CCD camera (Basler aca1920–155um, Germany). The magnification was adjusted to make sure the speckle patterns from the two fibers are projected without overlapping and meet the requirement of diffuse speckle sampling.
[image: Figure 1]FIGURE 1 | Structure diagram of the MMF-DSCA system.
For speckle analysis, both the spatial resolution and exposure time are important for the sensitivity and dynamic range of flow measurement. In the MMF-DSCA system, the multimode fibers with core diameter of 200 um were used to collect the diffuse speckle of in vivo tissue, resulting in the spatial resolution of 0.2 mm. The size of a single speckle is about 11 μm, which is twice the size of a single pixel size of 5.6 μm. That satisfies the Nyquist sampling criterion and maximizes the contrast of the imaged speckle pattern. However, each MMF speckle pattern contains more than 1,000 speckles, which provides a sufficient statistical sample to analyze the spatial speckle contrast. The exposure time is also important for the sensitivity and SNR of blood flow measurement. Dunn’s results suggested that any exposure time greater than 2 ms will provide optimal sensitivity to blood flow changes [27]. However, the exposure time should also meet the requirement of monitoring the pulsatile blood flow. Considering temporal resolution for pulse wave monitoring, we set the exposure time to be 3 ms.
In this paper, the diffuse speckle contrast was calculated spatially from each frame, resulting in that the temporal resolution for blood flow measurement is approximately 3.3 ms. The corresponding cross-correlation is calculated with Eq. 7, which has the same temporal resolution of 3.3 ms. According to the distance between two locations and the speed of PWV, the time delay of pulse waves is generally over 30 ms. It is demonstrated that the MMF-DSCA system has a sufficiently high temporal resolution for PWV measurement.
Most of the arteries are in the subcutaneous layer with depth varying from 2 to 10 mm below the surface. According to the theory of diffuse optics, the effective detection depth is around a half of source-detector separation. Since source-detector separation is 15 mm with in vivo measurement, the diffuse speckle signal is mainly from the depth range around 7.5 mm. The penetration depth is also demonstrated with Monte Carlo simulations and phantom experiments. The cloud map of the light intensity with Monte Carlo simulation is shown in Figure 1. The simulation results indicated that the penetration depth of diffuse light collected by the detection fibers is in the range of 5–12 mm. Based on the distribution of photon number and penetration depth, the average penetration depth is further calculated to be 7 mm, which agrees with the theory of diffuse optics. The depth of MMF-DSCA measurement is also validated by the phantom experiments.
Phantom Experiments
To verify the performance of the system in deep tissue flow measurement, a phantom experiment was designed with a hollow plastic tube that was embedded inside a solid scattering phantom body (μa = 0.01 mm−1, μs = 0.4 mm−1). The tube was buried 5 mm underneath the phantom surface. Liquid with the similar scattering coefficient as blood was pumped through the tube by a peristaltic pump. Since the liquid was pumped by pinching the rubber tube through the rotating rollers of the peristaltic pump, a higher flow rate could be achieved by increasing the pinching frequency. During the experiment, the pumping rate was set from 0 to 0.56 ml/s with step size of 0.07 ml/s.
In Vivo Measurements
For in vivo measurements, the subjects were requested to sit on a chair and keep still during the experiments. The experiments were carried out on 10 healthy volunteers (including seven males and three females) aged 24–26. To evaluate the relationship between PWV and BP, the experiments were performed on five individuals during the recovery period after the stair climbing exercise, and the interval of each measurement was 10 min (5 times in total). The blood pressure was also measured by a commercial BP monitor.
RESULTS AND DISCUSSION
Phantom Result
As shown in Figure 2, the phantom results demonstrate the good correlation between the flow rate and [image: image]. Since the system provided a sampling rate at 300 Hz, the flow waveforms at each pumping period could be resolved clearly, as shown in Figure 2A. A good linear relationship between the pumping rate and the averaged BFI can be observed in Figure 2B. Because the MMF-DSCA system provides high temporal resolution, the periodical changes of the flow inside the phantom could be resolved clearly. Therefore, the roller pinching frequency can be calculated from the peak-to-peak time interval of the flow waveform. Figure 2C demonstrates a very good linear relationship between the flow rate and the measured pinching frequency.
[image: Figure 2]FIGURE 2 | Experimental results at different flow rates. (A) Flow rate waveform at different pumping rates (only three velocities), (B) Averaged flow measurement at each flow rate. (C) Frequencies of flow rate waveforms at each flow rate.
In Vivo Result
Pulse Wave Measurement
The in vivo BFI measured with MMF-DSCA system are shown in Figure 3A. The temporal blood flow profile is in good agreement with previous research [28]. The pulse waveform in the forearm has more features within each cycle. Compared with the standard pulse waveform, the two obvious peaks are related to the main wave and the repulse wave. However, the pulse waveform from the wrist has sharper peaks and smoother repulse wave.
[image: Figure 3]FIGURE 3 | Blood flow measurement of a healthy subject’s (A) forearm and wrist; (B) the power spectrum of pulse wave.
To quantify this difference, the time-domain pulse wave signals were Fourier transformed as shown in Figure 3B. The power spectra of the pulse waves demonstrate that the energy in higher frequency of pulse wave on forearm is greater than wrist, which is consistent with temporal profile. Meanwhile, the energy of both pulse waves is concentrated in the range of 0.5–10 Hz. The peaks in 1.4, 2.8, and 4.2 Hz are related to the heartbeat rate and its higher harmonic frequencies. It can be concluded that the frequency spectrum distribution of pulse waves in different parts of the human body is relatively consistent.
Compared with forearm, the radial artery at the wrist is shallower and far from heart. That makes its ascending branch steeper. As shown in Figure 3, the position and amplitude of the repulse wave descend, and the sharp corners of the waveform are smoother. The time-domain and frequency-domain characteristics of the pulse waves measured with our system also agree with the pulse theory [29].
Correlation Between Blood Pressure and Pulse Wave
In order to analyze the features of the pulse wave in more detail, the individual waveforms of one heart beat were averaged during a period of five adjacent pulse cycles. After baseline correction and noise reduction, the division of temporal pulse wave characteristics is shown as Figure 4A. With systolic peak, dicrotic notch, and diastolic runoff, the well-known characteristics for arterial pulsation behavior could be observed clearly. The waveform of the directed movement shows three peaks located at 0.93 ms, 1.08 ms, and 1.15 ms and relative heights of 87.25, 83.30, and 84.31, respectively. Among them, the first peak (P1) represents maximum vascular pressure and there is a shoulder compared to a second peak (P2) and is followed by a shallower third peak (P3). The diastolic time could be calculated with first-order differential algorithm and selected to validate the correlation between the temporal characteristic and BP.
[image: Figure 4]FIGURE 4 | (A) Recognition of characteristic points of pulse wave and division of time periods. (B) Correlation of the diastolic time and blood pressure.
The linear relationship between the diastolic time and BP (SBP and DBP) is shown in Figure 4B. Because the diastolic period occupies most of the time in a cardiac cycle, the amount of blood transported by the large artery to the periphery may decrease with the reduction of diastolic time. As a result, the vascular part is filled with blood and induces a much higher pressure. These results were measured during the resting period on seven volunteers. Diastolic times (t) and BP measured with different volunteers all passed the t test with significant p < 0.05. The result demonstrates that the diastolic time could be preliminarily used for BP prediction.
To test the reliability and consistency of this approach, the in vivo experiments were conducted with seven healthy subjects. Every subject was tested more than 10 times. The statistical parameters, such as the average value and standard deviation, were calculated with each subject’s results. As shown in Figure 4, the diastolic time varied in the range of 5% with stable PWV measurement.
Correlation Between Blood Pressure and Pulse Wave Velocity
To obtain the PWV, the pulse waves of forearm and fingertip were measured simultaneously. As shown in Figure 5, in addition to the different pulse shape, the pulse wave of fingertip is slightly delayed to forearm. The time delay between two locations is caused by the pressure wave propagation along the artery tree. At the cardiac frequency, the mean delay time is about 33.34 ms. Accordingly, the length of the arterial tree pass between the measured spots was about 34.50 cm. Based on Eq. 9, the PWV is about 10.36 m/s. Given the PWV determined in the human vascular system, as well as the theory of pulse propagation, our results seem realistic.
[image: Figure 5]FIGURE 5 | (A) Simultaneous recording of pulse wave from the forearm and the fingertip and (B) PTT between them.
To determine the relationship between BP and PWV, the experiments were performed on five subjects. During exercise, the cardiac output and blood velocities are both increasing. That may cause additional flow resistance and consequent raise of blood pressure. The experimental results were approximated and validated by linear regression and presented in Figure 6. The coefficient of determination values between the SBP and PWV is in the range of 0.88–0.95. Thus, the linear regression model gives a good approximation between BP and PWV. However, SBP is highly related to the blood vessel elasticity, because it is caused by the heart's active and instantaneous pumping of blood. A rise in SBP causes temporary stiffening of the vessels, which results in a higher PWV. Meanwhile, DBP, which is related to the diastolic time and vascular recovery period, is not sensitive to changes in blood vessel elasticity. As a result, linear approximation of the relation between DBP and PWV shows lower level of correlation.
[image: Figure 6]FIGURE 6 | Correlation between blood pressure and PWV in five subjects: (A) SBP vs. PWV; (B) DBP vs. PWV.
These results demonstrated that MMF-DSCA system achieved fast pulsatile blood flow measurement and extraction of the PWV and BP. However, this system and method also have some disadvantages. The fiber probe needs to be fixed on the location, and the measurement may be influenced by the motion artifacts. In clinical applications, the artifacts can be eliminated with improvements of fiber probe design and signal process. The fiber probe should be carefully designed and combined with special cuffs to fix the probe more stably on the arm and fingertip. Because the motion artifacts are generally embodied as DC or low-frequency signals, high-pass filtering can be used to eliminate the artifacts. Therefore, modern signal process methods, such as wavelet and empirical transverse decomposition filtering method, should also be used for further processing. Furthermore, with multiwavelength light sources, this system could be extended to measure oxygen saturation.
CONCLUSION
We present an MMF-DSCA system for measuring instantaneous blood flow and pulse wave velocity in deep tissue. With a CCD sensor, the diffuse speckle could be captured and processed at each frame. This approach enabled the observation of PWV in deep tissue with a temporal resolution of 3 ms. Optical synchronization of the speckle patterns measured in different body parts was achieved by using 2 MM fibers and a single CCD camera. The simultaneous measurement of pulsatile blood flow in different parts could be further analyzed to obtain the pulse wave characteristics. In this work, we also induced for the first time MMF-DSCA system for evaluation of PWV, which allows estimation of the systolic blood pressure. Taking advantages of being simple and cost-effective, the flexible system will be further developed for continuous monitoring of vital biosigns, such as heart rate and blood pressure, as part of individual healthcare.
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Molecular Response of Skin to Micromachining by Femtosecond Laser
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Pulsed lasers at the near infrared (NIR) range have been widely used in dermatology. Ultrashort pulsed picosecond lasers are found with the specific ability of very effective activation of skin repair and remodeling along with significant photodamage. Femtosecond lasers, with a shorter pulse width, may be a promising alternative to current NIR lasers in clinic. In this study, we performed optical micromachining by a femtosecond laser at 1,030 nm to skin of live mice in two modes of scanning of focused laser and direct irradiation by unfocused laser. The acute and one-day delayed immune molecular responses of the skin to the micromachining are studied by immunofluorescence microscopy of the skin sections. Our data shows the focused laser can activate remodeling of skin without any significant immune responses. In contrast, the direct irradiation by the unfocused laser activate significant immune responses in the deep dermis with high regulation of interleukin. Those results suggest focused femtosecond laser is of good promising potential in activation of skin remodeling and repairing with little immune or physical damage.
Keywords: femtosecond laser, micromachining, skin, immune response, clinic application
INTRODUCTION
Lasers have been widely used in clinical dermatology for diagnostics and therapy. In the treatment of immune and pigmented diseases of skin, micro-plastic surgery, and photo-rejuvenation, different types of lasers are selected for different therapy purposes [1–8]. The continuous-wave lasers at different wavelengths (usually at the visible range) that can be directly absorbed by the pigments and biomolecules in skin can disrupt the abnormal pigments and activate immune processes for inflammation treatment. The pulsed lasers, especially the Q-switched nanosecond lasers at the near infrared (NIR) range, can generate significant thermal effect in dermis for wound healing, regenerative medicine and photo-rejuvenation. Recently, ultrashort picosecond pulsed lasers are found with significant improvement on tattoo removal treatment of discrete pigmented lesions, rejuvenation, melasma treatment and scar revision in clinic [9–17].
Generally, the pulse width of practical picosecond lasers varies from 300 to 900 ps in clinical dermatology. Compared with the traditional nanosecond pulsed and continuous-wave lasers, the short pulse width of picosecond laser brings a series of advantages [18–20]. Specifically, the thermal deposition decreased significantly. . Briefly, focused picosecond laser pulses contribute high peak power density (over 1013 W/cm2) within the focus of laser beam to produce optical breakdown via multiphoton absorption. This process generates microscopic cavitation bubbles in tissue. The bubbles expand, further generate strong mechanical shockwaves, and finally result in tissue disruption. Notably, residual thermal damage around the micro damage areas is involved in this process. The intense photomechanical effect provides efficient removal of target pigment molecules and promotes skin rejuvenation by direct damage to collagen [9, 21]. Nevertheless, the laser pulses at 100 ps level still lead large thermal diffusion to induce off-target area mechanical damage and non-negligible thermal damage and subsequent edema, inflammation, and other complex immune processes. Currently, the clinical picosecond laser therapy has been found with postoperative complications including erythema, post-inflammatory, hyperpigmentation and blister [9, 22, 23]. Therefore, it is promising to explore lasers with even shorter pulse width in skin micromachining.
In last decades, femtosecond laser has been applied in clinical diagnosis and treatment as a new generation laser technology. Compared to picosecond lasers, femtosecond lasers have much shorter pulse duration (tens to hundreds femtosecond) and thus totally different mechanism of acting with tissue [24, 25]. Optical ablation by femtosecond laser is easily restricted in the focused area with little thermal effect, also enabling the refractive surgery by femtosecond laser [23]. However, femtosecond laser is rarely applied in dermatology. In this study, we visualize the key immune molecular dynamics of skin to micromachining by femtosecond laser. Our data present the activation of skin immune processes and tissue remodeling, and further the molecular mechanism of skin after the laser micromachining.
MATERIALS AND METHODS
Femtosecond-Laser Micromachining
A femtosecond laser at 1,030 nm (pulse width: 200 fs, repetition rate: 1 MHz) was coupled into a microscope system to perform micromachining on live mice (Figure 1A). The laser beam was expanded to match the back aperture of the objective (×20, N.A. = 0.65) and then focused by it onto the mouse skin at around 50–100 μm deep. The laser focus was around 1 μm in diameter. The micromachining was accomplished by the scanning of the galvo-mirror that could be predefined by any region on the skin of mice. In this study, a rectangular area of 5 mm × 0.64 mm at the mouse back was scanned line by line by the laser. Each line was 0.64 mm, defined by 640 points. Each point was exposed to the laser for 200 µs. The area was finally scanned by 5,000 lines as a trial. The laser power was used at 0.2 W–1 W at the skin surface. After experiments, the mice were sacrificed and the skin tissue were dissected for analysis.
[image: Figure 1]FIGURE 1 | Skin responses to micromachining by femtosecond laser. (A) The scheme of micromachining by femtosecond laser on skin of mouse. The scanning of femtosecond laser was controlled by a pair of galvo-mirror. The molecular responses to femtosecond laser micromachining of the skin tissue at 0.8 W (B) and control (C). Arrows: the immunofluorescence of the molecules. Bar: 100 μm. (D) Statistic results of the fluorescence intensity in the experimental and control groups (n = 24 samples from six independent trails). (E) The skin thickness with positive MMP3 and MMP9 signals (n = 24 samples from six independent trails). *p < 0.05. **p < 0.01. ***p < 0.001. ****p < 0.0001, by students’ t-test.
Animal Preparation and Histological Section of Skin
For in vivo experiments, 6- to 9-weeks-old Kunming mice were anesthetized with 4% chloral hydrate. Before experiments, the hair was removed by hair removal cream (Veet Hair Removal Cream, Reckitt Benckiser Ltd.). After the surgical level of anesthesia was reached, the skin was treated by the femtosecond laser. After that, the skin tissues were removed and fixed in 4% paraformaldehyde. All experimental procedures regarding the care and use of SD rat pups were reviewed and approved by the Animal Ethics Committee of Shanghai ninth People’s Hospital and the School of Biomedical Engineering, Shanghai Jiao Tong University. All efforts were made to minimize possible pain and discomfort of the animals during the experimental procedures.
Immunofluorescence Labeling and Microscopy
Paraffin-embedded skin biopsies were cut into 5 µm sections and placed on glass slides. Slides were placed in a 60°C oven overnight, deparaffinized with xylene, then rehydrated with serial ethanol dilutions. The tissue section was placed in a repair box filled with EDTA antigen retrieval buffer (PH 8.0) in a microwave oven for antigen retrieval and were blocked using 10% rabbit serum. Sections were incubated with primary antibodies overnight at 4°C. Sections were double-stained for immunofluorescence of TNF-α (rabbit polyclonal anti-TNF-α, 1:200, Affinity Biosciences, AF7014) and IL-17 (mouse monoclonal anti-IL-17, 1:200, Santa Cruz, sc-374218), MMP3 (mouse monoclonal anti-MMP3,1:200, Proteintech, 66338-1-lg) and MMP9 (rabbit polyclonal anti-MMP9, 1:200, Proteintech, 10375-2-AP), and IL-6 (rat monoclonal anti-IL6R, 1:100, Abcam, ab83053) and TGF-β (rabbit polyclonal anti- TGF-β, 1:200, Proteintech, 21898-1-AP). Then the sections were washed with PBS for 5 min and incubated with diluted secondary antibody for 1.5 h at room temperature. Goat anti-Rat IgG secondary antibody conjugated with FITC (1:200, Servicebio), Goat anti-Mouse IgG secondary antibody conjugated with Alexa Fluor ® 488 (1:400, Servicebio) and Goat anti-rabbit IgG secondary antibody conjugated with Cy3 (1:300, Servicebio) were used for microscopy. Sections were simultaneously counterstained with DAPI before fluorescent microscopy.
Images were acquired by a confocal microscopy system (Olympus FV3000). The power of three excitation lasers at 405 nm, 473 nm, and 543 nm was set at the level of 0.1 mW, which could excite fluorophores effectively with moderate photobleaching. The image size was set as 512 × 512 pixels and time interval for each pixel was 2 µs.
RESULTS
Acute Molecular Responses to Femtosecond Laser Micromachining
We investigated the responses of immune molecules in skin tissue to femtosecond laser micromachining at different powers. To eliminate the thermal accumulation between laser pulses, the pulse repetition rate was set at only 1 MHz. During the micromachining, the transient thermal effect of each femtosecond pulse can decay before the subsequent following pulse. In this regard, the average total thermal effect of the laser was little. At first, the skin tissue scanned by the focused femtosecond laser at 0.8 W line by line was dissected. The immunofluorescence microscopy of IL-17, TNF-α, IL-6, and TGF-β in the histosections of the tissue were performed respectively. Immediately it could be found TNF-α was significantly assembled in the epidermis (Figure 1B) compared with the control (Figure 1C). The immune molecules might come from the keratinocytes in epidermis that suffered the laser stimulation. No signals from IL-17, IL-6, or TGF-β that are usually involved in T cells could be found, indicating the acute response of the skin activated by the focused laser was only unspecific innate immune responses at epidermis (Figure 1D).
Specifically, we examined the matrix metalloproteinase 3 (MMP3) and 9 (MMP9) that are involved in tissue remodeling, wound healing, and breakdown of extracellular matrix proteins including collagen and elastin. As shown in Figures 1B,D, the MMP3 and MMP9 were both significantly upregulated in both epidermis and dermis, indicating the remodeling initiation of the laser-treated skin. The thickness of the skin with those molecular distribution was quantified in Figure 1E. Notably, MMP3 could be found highly in epidermis. In those processes, no physical or physiological damage could be found in the histosections. Still, the focused femtosecond laser could activate the collagen or elastin repair. This result suggests the upregulation of MMP family does not require physical injury by optical micromachining to collagen or elastin. The low level of TGF-β under this condition was consistent with this suspicion.
We then measured the molecular responses to the laser stimulation at different powers. As shown in Figures 2A,B, the TNF-α in epidermis increased moderately at 0.4 W but no signals could be found at 0.2 W. Compared with the control (Figure 1C), no significant differences could be found in IL-6, IL-17, or TGF-β (Figure 2D). The TNF-α level treated at 0.4 W was still significantly higher (Figure 2E). Consistently, the upregulation of MMP3 and MMP9 was also significantly higher at 0.4 W but no signals at 0.2 W (Figure 2E). The thickness of the skin stained with MMP9 and MMP3 signals was also consistent with the result of immunofluorescence (Figure 2F). Therefore, the immune process initiation requires a laser power threshold. At lower laser powers, cells deep in dermis could not be activated for MMP3 and MMP9 expression.
[image: Figure 2]FIGURE 2 | Molecular responses of skin to femtosecond-laser micromachining at 0.4 W (A) and 0.2 W (B) respectively. (C) negative control. (D) Statistic results of the fluorescence intensity of IL-17, IL-6, and TGF-β in the experimental and control groups (n = 24 samples from six independent trails). Statistic results of the fluorescence intensity (E) and skin thickness (F) of TNF-α, MMP3, and MMP9 in the experimental and control groups respectively (n = 24 samples from six independent trails). Bar: 100 μm. *p < 0.05. **p < 0.01. ***p < 0.001. ****p < 0.0001, by students’ t-test.
Long-Term Molecular Dynamics to Femtosecond Laser Micromachining
We investigated the long-term molecular responses of skin, in which the mice recovered 1 day after the laser micromachining at 0.8 W. The skin was then dissected for immunofluorescence microscopy, as shown in Figure 3A. The TNF-α level decreased significantly compared with the acute responses, indicating an anti-inflammatory and repair process of skin tissue. But it was still significantly higher than it of control (Figures 3B,C). No signals from IL-17, IL-6, or TGF-β were found either (Figures 3A,C). Therefore, the tissue damage was strictly confined in the laser scanning volume and only innate immune responses were activated. The expression level of MMP3 and MMP9 were still significantly high (Figure 3C). The thickness of the skin with positive MMP3 and MMP9 was consistently higher (Figure 3D). During the repair, the irradiated epidermis initiated cornification to detach from the skin, together with MMP3. Hence, taken the acute MMP expression together, MMP3 might be involved in the remodeling of both dermis, epidermis, and specifically, keratoderma. In general, the focused femtosecond laser could effectively activate the remodeling of collagen/elastin without complex immune responses of skin.
[image: Figure 3]FIGURE 3 | The molecular responses to the laser micromachining after one-day recovery. The immunofluorescence of the skin treated at 0.8 W after one-day recovery (A) and the control (B) respectively. (C) The statistics of the fluorescence intensity of each molecule with immune-staining. (D) The skin thickness with MMP3 and MMP9 positive. n = 12 samples from four independent trails. Bar: 100 μm. *p < 0.05. **p < 0.01. ***p < 0.001. ****p < 0.0001, by students’ t-test.
Molecular Responses to Defocused Laser Irradiation
As a comparison, the mice were irradiated by the femtosecond laser at 1 W directly without any focusing for 15 s. The laser spot was around 2 mm in diameter. In this case, the laser could propagate into skin in a deeper distance while the photon density was lower (106 fold lower). As shown in Figure 4A, no obvious physical damage could be found in those skin tissues. The immunofluorescence of TGF-β, IL-17, and IL-6 were all significantly higher (Figure 4B). The TGF-β generally distributed in the epidermis, suggesting the physical damage to skin. IL-6 was upregulated through the whole skin tissue and the muscle, fat under it. But the signals from TNF-α, MMP3, and MMP9 all decreased significantly (Figure 4C), indicating the tissue remodeling might not be initiated. The collagen and elastin repair was not activated either.
[image: Figure 4]FIGURE 4 | The molecular responses of skin to the unfocused laser irradiation at 1 W. (A) The immunofluorescence images and (B,C) the statistical analysis of the laser-treated samples and control respectively. n = 6 samples from three independent trails. Bar: 100 μm. *p < 0.05. **p < 0.01. ***p < 0.001. ****p < 0.0001, by students' t-test.
To compare with the clinic treatment, a widely-used picosecond laser in clinic (PicoSure, Cynosure) at 755 nm was used to treat skin of mouse. The laser spot was 2.5 mm in diameter and pulse width 750 ps. The micromachining was performed at 0.8 W (4.07 J/cm2) for 6 s. As presented in Figures 5A,B, the signals from TNF-α, TGF-β, IL-17, and IL-6 were all significantly higher. Unfortunately, the MMP3 and MMP9 did not show any increase (Figure 5C). Hence the skin suffered mostly damage with little remodeling or repairing.
[image: Figure 5]FIGURE 5 | The molecular responses of skin to the clinical picosecond laser at 755 nm, irradiation at 0.8 W for 6 s. (A) The immunofluorescence images and (B,C) the statistical analysis of the samples with and without laser treatment respectively. n = 6 samples from three independent trails. Bar: 100 μm. *p < 0.05. **p < 0.01. ***p < 0.001. ****p < 0.0001, by students' t-test.
CONCLUSION
In this study, we for the first time report the molecular responses of skin tissue from live mice to the femtosecond laser micromachining. According to our data, the focused femtosecond laser can activate the remodeling of skin tissue effectively by the immediately upregulation of MMP3 and MMP9. The low level of IL-6, IL-17, and TGF-β in the skin tissue after laser micromachining suggest no significant immune response or the involvement of T cells participate in this process. The upregulation of TNF-α indicates only innate immune response is activated accompanying with the repair of collagen/elastin initiate in the dermis. In contrast, the unfocused femtosecond laser can activate significant immune responses in deep dermis, indicated by the high-level IL-6, IL-17, and TGF-β. But no collagen repair or skin remodeling could be found in this case. The clinical picosecond laser showed similar results but less damage effect. Those results suggest the focused femtosecond-laser stimulation can activate repair and remodeling of skin tissue without any damage (including physical damage and immune damage) or inflammation. Therefore, focused femtosecond laser micromachining is of promising potential in skin repair and photorejuvenation.
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Immune checkpoint inhibitors (ICIs) are designed to reinvigorate antitumor immune responses by interrupting inhibitory signaling pathways and promote the immune-mediated elimination of malignant cells. Although ICI therapy has transformed the landscape of cancer treatment, only a subset of patients achieve a complete response. Focused ultrasound (FUS) is a noninvasive, nonionizing, deep penetrating focal therapy that has great potential to improve the efficacy of ICIs in solid tumors. Five FUS modalities have been incorporated with ICIs to explore their antitumor effects in preclinical studies, namely, high-intensity focused ultrasound (HIFU) thermal ablation, HIFU hyperthermia, HIFU mechanical ablation, ultrasound-targeted microbubble destruction (UTMD), and sonodynamic therapy (SDT). The enhancement of the antitumor immune responses by these FUS modalities demonstrates the great promise of FUS as a transformative cancer treatment modality to improve ICI therapy. Here, this review summarizes these emerging applications of FUS modalities in combination with ICIs. It discusses each FUS modality, the experimental protocol for each combination strategy, the induced immune effects, and therapeutic outcomes.
Keywords: focused ultrasound, immune checkpoint inhibitor, antitumor immune response, combination therapy, high-intensity focused ultrasound, low-intensity focused ultrasound
INTRODUCTION
Immune checkpoint inhibitor (ICI) therapy has revolutionized the paradigm of cancer immunotherapy. Under normal physiological conditions, immune checkpoints are crucial to maintaining immune tolerance. However, in the tumor environment, tumor cells hijack these inhibitory mechanisms to avoid antitumor immune responses. ICIs are monoclonal antibodies that disrupt the engagement of immune checkpoints, which enables tumor-reactive T cells to overcome inhibitory mechanisms and mount effective antitumor immune responses [1]. The United States Food and Drug Administration (FDA) has approved ICIs that target cytotoxic T lymphocyte-associated protein-4 (CTLA-4), programmed cell death-1 (PD-1), and programmed cell death-ligand 1 (PD-L1) for the treatment of a wide variety of cancers [2]. Despite the clinical success of ICIs, advancing clinical applications of ICIs face challenges related to both efficacy and safety. Most cancer patients are unable to derive durable remission, while >50% of cancer patients develop immune adverse events after they receive ICIs [3]. The combination of multiple ICIs with other cancer therapies has improved cancer treatment by enhancing direct tumor killing and indirect antitumor immunity [4].
The past two decades have witnessed exciting breakthroughs in the clinical translations of focused ultrasound (FUS) modalities for cancer treatment [5]. FUS concentrates extracorporeally generated ultrasound energy through the body to a tight focus with an exceptional spatial resolution (on the millimeter scale) and deep penetration depth. The focal point can be mechanically and electronically steered in three-dimensional space to form a sonication volume that conforms to the shape of the target. FUS therapy is often performed under the guidance of magnetic resonance imaging or ultrasound imaging [6]. As a promising therapeutic technology, FUS has the unique combined advantages of being noninvasive, nonionizing, nonpharmaceutical, spatially targeted, and deeply penetrating the body. Since 2017, five FUS modalities, including high-intensity focused ultrasound (HIFU) thermal ablation [7–11], HIFU hyperthermia [12], HIFU mechanical ablation [13–17], ultrasound-targeted microbubble destruction (UTMD) [18–20], and sonodynamic therapy (SDT) [21, 22], have been investigated in combination with ICIs for treating solid tumors in mouse models. The enhancement of antitumor immune responses by these FUS modalities demonstrated the great promise of FUS as a transformative cancer treatment modality to improve ICI therapy.
In this review, we provide a brief introduction of ICI therapy basics and discuss the challenges facing ICI therapy. We then introduce each FUS-enhanced ICI therapy and summarize the therapeutic outcomes achieved by the combination therapy. Finally, we discuss the limitations of existing studies and provide future perspectives.
Immune Checkpoint Inhibitor Therapy Basics and Challenges
ICIs bind to immune checkpoints, including CTLA-4, PD-1, and PD-L1, and “release the brakes” on T cells, resulting in anticancer immune responses. CTLA-4 inhibits T-cell activation by attenuating T-cell receptor signaling through competing with the costimulatory molecule CD28 for binding to B7 ligands on antigen-presenting cells (APCs) [23]. PD-1 regulates T-cell activation through interaction with its ligand PD-L1. The engagement of PD-1 and PD-L1 results in a negative costimulatory signal and leads to T-cell apoptosis, anergy, and exhaustion [24]. Efficient ICI therapy requires reactivation and clonal expansion of antigen-experienced T cells present in the tumor microenvironment (TME) [25]. Initially, naive tumor-specific CD8 T cells are primed by antigen presentation by APCs (often referred to as immune priming) and activated in the presence of costimulatory pathways and cytokines. Tumor-specific CD8 T cells subsequently differentiate into effector T cells, undergo clonal expansion, traffic to the TME, and ultimately kill tumor cells. A subset of effector T cells can differentiate into memory T cells under the guidance of CD4 T cells and dendritic cells (DCs) to develop long-term immunologic memory against the tumor.
The introduction of ICI therapy in the clinic has been considered to be a paramount achievement in cancer treatment in the last decade [26]. Since 2011, the FDA has approved ICIs targeting PD-1 (pembrolizumab, nivolumab, and cemiplimab), PD-L1 (atezolizumab, durvalumab, and avelumab), and CTLA-4 (ipilimumab). They have produced remarkable results regarding tumor control in many malignancies, such as melanoma, metastatic non-small-cell lung cancer (NSCLC), head and neck squamous cancers, urothelial carcinoma, gastric adenocarcinoma, mismatch-repair-deficient solid tumors, and classic Hodgkin lymphoma. Many clinical studies with ICIs are currently underway to test their efficacy in various other diseases.
Despite the clinical success of ICIs, ICI therapy faces challenges related to both efficacy and safety. With regard to ICI efficacy, the majority of patients do not benefit from the treatment, and some responders relapse after a period of response. Ongoing studies indicate that both tumor cell-intrinsic and tumor cell-extrinsic factors contribute to the resistance mechanisms [27]. Tumor cell-intrinsic factors include lack of tumor-associated antigens (TAAs), ineffective antigen presentation, activation of oncogenic pathways, and insufficient interferon-γ (IFN-γ) signaling. Tumor cell-extrinsic factors are within the TME and include exhausted CD8 T cells, regulatory T cells (Tregs), myeloid-derived suppressor cells (MDSCs), and other immunosuppressive cells and factors. With regard to safety, a significant number of patients on ICIs develop immune-related adverse events affecting almost every organ. Immune-related adverse events occur when ICIs result in an immune-based attack on normal tissue. These events, such as dermatitis, thyroiditis, pneumonitis, colitis, hepatitis, and nephritis, are unpredictable, heterogeneous, and in some instances life-threatening. Management of these adverse events remains a challenge [28]. These challenges call for concepts to maximize the clinical benefits of ICIs in combination with other therapies. An abundance of clinical trials are currently underway in evaluating the combination of ICIs with other immunotherapies, chemotherapy, radiotherapy, or targeted therapies. Strategies that can improve antigen presentation and immune recognition, reinforce the activity and infiltration of CD8 T cells, and reduce immunosuppression can potentially be combined with ICIs to improve the efficacy of ICI therapy [27]. Meanwhile, novel drug delivery strategies that enable the targeted delivery of ICIs within the TME have the potential to reduce the toxicities associated with ICIs [29, 30].
FUS is a promising platform technology to be combined with ICIs to improve its efficacy and safety. Various FUS therapeutic modalities have been developed, and some of them have been used in the clinic for the treatment of various diseases (Table 1). Among them, HIFU thermal ablation has been approved by the FDA for the treatment of prostate cancer, uterine fibroids, bone metastasis, and essential tremor and has been used worldwide for the treatment of various diseases. Although other FUS modalities, including HIFU hyperthermia, HIFU mechanical ablation, UTMD, and SDT, have not been approved for clinical use, clinical studies are currently ongoing, with multiple studies already reported. Advances in the clinical applications of these FUS techniques have encouraged new studies to combine FUS with ICIs, as summarized in Table 2. The effectiveness of FUS-enhanced ICI therapy is often demonstrated by increased tumor infiltrated CD8 T cells, decreased tumor volume, and prolonged survival. The systemic immune response of ICI therapy can also be demonstrated by the presence of the abscopal effect, which occurs when the treatment not only shrinks the targeted tumor but also leads to shrinkage of untreated tumors elsewhere in the body. In the following, each FUS-enhanced ICI therapy is introduced.
TABLE 1 | Overview of different FUS modalities.
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HIFU thermal ablation induces thermal coagulation by rapidly (in a few seconds) heating tissue at the focus to >60°C, often with high-intensity continuous ultrasound waves. Only tissue within the focal region is selectively ablated, while tissue in the ultrasound beam path is spared from ablation [31]. Compared with other local ablative therapies, such as ablative radiotherapy, radiofrequency ablation, and cryotherapy, HIFU thermal ablation is the only noninvasive and nonionizing ablation technique, allowing the procedure to be performed and repeated without the need for surgical implantation of applicators and concerns about radiation-induced toxicities. HIFU thermal ablation causes very few side effects to normal surrounding tissues, and patient comfort and safety are maximized [32]. HIFU thermal ablation has been widely applied for the treatment of a variety of solid tumors, as well as many other benign diseases in the clinic [32]. HIFU thermal ablation has been reported to increase the release of damage-associated molecular patterns (DAMPs) and TAAs, promote DC maturation, increase tumor-infiltrating lymphocytes, and change circulating immunosuppressive cytokine levels [33], suggesting the potential to improve ICI efficacy for tumors that do not respond well to ICIs.
The first study on therapeutic ultrasound-enhanced ICI therapy was reported in 2017 by Silvestrini et al. [7]. They explored whether HIFU thermal ablation could be effectively incorporated with ICIs to boost antitumor immune responses in murine breast cancer models. Breast cancer is often resistant to most chemotherapies and molecular targeted therapies, including ICI therapies [7]. Half of the reported FUS-enhanced ICI studies summarized in Table 2 used murine breast cancer models. In Silvestrini’s study, systemic anti-PD-1 antibody (αPD-1) and local adjuvant, CpG, were administered prior to HIFU thermal ablation for immunotherapy priming. Only with initial immunotherapy priming, coincident HIFU thermal ablation and immunotherapy suppressed tumor growth in both treated and contralateral nontreated tumors and increased the survival rate [7]. The potential mechanisms for the enhanced antitumor response from this multistep protocol were proposed as follows [8]: immunotherapy priming expanded the number of tumor-infiltrating CD8+ T cells and macrophages. The subsequent HIFU thermal ablation released tumor antigens, inflammatory chemokines and cytokines, increased interferon stimulating genes, and altered the local macrophage phenotype. These effects led to cross-presentation and cross-priming mediated by macrophages and DCs, resulting in an effective abscopal response.
The combination of HIFU thermal ablation with ICIs has also been explored to treat colorectal tumors since some of them are not suitable for ICIs [34]. Without immunotherapy priming, the combination of HIFU thermal ablation with ICIs and local adjuvants was able to produce therapeutic benefits in colorectal tumor-bearing mice [9]. HIFU thermal ablation was followed by direct injection of nanoadjuvants into the ablated site and intravenous injection of anti-CTLA-4 antibody (αCTLA-4). The nanoadjuvants were formed by loading poly (lactic-co-glycolic) acid nanoparticles with either a TLR7 agonist (imiquimod, R837) or TLR4 agonist (monophosphoryl lipid A, MPLA). This combination strategy increased the intratumoral CD8 T cell/Treg ratio, reduced MDSCs within tumors, achieved complete distant tumor eradication, prolonged mouse survival, and prevented tumor recurrence, indicating the generation of sustained immune memory against colorectal tumors. In contrast, none of the mice given HIFU thermal ablation plus either nanoadjuvants or αCLTA-4 survived [9], which suggests that additional agents (e.g., adjuvants, chemotherapeutics) may be required for the success of HIFU thermal ablation and ICI combination treatment. Another study reported that initiating αPD-1 treatment prior to versus shortly after HIFU thermal ablation with chemotherapy did not bear a marked difference in primary tumor growth in a murine breast cancer model [10].
These studies suggest that the optimal protocol for HIFU thermal ablation-enhanced ICI therapy may depend on the tumor model, the type of adjuvants used, with or without immunotherapy priming, and the HIFU ablation protocol. HIFU thermal ablation as a combination therapy with ICIs has the potential limitation that excessive heat generation by HIFU thermal ablation may induce protein denaturation and inactivate antigen presentation [13]. Meanwhile, HIFU thermal ablation was also reported to increase tumor infiltrated MDSCs and Tregs at both directly treated and distant tumors, leading to inhibition of antitumor immunotherapy [11]. These negative effects highlight the complexity of combining HIFU thermal ablation with ICI therapy.
High-Intensity Focused Ultrasound Hyperthermia-Enhanced Immune Checkpoint Inhibitor Therapy
HIFU hyperthermia raises tissue temperature within the focal region to 40–45°C for up to 60 min. It is different from thermal ablation in that hyperthermia is not intended to produce substantial cell death directly. Instead, HIFU hyperthermia is often combined with chemotherapy and radiation therapy or used for local drug release in combination with temperature-sensitive nanoparticles [35]. HIFU hyperthermia can directly promote antigen cross-presentation and tumor-reactive T cell formation and expansion [36].
Kheirolomoom et al. investigated the combination of HIFU hyperthermia with chemotherapy, CpG, and αPD-1 [12]. HIFU hyperthermia was utilized to control the release of temperature-sensitive liposomes loaded with a chemotherapy drug, doxorubicin (Dox). The liposome carrier was designed to minimize the severe cardiac toxicity of Dox and enhance its delivery efficiency to tumors. Dox released at HIFU hyperthermia-treated tumors enhanced the presentation of tumor-specific antigens at distant tumor sites. Similar to HIFU thermal ablation [7], only with immunotherapy priming by CpG and αPD-1, the combined HIFU hyperthermia, Dox-loaded liposomes, and αPD-1 treatment increased tumor infiltrated CD8 T cells and achieved complete tumor destruction in both treated and distant tumors as well as prolonged tumor-free survival. However, repeated Dox delivery by HIFU hyperthermia either with or without immunotherapy priming reduced the complete response rate, which was considered to be caused by rapid tumor cell death resulting from repeated Dox release that weakened the impact of local antigen and cytokine release. These findings highlighted the importance of the dosing of HIFU hyperthermia-mediated chemotherapy and the timing of immunotherapy to augment ICI efficacy for cancer treatment.
These reported studies [7, 9, 10, 12] suggest that neither HIFU thermal ablation nor HIFU hyperthermia alone is sufficient to enhance ICI efficacy in murine tumor models. Both FUS modalities were found to enhance the release of TAAs and recruitment of CD8 T cells, but in the absence of additional stimuli (e.g., adjuvants, chemotherapeutics), the recruited CD8 T cells might not have sufficient antigen cross-presentation and cross-priming mediated by DCs and macrophages [8, 11]. Future studies are needed to investigate the optimal combination therapy by HIFU thermal ablation or hyperthermia with ICIs and adjuvants/chemotherapeutics to achieve systemic, long-term effects for cancer treatment.
High-Intensity Focused Ultrasound Mechanical Ablation-Enhanced Immune Checkpoint Inhibitor Therapy
HIFU mechanical ablation utilizes short pulse lengths (microsecond to millisecond) and low duty cycles to produce mechanical ablation of tissues while limiting tissue temperature increase. The primary physical mechanism of HIFU mechanical ablation is cavitation, which is defined as the formation, oscillation, and collapse of bubbles in the acoustic field. Cavitation can induce tissue damage by various mechanisms, including microjecting, streaming, and shear stresses [37]. The formation of cavitation in tissue by HIFU can be facilitated by the injection of exogenously made cavitation nuclei, for example, microbubbles or phase-changing materials (e.g., perfluorocarbon). Without the injection of cavitation nuclei, cavitation can be initiated using ultrasound pulses with high tensile pressure, which stretches the tissue and generates cavitation bubbles in situ. When extremely high tensile pressures are generated, HIFU can lead to complete liquefaction of the tumor tissue into submicron fragments, which is named histotripsy [38]. Several reports have shown that HIFU mechanical ablation can cause immunogenic cell death and release tumor debris in situ, promote antigen presentation, and enhance the inflammatory response [33].
The clinical applications of ICIs in brain tumors (e.g., glioblastoma and neuroblastoma) have been challenging, potentially because these tumors harbor a “cold” immune microenvironment that lacks requisite T cells and sufficient TAAs and contains high densities of immunosuppressive cell populations [39, 40]. One recent study demonstrated that HIFU mechanical ablation combined with silica microshells mechanically disrupted glioblastoma tumors and augmented the efficacy of αPD-1 [13]. The combination of HIFU mechanical ablation with microshells and αPD-1 increased tumor-infiltrating CD8 and IFN-γ+CD8 T cells, prolonged tumor-free survival and protected against tumor rechallenge, suggesting the formation of long-term immune memory against glioblastoma. In a murine neuroblastoma model, Eranki et al. demonstrated that histotripsy potentially transformed immunologically "cold" tumors into responsive "hot' tumors and provided an efficacious adjuvant to ICI therapy [14]. Histotripsy followed by systemic injection of αCTLA-4 and αPD-1 induced significant increases in intratumoral CD4, CD8α, and CD8α+ DCs in regional lymph nodes and circulating IFN-γ and decreases in circulating IL-10. Notably, the combination therapy improved long-term survival, achieved complete bilateral tumor regression, and induced an effective long-term immune memory response to suppress subsequent tumor engraftment. Other recent studies found that histotripsy stimulated more potent intratumoral CD8 T cells and antigen presentation than HIFU thermal ablation in a murine breast cancer model [15] and melanoma model [16]. One recent study showed that combining histotripsy with intratumor anti-CD40 agonist antibody, αCTLA-4, and anti-PD-L1 antibody (αPD-L1) significantly improved the therapeutic efficacy against ICI refractory murine melanoma [17].
These findings [13–16] suggest that HIFU mechanical ablation alone, without the need for adjuvants, is sufficient to enhance ICI therapy for the treatment of cancers that are unresponsive to ICIs. One advantage of HIFU mechanical ablation over HIFU thermal ablation is that tumor fragmentation instead of tumor coagulation may protect TAAs and DAMPs from protein denaturation by excessive heat and stimulate more effective antitumor immune responses [15, 16, 33, 41].
Ultrasound-Targeted Microbubble Destruction-Enhanced Immune Checkpoint Inhibitor Therapy
There is no consensus regarding the definition of low-intensity focused ultrasound (LIFU). It can be regarded as FUS with pulse intensity similar to that of diagnostic ultrasound. Microbubbles are made of a phospholipid, surfactant, albumin, or synthetic polymer shell filled with a high molecular weight gas with low water solubility. These microbubbles were initially introduced into the clinic as ultrasound contrast agents to enhance ultrasound signals from the blood circulation [42]. Over the past decades, they have been developed into theranostic agents. Their shells can be used for disease-specific targeting and loaded with drugs as carriers for controlled drug release at the LIFU-targeted region. Moreover, microbubble cavitation upon LIFU sonication can generate mechanical forces on surrounding tissue and induce vascular disruption [43].
PD1/PD-L1 ICIs have been used in the clinic for the treatment of NSCLC in combination with chemotherapeutic drugs. However, the combination of these drugs leads to aggravated cardiotoxicity, hematotoxicity, hepatotoxicity, and neurotoxicity [44]. Li et al. used microbubbles as carriers of immunotherapy and chemotherapy drugs to produce antitumor effects while reducing the toxicities of the drug combination [18]. Docetaxel was loaded inside the lipid shell of the microbubbles, and αPD-L1 was conjugated to the surface of the microbubbles. UTMD improved drug delivery to the tumor potentially through three combined effects: αPD-L1 on the surface of the microbubbles specifically targeted the tumor cells; ultrasound sonication ruptured the microbubbles and released the carried drug at the LIFU-targeted tumor site; microbubble cavitation increased tumor permeability and promoted drug penetration across the vessel and into the tumor tissue. As a result, this therapeutic strategy inhibited tumor growth and improved the survival of mice implanted with tumor cells in the lung. It is worth to point out that lung diseases are often considered difficult to treat with FUS because the lungs are air-filled cavities. However, clinical studies have combined ultrasound and microbubbles to enhance drug delivery to the lungs of patients with pneumonia, acute respiratory distress syndrome, and NSCLC [45, 46]. It was proposed that because the diseased areas of the lung are filled with fluid, ultrasound waves could penetrate through the diseased area and leave normal air-filled areas of lung unaffected.
Microbubbles were also used as “anti-vascular” agents to disrupt blood vessels and increase the antitumor effects of ICI therapy of colorectal cancer in a study by Bulner et al. [19]. They found that UTMD alone induced an instant shutdown of blood flow within tumor tissue and resulted in tumor necrosis in a mouse model of colorectal cancer. The combination of UTMD and αPD-1 treatment conferred better tumor growth constriction and a higher survival rate than USMB or αPD-1 alone and rejected subsequent tumor rechallenge. However, the results did not support that the combined UTMD and αPD-1 treatment shifted T-cell subpopulations to a more favorable antitumor state.
In a murine breast cancer model, UTMD produced triple antitumor effects simultaneously: carrying an anti-CD326 antibody to target tumor cells, nonviral gene transduction of IFN-β by sonoporation, and tumor debulking by mechanical forces [20]. Such proximity of microbubbles to tumor cells using targeted microbubbles was crucial for effective sonoporation to transfect tumor cells. IFN-β expression plus αPD-1 led to a decreased tumor cell population and increased tumor-infiltrating CD8 T cells. The complete combination treatment attained greater tumor growth reduction in treated and distant tumors and prolonged survival than any partial treatments in the murine breast cancer model.
Sonodynamic Therapy-Enhanced Immune Checkpoint Inhibitor Therapy
SDT utilizes LIFU to activate sonosensitizers and induces cytotoxicity [47, 48]. Unlike chemotherapy drugs that have massive toxicity on healthy cells, SDT induces tumor cell disruption only at the LIFU-targeted site. Preclinical studies have found that tumor cell debris generated by SDT could provide TAAs for initiating antitumor immunological effects [47, 48]. One report employed SDT using liposomes loaded with sonosensitizers and adjuvants [21]. Strikingly, SDT combined with αPD-L1 eradicated the primary tumor, suppressed distant tumor growth, inhibited whole-body metastasis in murine breast cancer models and produced sufficient immune memory responses to reject subsequent tumor rechallenge in murine breast and colorectal cancer models. The SDT-elicited antitumor effects, immune adjuvant-containing sonosensitizers, and αPD-L1-mediated systemic antitumor immune response were attributed to the robust antitumor response.
Recently, Um et al. used nanobubbles loaded with a sonosensitizer (chlorin e6) for the treatment of pulmonary metastasis of colorectal cancer [22]. Upon sonication, these nanobubbles caused cell membrane disruption by cavitation, which triggers immunogenic cancer cell death and releases intact DAMPs for in situ cancer vaccination. The combination of αPD-L1 with nanobubbles loaded with the sonosensitizer effectively suppressed primary and metastatic tumors, which suggested that physically induced tumor cell death by the nanobubbles combined with SDT can augment the efficacy of ICIs. More work is needed to determine whether this strategy can improve long-term survival and generate long-lasting immune memory responses against tumor recurrence.
DISCUSSION
Recent publications have presented exciting and promising results that FUS modalities can improve ICI therapy. Combination therapies were reported to suppress tumor growth, achieve tumor remission, improve long-term survival, and prevent tumor recurrence for cancer types that are not readily responsive to ICI treatments. The field of FUS-enhanced IC therapy is still in its infancy, with all existing studies focused on proofing the concept. Further development of the combination strategy requires a multidisciplinary approach with a proper choice of FUS parameters for particular tumors, a complete examination of the correlation between FUS parameters and antitumor immune effects, a thorough evaluation of the biological mechanisms for therapeutic outcome, and a good understanding of the clinical challenges in cancer immunotherapy.
Although each FUS modality has the capability to improve ICI immunotherapy, it is still unknown which regimen has the greatest potential to combine with ICIs. One major challenge is the inconsistent reporting of FUS parameters and antitumor immune effects, which prevents correlating FUS parameters with antitumor immune effects. It is important to standardize reporting on FUS procedures to include all key parameters, such as ultrasound frequency, intensity, pressure, duty cycle, pulse repetition frequency, sonication target locations, and sonication duration. It is also critical to establish standards in reporting antitumor immune effects to enable comparisons across different studies. Another challenge is that the choice of the optimal FUS modality to improve ICI immunotherapy may depend on tumor type.
The biological mechanisms of each FUS-enhanced ICI therapy remain to be revealed. The reported HIFU thermal ablation-enhanced therapy required adjuvants to provide sufficient antigen cross-presentation and cross-priming for CD8 T cells. In contrast, HIFU mechanical ablation alone was sufficient to effectively stimulate antitumor immune responses to enhance ICI therapy. There was only one report on HIFU hyperthermia-enhanced ICI therapy. UTMD has great potential to improve ICI therapy through targeted and controlled release of therapeutics, sonoporation, and mechanical disruption of the blood vessels and tumor tissue. SDT induces tumor cell disruption only at the FUS-targeted site, resulting in reduced toxicity. Further investigations are warrant to better understand the biological mechanisms of each combination therapy.
FUS-enhanced ICI therapies have already undergone early stage clinical evaluations. Currently, two clinical trials have begun to evaluate the combination of HIFU thermal ablation with pembrolizumab (αPD-1) for the treatment of various advanced solid tumors, such as melanoma, breast cancer, and Merkel cell carcinoma (ClinicalTrials.gov Identifier: NCT04116320 and NCT03237572). The primary outcome will assess a change in the CD8/CD4 T cell ratio in the ablation zone, and the secondary outcome will assess adverse events. Meanwhile, one clinical trial has started evaluating the use of UTMD to enhance the permeability of the blood-brain barrier without causing vascular damage to facilitate the delivery of nivolumab (αPD-1) to melanoma metastases in the brain and boost immunity in the brain (NCT04021420).
For the successful clinical translation of FUS-enhanced ICI therapy, we need strong collaboration between ultrasound engineers and immunologists. Ultrasound engineers can optimize FUS parameters to induce the optimal biological effects that effectively induce antitumor immune responses with minimized side effects. Immunologists can better characterize the resulting antitumor immune responses and therapeutic outcomes. Through appropriate tuning of FUS exposure conditions and comprehensive immunological characterization, the prospect of unmasking the utility of FUS with ICI therapy could be attainable.
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Cel/mouse
(tumor mode)

NDUFVB/n (othotopic breast cancer)

NDUFVB/n (othotopic breast cancer)
PYMT/PYT (spontaneous breast
cancen)

CT26/BALB/c (subcutaneous
colorectal cancer)

4TA/BALB/c (subcutaneous breast
cancer)

NDUFVB/n (othotopic breast cancer)

NDUFVB/n (orthotopic breast cancer)
PYMI/PWT (spontaneous breast
cancer)

GL261/CS7BL6 (subcutancous
giobiastoma)

Neuro2a/C57BL/6 (suboutaneous
neurobiastoma)

4TUBALBYG (subcutaneous breast
caner); CT28/BALB/c (subcutaneous.
colorectal cancer)
B16GP3/CS7BLG (suboutaneous
melanoma)

Hepal-6/C57BLS (subcutaneous
hepatoma)

BIGF10/C57/BL-6 (subcutaneous
melanoma)

LLC/C57BUB (suboutaneous and
orthotopic lung cancer)

CT26/BALB/c (subcutaneous
colorectal cancer)

NDUFVB/n (othotopic breast cancer)

4T1/BALB/c (oreast cancer, orthotopic
and intravenous injection); CT26/
BALB/C (subcutaneous colorectal
cancer)

CT26/BALB/G (colorectal cancer,
subcutaneous and inravenous
injeciton)

FUS parameters

3MHZ, 3.1 MPa, T > 65C, target
circuiar pattem within 1-2 mm of the
tumor edge

3MHz, T > 60C, target: 2-3 mm
within tumor

4MHz, 43W, FUS on =15, FUS off =
5 sforasingle point, repeat 20 rounds
to completely eiminate tumor

3MHz, 15 W, FUS on = 10s for each
‘sonication, target: ~10-20% of total
tumor volume

3MHz, 3.1 MPa, T > 65°C, circular
pattem within 1-2 mm of the tumor
edge

1.5 MHz, PNP 2.5 MPa, PRF 100 Hz,
puise length 0-7 ms, heating at 42C.
for 5 min before and 20 min post
fiposome injection

1.1 MHz, duty cydle 2%, treatment
duration 2 min

1.5 MHz, PNP 14 MPa, PRF 1 Hz,
puise duration 13,33 ms, 5 s/ocation,
3 locations, cover 2% tumor volume

1.5 Mz, electrical power 525 W, PRF
1 Hz, duty cycle 1%, puise length

10 ms, 50 puises.

1Mz, PNP 30 MPa, PRF 100 Hz, 50
puises, puse duration 12 ps; total
reatment duration 4-15 min
depending on tumor volume

1.5 MHiz, acoustic power 450 W, PRF
1 Hz, duty cycle 1%, cover 40-60% of
the tumor

1 Mz, 2.0 Wiam?, duty cycle 50%,
treatment duration 5 min

1Mz, PNP 1.65 MPa, puise length
0.1 ms, dutycycie 10%, wait 20 s after
every 50 puises, total treatment
duration 2 min

250 kHz, PNP 500 kPa, PRF 30 Hz,
burst length 4 ms, total treatment
duration 3 min

1 MHz, 1.5 Wiam?, 50% duty cycle,
treatment duration 5 min

Acoustic power 10 W, duty cycle 20%,
PRF 1 Hz, treatment duration 10 min

“Days referrd to troatment start ale, a the olher days rofered to tumor implantaton ate.
T temperature), PP (peak negative prossure), PRF (ouiseropetiion frequency), i p. (nraperionealy, i v. ntravenoush i (ntatumoraly, FUS fiocused uirasourcl, HIFU (ighvintonsiy focused ltrasouncl, LIFU fow-intensit focused
ulrasound), UTMD (ulrasound-tergetec microbubble destruction), SDT (sonochmanic therapy), Tregs (eguiatory T cels), MPs (imacrophages), MDSCs (myeloio-derved suppressor cels), TDLN (lumor-cfaining bmph nodes), 1FN-y
intoforon-gamme), TNF-a (tumor necross factor-alphal, L6 (tereukin 6, L1 interieuki 1 beta), L-10 (interoukin 10}, TUNEL terminal deoxynucieotio ransterase dUTP nick endlabeing), CoG (cytosine-phosphociester-guanine
alonmanuaasin.

Combined FUS and ICI
protocol

Adjwant CoG (1) nected 1o singl tumor on
days 21, 24, 28, 31, 38, 45; aPD-1 (ip)
injected on days 21, 28, and 35; HIFU
thermal ablation appied o tumor on days.
31,38,45

Adivant CoG 1) nected o singl tumor on
days 21, 24, 28, 31; aPD-1 (.p.) nfected on
days 21, 28, 35, HFU themal abiation
applied to tumor on day 31

For metastatic tumor: HIFU thermal ablation
performed 10 remove tumor on day 7;
aduvants directly injected nto ablated site
aftenward; oCTLA (.v) injected on days 8,
10,12, 14

For recurrent tumor: HIFU thermal ablation
performed to remove tumor on day 7,
aduvants directy injected nto ablated site
afterward; tumor rechalenged on day 47;
oGTLA-4 (v, nfected on days 48, 50, 52,54
Every 3 daysfor atotaof fve doses of aPD-1
) ijected prior 10 or with HIFU thermal
abation with gemcilabine
Adivant CoG i) nected 0 singl tumor on
days 21, 24, 28, 30; aPD-1 (.p.) nfected on
days 21, 28, 34, HIFU themnal abation
applied to tumor on day 30
Copper-doxorubicin-oaded temperature-
sensiive iposomes (v, inected on day 31,
HIFU hyperthermia appied 1o tumor
aftenward; adjuvant CpG (1) infected to
single tumor on days 21, 24, 28, 35, 49;
aPD-1 (ip) injected on days 21, 28, 35
Perfuorocarbon-fled microshels directly
injected to large tumors (400-700 mim),
HIFU mechanical ablation appled (o tumor
afterward; aPD-1 (ip) injected on days 0,2,
4,6,8,10°

Histotrpsy applied to tumor on day 8;
oGTLA4 (1p) + aPD-L1 (ip) infected on
days 9,12, 15

Histotrisy appled to tumor on days 6, 7, 8;
PD-1 (ip) injected on day 9, 11, 13

For B16GP33 tumor, histotrpsy applied to
tumor on day 7; aCTLA-4 (ip.) injected at
days 6,9, 12

For Hepal-6 tumor, histotripsy applied to
tumor on day 10; aCTLA4 (.p) inected on
days3,6,9, 12

Histolripsy appiedito tumor (330-400 mm;
single dose of aCD40 (t) infected afterward
(within 2 h); 3 dose of aCTLA4 (ip) + aPD-
L1 (p) injected at 3 days interval
Docetaxel and aPD-L1-coloaded
microbubbles (i) folowed by LIFU applied
10 tumor on days 8, 11, 14, 17, 20 for
subcutaneous tumor and on days 6,9, 12,
16, 18 for onthotopic tumor
LIFUsmicrobubbles two repeats with 10 min
interval on day 10-12; aPD-1 (ip) infected
on days 0, 3, 6 after LIFUs microbubbles for
acute study and 0, 3,5,9, 12 orlongitudinel
study

CD326-l0aded microbubbles and pIFN-p
(1) njected folowed by LIFU appled to
tumor on day 14; aPD-L1 (.p.) injected on
days 11,16

Sonosensitzers and adjuvant loaded
liposomes () nfected on days 7.8, 10, 11;
LIFU appied to tumor 12 and 24 h post
injection; BPD-L1 (.v) inected on days 8, 11,
13,15

Sonosensitzers and gas loaded PEGylated
carboxymetty! dextran (.v) injected and

6 hrs ater LIFU applied on tumor on days 8,
11, 14; aPD-L1 (ip.) injected on days 9,
12,15

Key results
from combination
therapy

Distant tumor leukooytes T and CD8' 1; spleen
IFN-y*CD8" ; treated and distant tumor volume
L sunval

Treated tumor interferon-stimulated gene
expression [; treated turor CD169'DCs T and
CD169"MPs [; distant tumor DCs T: spleen
CD169'MPs |

Distant tumor CD8'/Tregs T and MDSGCS 1;
spieen effector memory T cel
(CD3"CD44"'CD62") T; serum IFN-y ] and TNF-
a 1 distant tumor volume 1; survival T; tumor
rechallnge suppressed

Tumor volume |

Treated tumor IL-6 and IL-p MANA T; treated
tumor MDSCs 1; distant tumor MDSCs T

Treated and distant tumor CD8" T; treated and
distant tumor volume 1; survival T

Tumor CD45" 1, CDG" 1, CDB" 1, and IFN-y T;
tumor size 1; sunviva T; tumor rechallenge
rejected

Tumor CD4" 1, CDBa" T and CDB'CDI1G" T
spleen and TDLN CDBa"CD1 fc” 1; sploen
CD115* 1; spieen efector memory T cells (CD4*
or CDB*CDA4'NCDB2L"low) 1; serum FN-y, I
6 and IL-101; complete abscopal response;
sunvval T ransferred T cels suppressed tumorn
recipients

Tumor CD8" 1, CDB'CD107a" 1, CDB'PD-1*
and MDSCs L; tumor volume ; tumor weight |

Tumor CDB' T; tumor volume |

Tumor growth 1; sunvival T

Tumor TUNEL 1, Ki67* 1, OD4° 1, CD8" 1; tumor
growth 1; body weight loss |; survival T

Tumor necrosisT and growthl; sunival T; one
sunvived mouse suppressed tumor rechallenge

Tumor CD8 1 and F4/80 MPs ; treated and
distant tumor growth 1; sunvival T

Tumor leucooytes 1, CD8* 1 and CDB"/Tregs T:
serum FN-y T and TNF-a 1; tumor volume 1;
sunival

Tumor CDB' T; tumor volume ; tumor weight |
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Modalities

HIFU thermal
ablation

HIFU
hyperthemia

HIFU
mechanical
ablation

UTMD

SDT

Commonly used FUS parameters

Continuous (duty cycle = 100%) HIFU with
‘spatial peak temporal average intensity (Iser)
1000 W/om? and relative high pressure (a few
MPa) to rapidly heat tumor to >60°C within afew
sseconds

HIFU with a high duty cycle (up to 70%) and
relative high pressure (a few MPa) to heat up
tissue to 40-45°C for up to 60 min [35]

HIFU with Isera >100 W/om? and a low duty
cydle (1-2%) and extremely high pressure
(>10 MP) to induce mechanical tissue damage
while minimizing heating (49)

LIFU with Isers <10 W/om? and a low duty cycle
(e.g.. 10%) and relative low pressure (<1 MPa)
to induce mechanical effects [42)

LIFU with lspra <10 W/om? and a duty cycle of
10-100% to activate sonosensitizers [56]

Physical mechanism

Coagulative thermal necrosis due to tissue
absorption of ultrasound energy

Thermally controlled drug release and increasing
blood flow and oxygen

High-amplitude HIFU pusles are used to induce
bubble cavitation to fractionate tissue by
mechanical effects

Targeted and controlled release of therapeutics,
sonoporation for drug/gene delivery, and
mechanical disruption of the blood vessels and
tumor tissue [50]

Sensitizer-dependent sonochemical or
sonophotochemical reactions in an acoustic field
that lead to cytotoxicity [48]

Clinical applications

The only modaity currently approved for use in
the clinic worldwide for the treatment of a variety
of solid malignant tumors (e.g., tumors in the
pancreas, liver, kidney, bone, prostate, and
breast), benign tumors (e.g., uterine fibroids and
fibroadenomata), and non-tumor diseases (e.g.
essential tremor and Parkinson’s disease) (32]
Mutiple reported cinical studies of HIFU
hyperthermia to enhance the deiivery of
thermosensitve liposomal doxorubicine in
patients with liver tumors (35]

No reported dlinical results, but clinical trials
ongoing for the treatment of primary and
metastatic fver tumors (ClinicalTrials.gov
Identifier: NCT04572633)

One reported clinical study of drug delivery using
UTMD in pancreatic patients [51]. Muliple
reported clinical studies on opening the blood-
brain barrier for brain drug delivery in patients
with glioblastoma [52, 53], Aizheimer's disease
54), and amyotrophic lateral sclerosis (55]
Several reported clinical studies investigated a
combination of ight and ultrasound to stimulate a
sensitizer in patients with a variety of cancer [57]

HIFU thigh-itesily focused ulirasound), LIFU fow-intensily focused ultrasound), UTMD (ultrasound-targeted microbubbie destruction, SDT (sonodynamic therapy).
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