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The ability to detect novelty in our environment is a critical sensory function. A reliable set of event-related potentials (ERP), known as the auditory deviance response (ADR), are elicited in the absence of directed attention and indexes functionally relevant networks. The ADR consists of three peaks: mismatch negativity (MMN), P3a, and reorienting negativity (RON) that are sequentially evoked in response to unattended changes in repetitive background stimulation. While previous studies have established the ADR’s sensitivity to a range of pharmacologic and nonpharmacologic interventions and are leading candidate biomarkers of perturbations of the central nervous system (CNS), here we sought to determine if ADR peaks are sensitive to decreases in breathable oxygen. Participants performed a visuomotor tracking task while EEG was recorded during two 27-min sessions. The two sessions differed in the amount of environmental oxygen available: 10.6% O2 (hypoxia) versus 20.4% O2 (normoxia). ERPs were measured while a series of identical, or “standard,” tones combined with occasional “oddball,” tones, were presented. MMN, P3a, and RON were assessed in response to the oddball compared to the standard stimuli. Behavioral impairment during hypoxia was demonstrated by a deficit in tracking performance compared to the normoxia condition. Whereas no changes were detected in the MMN or RON, the amplitude of the P3a component was significantly reduced during hypoxia compared to normoxia, within the first 9 min of exposure. To our knowledge, this is the first study to demonstrate the effect of low oxygen exposure on passively elicited neural measures of early sensory processing. This study demonstrates that passively elicited EEG measures, reflecting preattentive auditory processing, are disrupted by acute hypoxia. Results have implications for the development of biomarkers for the noninvasive assessment of CNS perturbations.
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Introduction

The amount of information present in the surrounding environment at any given moment far exceeds our perceptual and cognitive capacities. To cope with this surplus of sensory input, the central nervous system (CNS) seamlessly governs what information transitions from routine sensory processing to allow for the allocation of additional cognitive resources necessary for processing unexpected changes in the environment (1). The efficiency of this early information processing can be reliably assessed using event-related potentials (ERPs). The mismatch negativity (MMN), P3a, and reorienting negativity (RON) are ERP measures that are sequentially evoked as a triphasic auditory deviance response (ADR) complex [(2); but also see (3)], and can reliably index automatic and preattentive stages of early auditory information processing (4–6). The ADR is passively elicited when a series of frequently presented auditory tones (i.e., “standards”) that are identical in pitch and duration (e.g., “beep, beep, beep, beep…”) is occasionally interrupted by a physically deviant (i.e., “oddball”) tone (e.g., “beeeeep”). The ADR requires no overt behavioral response from the participant and can be measured in the absence of directed attention, usually while participants perform some other active or passive foreground task in the visual domain.

Notably, ADR responses can be measured in rodents, nonhuman primates, fetuses, sleeping infants and adults, and even comatose individuals (7–12). The MMN response peaks at 120-200ms and is followed by a positive-going waveform, the P3a, which peaks at 250–320 ms. In some cases, the P3a is followed by a negative going wave that peaks at 350–450 ms known as the RON (13–15). While the MMN represents a preattentive sensory discrimination process, the P3a is thought to reflect a higher-order orienting or covert shifting of attentional resources to an unexpected stimulus. RON is thought to reflect a reorienting of attention back to the foreground task, though the underlying psychological construct is less developed. Important for the current study, the ADR complex has been shown to be sensitive to a number of CNS perturbations including acute pharmacologic challenges and cognitive training interventions (16–22). The ADR components are translational biomarkers elicited in the absence of directed attention and index functionally relevant networks, thus they are increasingly used as biomarkers in the development of interventions that target CNS dysfunction (17, 21, 23–25).

Despite the automaticity of this novelty detection function, these processes carry a neural expenditure that requires energy, which is partially supplied through oxygen. While the average human brain represents only about 2% of one’s total body weight, it accounts for approximately 20% of the oxygen consumption for the entire body (26). Therefore, any decrement in the amount of breathable oxygen available may impact a host of neural functions, perhaps even the earliest sensory information processes, like those measured by the ADR complex.

The condition in which an organism has insufficient environmental oxygen is known as hypoxic hypoxia (differing from hypoxia brought about by other factors, such as histotoxic hypoxia). Notably, hypoxic hypoxia occurs in healthy individuals when they ascend to high altitude or when breathing mixtures of gases with low oxygen content (e.g., while underwater diving), particularly when using rebreather systems that control the amount of oxygen in the supplied air. For simplicity, subsequent use of the term “hypoxia” will indicate hypoxic hypoxia.

The symptoms of hypoxia depend on the severity (i.e., dose) and exposure time. In cases of altitude sickness in which hypoxia develops gradually, symptoms can include fatigue, numbness or tingling of extremities and nausea (27), but specific symptoms have been shown to be highly idiosyncratic in other settings (e.g., flight training; 28). Despite individual differences in some symptom reports, hypoxia in general has been shown to negatively affect performance on a range of perceptual, cognitive, and motor tasks. For example, hypoxia increases pupillary response latency (29), changes perception of stimulus intensity (30), impairs color vision (31), and reduces reaction time [(RT; (29, 32–34)]. Further, hypoxia often results in decreases in working memory (35, 36), as well as other higher-order cognitive tasks [(37); for a review see, (38)]. Given these documented impairments under hypoxic conditions, there is great interest in the aviation and diving communities to develop novel methods for assessing the brain’s response to hypoxia in otherwise healthy individuals. This endeavor could result in a more effective way to study hypoxia in the laboratory and/or as a tool to help train individuals to identify their hypoxia symptoms before performance is impaired.

Moreover, it has been established that the electrical activity of the brain is sensitive to its oxygen supply. Some studies have shown changes in resting state spectral EEG activity, such as increased delta and/or theta power, as well as changes in alpha power (depending on whether eyes were opened versus closed during recording) under hypoxic compared to normoxic conditions (39–42). While these studies demonstrate the sensitivity of resting state EEG measures to hypoxia, the reported changes in spectral power provide little insight into the specific underlying perceptual or cognitive functions that are affected.

Few studies to date have examined ERPs to investigate the influence of hypoxia on sensory and/or higher-order cognitive processing. The results of one early study of an active auditory target detection task showed evidence of a delayed latency of the P3b component to target stimuli that corresponded to a lag in RT to those auditory stimuli (32). More recently, Altbäcker et al. (43) assessed the sensitivity of three variants of the P300 component (i.e., Target P3, No Go P3, and Novelty P3) to hypoxia evoked in response to a modified continuous performance task. Similar to that found by Fowler and Lindeis (32), these components were elicited via an active target detection task while participants attended to a continuous stream of letters. The results demonstrated that the Novelty P3, but not the other components, was significantly decreased under hypoxic compared to normoxic conditions. These two previous studies suggest that the P300 component, when elicited in response to an active foreground cognitive task, is sensitive to hypoxia.

Given that (1) the brain requires a substantial amount of oxygen to function, (2) neuroelectrical activity is notably affected by hypoxia, and (3) deficits in sensory and higher-order cognitive processes are associated with hypoxia, it is reasonable to suspect that the lower levels of background sensory processing may also be impacted by an insufficient supply of oxygen. Thus, the current study sought to examine the sensitivity of the MMN, P3a, and RON components to acute normobaric hypoxia exposure. Since these ADR components are leading candidate biomarkers for predicting and monitoring response to interventions, determining the profile and time course of response to acute hypoxia exposure represents an important biomarker validation for future application. We anticipated that this signal complex would demonstrate a reduction in all peak amplitudes during hypoxic compared to normoxic conditions. Follow up analyses were also performed to assess the relative timing of this reduction in relation to oxygen saturation (SpO2) levels and performance on a foreground behavioral task.



Materials and Methods


Participants

A total of 40 healthy adults (age: M = 29.43, SD = 5.99; 27 males) participated for monetary compensation. All participants were recruited through flyers and online announcements. Participants who completed the study received $200. All participants enrolled in the study self-reported normal or corrected-to-normal vision, no history of psychological, neurological, or medical diagnosis, no use of tobacco in the past 6 months, and no excessive alcohol use. Participants were not administered a hearing test as part of the study, but all but two participants were active-duty military who receive baseline and periodic follow-up audiometry as part of their regular health assessment. Participants gave written informed consent approved by the Institutional Review Board of the Naval Medical Research Unit - Dayton.



Experimental Design and Procedures

Participants completed two counterbalanced experimental sessions separated by an average of 8.7 days (SD = 9.9). Testing was conducted in a Reduced Oxygen Breathing Environment (ROBE; Figure 1), which simulates the oxygen concentrations of high altitudes without the risks associated with reduced barometric pressure found in altitude chambers or other hypoxia replication devices. The two experimental sessions differed only in the oxygen content found within the testing chamber on the days of the participation. During the normoxia session, participants were exposed to near sea-level equivalent room air (20.4% O2), while during the hypoxia session, they were exposed to a 10.6% O2 mixture (i.e., environmental equivalent of ~17,500 ft). Throughout the experimental testing sessions, participants wore a NoninConnect Model 3230 finger-mounted pulse oximeter (Nonin Medical, Inc.) to index SpO2 and heart rate for both safety monitoring purposes and as variables of interest.




Figure 1 | Left: Reduced Oxygen Breathing Environment (ROBE) where experimental sessions took place (Photo courtesy of Naval Medical Research Unit - Dayton). Right: Visuomotor tracking task schematic. Participants were tasked with using a joystick to keep the green reticle in the center of the yellow crosshairs over the course of a 27-min exposure.





Behavioral Tracking Task

Participants were seated approximately 90 cm from a 21” monitor and used a joystick to align an independently moving reticle (using a sinusoidal equation to provide pseudorandom motion requiring constant correction by the participant) with the center point of a crosshair displayed on the screen (see Figure 1). Performance on this task was assessed as the difference or error in pixels between the center of the reticle and the center of the crosshair display, which was recorded at a 10 Hz sampling rate. Prior to their first session, participants practiced the tracking task outside the ROBE for 5 min to acclimate to the sensitivity of the joystick.



EEG Data Acquisition

EEG data were recorded continuously in the ROBE from 64 electrodes covering the whole scalp with approximately uniform density using an elastic electrode cap (ActiCHamp, Brain Products) referenced to the right mastoid (TP9) in DC mode, at a sampling rate of 1000Hz. Electrode impedance for all channels was kept below 10 kΩ.

Auditory stimuli were presented to participants at 85 dB sound pressure level via Etymotic ER3-A insert earphones. The passive auditory oddball paradigm used to elicit ADR measures comprised a sequence of tones, of which 85% were standards (50 ms, 1,000 Hz, n = 2754) and 15% were deviants (7.5%, n = 243 per deviant type) that differed in stimulus duration (100 ms, 1,000 Hz) or both duration and frequency (i.e., “double-deviant” 100 ms, 1,100 Hz). These two deviant types were selected based on previous work demonstrating that these conditions have excellent test-retest reliability, strong associations with cognition and daily functioning, and sensitivity to interventions (17, 20–22, 25, 44). All tones had 5 ms rise/fall times and were presented with a fixed 500 ms stimulus onset asynchrony. Participants were instructed to ignore auditory stimuli while they completed the visuomotor tracking task, described above.



Statistical Analysis

Visuomotor tracking performance was measured as the amount of error (in pixels) between the reticle that the participant controlled and the stationary center target. Data were binned into three, 9 min bins per session. SpO2 and heart rate (beats per minute; BPM) data were also binned into three, 9 min bins and compared across time and session.

EEG data were processed using EEGLab and Brain Vision Analyzer. Data were down-sampled to 500 Hz and a 0.5-Hz high pass filter, and common average reference were applied for initial preprocessing. Independent Component Analysis (ICA) was applied to continuous data to minimize ocular artifacts. Data were segmented around the stimuli, −100 to 500 ms, baseline corrected, and screened for residual artifacts where segments with amplitudes exceeding ±100 μV in frontocentral electrodes (Fz, FCz, Cz) being rejected. ERP averages for standards and deviants (both types together) were generated separately, and the resultant difference waves were low-pass filtered at 20 Hz. Deviants were initially considered separately, but no difference was found between the two types and therefore were averaged together for all analyses. Waveforms were rereferenced to linked mastoids, with ADR amplitudes calculated for data across the entire 27 min recording as well as binned into three bins of 9 min. Statistical analyses were performed using SPSS v26 and focused on differences in the mean MMN (120–200 ms), P3a (250–320 ms), and RON (350–450 ms) time windows at an a priori defined electrode of interest (i.e., Fz) during hypoxia and normoxia over the three blocks of testing (each 9 min).




Results

One participant was excluded from all analyses due to below chance level performance on the visuomotor tracking task during both experimental sessions. Three additional participants dropped below our safety designation (i.e., SpO2% < 60) during the hypoxia session and the session was terminated early. Those three participants’ data were included in the subsequent analyses where possible1. One participant’s performance data for the normoxia session was lost due to experimenter error. Four participants did not have heart rate data recorded.


Behavioral Performance

A 2 (session: normoxia vs. hypoxia) × 3 (time bin) repeated-measures ANOVA was tested on error (Figure 2). The main effect of time was not significant, F(2,33) = 1.08, p = 0.34. The main effect of session was significant, F(1,34) = 6.07, p < 0.05, ηp2 = 0.15, with performance being impaired in the hypoxia session compared to the normoxia session. The session x time interaction did not reach significance, F(2,33) = 0.24, p = 0.79.




Figure 2 | Visuomotor tracking task performance shown for hypoxia and normoxia sessions separately. Performance was significantly worse (more error) for hypoxia compared to normoxia. Error bars represent standard error of the mean.





Physiological Monitoring

SpO2 and heart rate were monitored throughout the 27 min for both sessions. A 2 (session: normoxia vs. hypoxia) × 3 (time bin) repeated-measures ANOVA was tested on SpO2%. Both the main effect of session, F(1,36) = 691.36, p < 0.001, ηp2 = 0.95, and the main effect of time bin, F(2,35) = 157.18, p < 0.001, ηp2 = 0.81, were significant with lower SpO2% during hypoxia and in the later time bins. The session x time bin interaction, F(2,35) = 128.12, p < 0.001, ηp2 = 0.78, was also significant, demonstrating that SpO2% dropped over time more drastically during hypoxia compared to normoxia (Figure 3A).




Figure 3 | (A) SpO2% and (B) heart rate data shown for hypoxia and normoxia sessions separately. Error bars represent standard error of the mean.



A 2 (session: normoxia vs. hypoxia) × 3 (time bin) repeated-measures ANOVA was also tested on heart rate. Both the main effect of session, F(1,32) = 83.84, p < 0.001, ηp2 = 0.72, and main effect of time bin, F(2,31) = 14.19, p < 0.001, ηp2 = 0.31, were significant with heart rate being higher in the hypoxia session and in later time bins (Figure 3B). The session x time interaction did not reach significance, F(2,31) = 0.55, p = 0.55.



Assessment of Hypoxia Effects on MMN, P3a, and RON Amplitudes

A 2 (session: normoxia vs. hypoxia) x 3 (time bins) repeated-measures ANOVA was tested separately for MMN, P3a, and RON amplitudes. For the MMN, neither the main effect of time, F(2,35) = 0.71, p = 0.50, nor session, F(1,36) = 0.06, p = 0.81, reached significance. The time x session interaction was also nonsignificant, F(2,35) = 0.23, p = 0.80. For the P3a, significant main effects of session, F(1,36) = 18.6, p = 0.0001, ηp2 = 0.34, and time bin, F(2,35) = 5.92, p < 0.01, ηp2 = 0.25, were observed with reduced P3a amplitude during hypoxia and over time (Figures 4 and 5). The session x time bin interaction did not reach significance, F(2,35) = 2.14, p = 0.13. For the RON, the main effect of time was significant, F(2,35) = 4.54, p = 0.02, ηp2 = 0.19, but neither the main effect of session, F(1,36) = 0.01, p = 0.94, nor the interaction, F(2,35) = 1.28, p = 0.29, approached significance.




Figure 4 | Grand averaged waveforms (deviant – standard) from electrode Fz for the entire 27-min exposure (left) and the three 9-min time bins (right). Results show a reduced amplitude P3a under hypoxic compared to normoxic conditions.






Figure 5 | Scalp topography of P3a amplitude (250–320ms) in each time bin for normoxia (top row), hypoxia (middle row), and the difference between conditions (bottom row).






Discussion

The results of the present study demonstrate that passively elicited EEG measures, reflecting preattentive auditory information processing, are disrupted by acute hypoxia exposure. To our knowledge, no previous work has demonstrated the effect of low oxygen exposure on passively elicited neural measures of sensory processing. Specifically, using a passive auditory oddball paradigm in conjunction with a continuous visuomotor tracking task, a significant reduction in P3a amplitude during a hypoxic compared to a normoxic condition was observed. Importantly, this reduction was evident within the first 9 min of the exposure and corresponded to a significant impairment in concurrent performance on a foreground behavioral task.

Previous work involving the P300 signal has shown that the P3b component, when actively elicited in response to a foreground target detection task, is sensitive to hypoxia exposure (32, 43). Whereas these prior studies have examined the P3b subcomponent in response to correctly identified task-relevant target stimuli (and required an active response on the part of the participant), the present data represent the first report showing that even passively elicited P3a in response to background, task-irrelevant, sensory stimuli is also disrupted by hypoxia. The finding that P3a is acutely sensitive to a nonpharmacologic CNS perturbation has implications for the use of this and related measures of early auditory information processing as biomarkers in clinical trial designs [e.g., (25, 45, 46)]. Interestingly, no changes in the earlier MMN or later RON components were detected. Future studies are needed to confirm the specificity of P3a in response to hypoxia exposure.

Low oxygen conditions represent a risk to any exposed individual due to the known impact on a variety of behavioral performance outcomes, including RT (29, 32–34), perceptual sensitivity (30, 31), and higher-order cognitive functions [for a review see, (38)]. One particular environment where hypoxia is an ever-present threat is in tactical aviation. Current military aircraft are not equipped with a failsafe warning system to detect conditions that cause or exacerbate hypoxia. Instead, operators must recognize a broad range of idiosyncratic hypoxia symptoms, such as tingling in extremities, light-headedness, difficulty concentrating, and slowed RTs before they become incapacitated (28), which has been compared to the reliability of an intoxicated individual determining if he/she is safe to drive. Ancillary to these subjective symptoms, exposure to reduced levels of breathable oxygen has been documented to affect an operator’s ability to maintain a constant airspeed, altitude, and directional heading during simulated flights (37, 47). Thus, the establishment of a neural biomarker of hypoxia using the P3a would benefit research into the onset and effects of hypoxia on performance measures relevant to tactical aviation.

Here, we observed that the P3a amplitude reduction occurred in conjunction with concurrent behavioral performance. One limitation to the current study is the resolution at which we could examine the ERP effects. It is possible that the P3a reduction occurs prior to this performance deficit, but in the current study we lacked adequate resolution to detect that effect. Future studies should aim to reduce the acquisition time needed to get a reliable P3a, in order to examine the predictive potential of the component during low oxygen exposure. Novel analytic approaches may allow for a more rapid detection of changes in EEG dynamics [e.g., (48)]. Alternatively, since scalp-level ERPs represent a variable mixture of contributions from multiple brain regions, examination of source-level brain dynamics may allow for a more rapid detection of changes secondary to hypoxia or other CNS perturbations [e.g., (20)]. A second limitation was the use of only one altitude for the hypoxia manipulation. The current results represent a first step and future studies should examine whether the reduction in the amplitude of the P3a changes with lower levels of breathable oxygen and presumably more impaired performance.

In conclusion, the current study showed for the first time that a passively elicited neural measure of sensory processing, the P3a, is sensitive to acute hypoxia exposure. The reduction in P3a amplitude during a 10.6% O2 exposure represents a first step in exploring the utility of the P3a as a biomarker of hypoxia-related insults.
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Background

Previous work has identified a hierarchical organization of neural oscillations that supports performance of complex cognitive and perceptual tasks, and can be indexed with phase-amplitude coupling (PAC) between low- and high-frequency oscillations. Our aim was to employ enhanced source localization afforded by magnetoencephalography (MEG) to expand on earlier reports of intact auditory cortical PAC in schizophrenia and to investigate how PAC may evolve over the early and chronic phases of the illness.



Methods

Individuals with early schizophrenia (n=12) (≤5 years of illness duration), chronic schizophrenia (n=16) (>5 years of illness duration) and healthy comparators (n = 17) performed the auditory steady state response (ASSR) to 40, 30, and 20 Hz stimuli during MEG recordings. We estimated amplitude and PAC on the MEG ASSR source localized to the auditory cortices.



Results

Gamma amplitude during 40-Hz ASSR exhibited a significant group by hemisphere interaction, with both patient groups showing reduced right hemisphere amplitude and no overall lateralization in contrast to the right hemisphere lateralization demonstrated in controls. We found significant PAC in the right auditory cortex during the 40-Hz entrainment condition relative to baseline, however, PAC did not differ significantly between groups.



Conclusions

In the current study, we demonstrated an apparent sparing of ASSR-related PAC across phases of the illness, in contrast with impaired cortical gamma oscillation amplitudes. The distinction between our PAC and evoked ASSR findings supports the notion of separate but interacting circuits for the generation and maintenance of sensory gamma oscillations. The apparent sparing of PAC in both early and chronic schizophrenia patients could imply that the neuropathology of schizophrenia differentially affects these mechanisms across different stages of the disease. Future studies should investigate the distinction between PAC during passive tasks and more cognitively demanding task such as working memory so that we can begin to understand the influence of schizophrenia neuropathology on the larger framework for modulating neurocomputational capacity.





Keywords: schziophrenia, ASSR = auditory steady-state response, phase amplitude coupling, biomarker, Cross Frequency Coupling (CFC), magnetoencephalagraphy (MEG)



Introduction

The neurophysiological basis of sensory and cognitive impairments in schizophrenia has been intensely investigated in order to aid biomarker development for early illness detection and inform the development of novel treatment approaches. Cortical oscillations are widely reported to be disturbed in the illness, and lend insight regarding the integrity of neural network activity related to perception and cognition (1). Core cognitive disturbances, such as impaired cognitive control, are associated with gamma (30–50 Hz) oscillatory impairments, and reflect the disrupted functioning of pyramidal cells and parvalbumin (PV) interneurons in schizophrenia (2–7). Electrophysiological measures such as electroencephalography (EEG) and magnetoencephalography (MEG) can index the entrainment of neural circuits to externally driven stimulation, eliciting a steady-state response that resonates at the stimulating frequency and is suggested to reflect the synchronization of endogenous oscillations (8). On the grounds of well-established auditory perceptual (9) and cortical (10) disturbances in schizophrenia, the auditory steady state response (ASSR) paradigm has emerged as a reliable tool for assessing the physiological (11–14) and pharmacological elements of gamma oscillatory disturbance in the illness (11, 15).

As our understanding of gamma dysfunctions has grown, there has been a push to investigate more detailed mechanics that describe how gamma oscillations act as part of a complex system. A crucial aspect of cortical oscillations that has received growing attention in schizophrenia research is phase-amplitude coupling (PAC). PAC is a form of crosstalk between different frequency oscillations, with the high-frequency amplitude being modulated by the phase of a lower frequency oscillation. In the human auditory cortex, PAC in response to passive and active auditory perception is primarily observed between theta (4–7 Hz) phase and gamma (30–50 Hz) amplitude (16–22). The physiological purpose of PAC is broadly thought to be enhanced neurocomputational capacity within and between networks in a metabolically efficient manner (23, 24), where coupling is regulated dynamically and at multiple spatial and temporal scales (25, 26).

Interestingly, in contrast with findings of decreased gamma band ASSR in schizophrenia (11), PAC during this paradigm appears to show no appreciable impairments in patients suggesting that there may be relative preservation of the physiologic mechanisms supporting PAC (17, 27). Kirihara and colleagues (27) investigated theta-gamma PAC during the 40-Hz ASSR in chronic schizophrenia patients and reported that despite reduced gamma phase coherence and increased theta amplitude in the patient group, there were no group differences in PAC strength. The lack of a discernable difference in theta-gamma PAC was recently corroborated by Hirano and colleagues (17) who reported no group differences but found strong left lateralized coupling in controls, but no lateralization was found in schizophrenia patients.

Given the importance of understanding the impairments and, indeed, the relative preservation of mechanisms supporting coordinated neural circuit activation in the illness, the current study further investigates this question and addresses a number of methodologic limitations of prior studies. The study by Kirihara and colleagues (27) limited their investigation to 40 Hz PAC, and so lacked any inference about frequency specificity in their findings. Our study addresses this limitation through examination of multiple stimulation frequencies (20, 30 and 40 Hz). In human adult subjects, ASSR evoked power at 40 Hz is maximal compared to 20 and 30 Hz (28, 29). In schizophrenia patients, while there is a deficit in 40 Hz ASSRs, 30 and 20 Hz ASSRs are mostly unaffected (30–32) with some exceptions (14, 33). By examining 20 and 30 Hz conditions, we are able to determine the frequency specificity of PAC in MEG-ASSR source estimates. Hirano and colleagues (17) examined only the baseline pre-ASSR stimulation period to prevent confounding PAC changes due to changes in power spectra caused by evoked activity (34), thus making any direct inferences regarding the active cortical entrainment period implausible. For this reason, we restricted our PAC analysis to the steady state portion of the trials, employed surrogate data and comparisons with the baseline period, as well as combined this approach with non-parametric statistics (35). To better evaluate source estimates of impairments in ASSR PAC, we additionally employed MEG which has a superior ability over EEG to separate cortical sources due to reduced spatial smearing associated with the measurement of magnetic rather than electrical fields (36). Compared to EEG, which is more sensitive to radial sources, MEG, which is more sensitive to tangential sources, is favorable for localizing the auditory cortex (37–39). Almost no studies to date have explored the changes in ASSR induced PAC over the illness course in schizophrenia patients. The lack of specificity of ASSR deficits to illness stage contrasts with the significant differences in neural signatures between early and chronic schizophrenia patients (40). Early-stage schizophrenia can be characterized by acute effects of NMDA-R hypofunctioning (40, 41), not evidenced in chronic schizophrenia patients, by means of a gradual shift in excitation/inhibition balance that implicates increased glutamatergic neurotransmission in early-onset patients (41, 42). Overall, increased glutamatergic metabolites in early schizophrenia (42) and decreased glutamatergic metabolites in chronic schizophrenia have been found (43). Thus far, most studies for gamma deficits in schizophrenia, by means of 40-Hz ASSR have focused on chronic schizophrenia, with very few examining the pattern of deficits in early-onset, first-episode patients or at-risk populations (8), and even fewer assessing PAC changes. This study aims to map the trajectory of PAC changes over the different illness phases by investigating both early and chronic phase schizophrenia patients.



Methods


Participants

We recruited N = 17 healthy controls (HC) (mean, 28.87 ± 5.98 years), N = 12 patients with early stage schizophrenia (EA) (mean, 27.5 ± 6.89 years), and N = 16 patients with chronic stage schizophrenia (CR) (mean, 33.63 ± 6.94 years). There are some preliminary findings which suggest that dysfunctions in neural oscillations and synchronization are present around the onset of schizophrenia but that prolonged medication usage might have varying effects (29). To address this question, we divided patients into early and chronic disease stages based on illness duration which have been proposed to more accurately capture the split between the critical but varied early stages of the disease and the point at which most patients have begun more steady treatment (early phase defined by ≤5 years of illness duration; and chronic, > 5 years) (44, 45). This study was carried out in accordance with the recommendations and approvals of the University of Texas Health Science Center at Houston Institutional Review Board. Written informed consent was given by all participants in accordance with the Declaration of Helsinki. Diagnoses were confirmed by Structured Clinical Interview for DSM-V Disorders. Further cognitive and clinical characterization included assessments of psychopathology using the Scale for the Assessment of Positive Symptoms (SAPS), the Scale for the Assessment of Negative Symptoms (SANS), the seven-point Clinical Global Impression (CGI) Scale, the Global Assessment Functioning (GAF), the Brief Assessment of Cognition Scale (BACS), and the Social Functioning Scale (SFS).



Task

Auditory click trains (1000 ms) were presented binaurally (ER-3A insert earphones, Etymotic Research, IL, USA) as 40 Hz, 30 Hz, or 20 Hz repetitions of 1 ms duration tones (1000 Hz) using E-Prime software (Psychological Software Tools, PA, USA). To ensure attentional engagement, participants were presented the click trains in the context of an Oddball paradigm with Standard (click train consisting of 1000 Hz tones) vs. Oddball (click train consisting of 2000 Hz tones) stimulus trials. We presented N = 100 trials (85 standard, 15 oddball) as 10 blocks of 10 trials/block. Oddball tone (2000 Hz) placement was randomly assigned across the total number of trials and did not follow a trial-by-trial order. At the end of each set of 10 trials participants were asked to indicate the number of oddball trials that were presented using a response box. Oddball trials were not included in the analyses. The click train conditions were presented sequentially (i.e., all 40 Hz, then all 30 Hz, then all 20 Hz) and counterbalanced across participants to reduce order effects. To reduce wandering gaze and head motion, we required participants to observe a fixation cross displayed at eye level on a monitor in front of them.



MEG and MRI Recording

Cortical signals were recorded using a 306-channel Elekta Neuromag TRIUX system, and digitally sampled at a rate of 1000 Hz. Head motion was monitored with continuous head position indicator (cHPI) coils co-registered with digitized fiducial points (nasion, bilateral pre-auricular points) and scalp contour. Eye movement was recorded by placing two bipolar electrode pairs to record vertical and horizontal electrooculogram (EOG). Structural MRI was recorded with a Phillips Ingenia 3T scanner using the following parameters: TR = 1630, TI = 0.8 s, TE = 2.48 ms, 8° flip angle (maximizing gray/white contrast), 256 × 256 × 224 acquisition matrixes, FOV = 205 × 205 mm2, 0.8-mm slice thickness, yielding isotropic 0.8-mm3 voxels.



MEG Pre-Processing

Our MATLAB and Python code is available at (https://github.com/NikMNclUth/MEG_CFC). MEG data was processed using the MNE Python toolbox (46, 47). To remove artifacts caused by external interference with the cortical field, we applied temporal signal space separation (TSSS) with a 10-s window (48–50). Bad channels were identified and marked prior to this to improve the accuracy of the estimation. Head motion was corrected by subtracting the information provided by cHPI monitoring. The TSSS corrected data were high pass filtered using a 0.1-Hz Butterworth filter, and then entered into extended-infomax independent components analysis (ICA) to identify and remove components representing EOG and electro-cardiogram (ECG) noise. For each stimulus condition, we created epochs of length −1500 to +1500 ms relative to the stimulus onset, and subtracted the mean of the baseline period from the post-stimulus data. Bad epochs were rejected if peak-to-peak amplitude was beyond reasonable limits for that channel type (>= 100e−12 fT for magnetometers and 4000e−13 fT/cm for gradiometers). A final manual inspection was then performed to review remaining bad epochs.



Source Localization

Using the FreeSurfer package (51, 52), we processed anatomical MRI images using an automatic procedure to obtain the cortical reconstruction (a high-resolution triangulation of the interface between the white and the gray matter) and the inner skull surface (53). We then co-registered the MEG data with the structural MRI by aligning the high-resolution Freesurfer surface model to the MEG data, guided by manually indicating where the fiducial points, digitized at the MEG acquisition, were located on the head surface data. We calculated the forward model using a single compartment boundary element model (BEM) and used the baseline period of the data (−1500 ms to 0 ms relative to the stimulus) to generate a noise covariance matrix. To generate the inverse operator, we defined a surface oriented source space with a depth-weighting coefficient of 0.8. We then estimated source space signals using the dynamic statistical parametric mapping (dSPM) method (54). Regions of interest (ROI) were determined based on the Desikan-Killiany atlas using Freesurfer labels for the combined region of bilateral transverse temporal cortex and superior temporal gyrus to focus the spatial information on the anatomical locus of the ASSR (55). See Figure 1. For group-level analysis, the “fsaverage” brain, a template brain model, provided by FreeSurfer (52) was morphed to each individual subject.




Figure 1 | Source Localization of the 40-Hz ASSR evoked data using dSPM. The source estimates are restricted to the anatomical label of bilateral transverse temporal cortex and superior temporal gyrus and remapped (morphed) onto the FreeSurfer average brain.





Time–Frequency Analysis

Oscillatory amplitude and inter-trial phase coherence (ITC) were estimated for the average signal across all sources in the functional label, using Morlet wavelets for the frequency range 1 to 60 Hz in a window of −1.5 to 1.5 s. The Morlet wavelets used are described in Equations 1A, B where i is the imaginary operator, f is the frequency in Hz, t is the time in seconds, σ is the width of the gaussian, and n is the number of cycles. For wavelet estimation we used n = 10 cycles at all values of f to prioritize frequency resolution. Amplitude estimates were baseline corrected by subtracting the average amplitude from the window of −1300 to −500 ms.





Equation 1. (A) Time–frequency amplitude estimates for linearly spaced frequencies between 1 and 60 Hz were generated by convolving the evoked time series data with Morlet wavelets. Here i is the imaginary operator, f represents the frequency of interest, t is the time in seconds, n is the number of cycles, and σ represents the width of the gaussian. (B) For a given wavelet the width of the gaussian used in (A) is equal to the number of cycles over the product of 2πf.



Phase-Amplitude Coupling

To estimate PAC we used the method described in Canolty et al. (56). In this approach the amplitude signal is multiplied by the exponent of the phase signal to create a complex composite signal. The mean vector length (MVL) is then derived from the modulus of the mean across trials (see Equation 2), where n is the total number of time points, t is the Nth time point, i represents the imaginary operator, and Ф is the phase angle in radians.



Equation 2. Phase amplitude coupling is estimated by measuring the mean vector over across the trial dimension at each sample in the time window and then averaging across the time dimension.

Coupling was estimated using Morlet wavelet transforms of the source time series for high frequencies (amplitude; fA) 13 to 60 Hz, and low frequencies (phase; fP) 4 to 12 Hz, using a width of 10 cycles and 1-Hz intervals between frequencies. In addressing frequency-time resolution tradeoffs due to the uncertainty principle, the common methods of devising the bandwidth for high-frequency vs. low-frequency filters (35, 56) suffer from an unequal trade-off between temporal and spectral resolution across bands (34, 57). The use of wavelets in place of conventional filtering offers greater invariance to signal length (58, 59) and addresses the problem of an unequal trade-off between resolutions by increasing the bandwidth of the filter as the peak frequency of the impulse response function increases (57). Coupling was estimated using the steady state portion of the trials (200 ms to 1000 ms) and separately for the baseline portion of the trials (−1300 to −500 ms). To reduce the bias produced by large trial-wise variations in amplitude, the fA signals were normalized using a min-max transform using the values between −1300 and +1300 ms, and the estimated coupling values were transformed to z-scores using the PAC values derived from a distribution of 250 surrogates. We generated surrogate time series by randomly permuting segments of the original signal and then performing the wavelet transform to measure the phase values (60).

For each stimulus condition, and hemisphere, significant instances of coupling were identified by performing a cluster-based permutation t-test (N = 5000 permutations) between the ASSR period and the baseline period using data concatenated across all three groups. The permutation test used routines from the Mass Univariate toolbox (61), employing a one-tailed test (ASSR > Baseline), family-wise error rate of 1%, and a cluster inclusion p-value threshold of 0.01. A cluster was included in the final analysis if its corrected p-value was less than 0.05. To gauge the extent to which the presence of non-sinusoidal oscillations might have biased coupling estimation we calculated the ratio of the time taken for an oscillatory peak to be reached from a trough relative to the time it took to reach a trough from a peak in the fP signals, termed the rise-decay ratio (35). We compared this between stimulation and baseline periods of coupling using a t-test Bonferroni corrected for multiple comparisons.



Statistical Analysis

Continuous demographic and clinical data were compared using univariate analysis of covariance (ANCOVA), with Bonferroni corrected post hoc tests, and controlling for age. Since the lowest group count for gender was less than five, differences in gender distribution were tested using Fisher’s exact test. Amplitude and phase-locking data were analyzed separately for each condition using a mixed design ANCOVA (between-group factors of group, within-group factor of hemisphere) controlling for participant age. We used age as a covariate to control for developmental effects on ASSR gamma synchronization (62), and differences in symptomology based on the age of onset (63–65). The distribution of genders by group is described in the results section. We did not covary for gender due to the uneven distribution and analytical power limitations.

We compared significant PAC clusters between groups using an aligned rank transform Multivariate ANCOVA (66) with a between subjects factor of group and age as a covariate. We used Spearman’s rank correlation coefficient (Spearman’s Rho) to measure any remaining influence of signal amplitude (for fA and fP signals) on PAC strength. Significance across all tests was defined as p <= 0.05.




Results


Demographic and Clinical Information

Demographic and clinical information are summarized in Table 1. Groups were not matched on age (F (2, 41) = 3.48, p = 0.04, η2 = 0.15); the post hoc follow-up to our ANOVA revealed that CR were typically older than EA (mean difference = 6.13 years, p = 0.05) but not HC, and that HC and EA were not different. This particular pattern is to be expected based on the illness duration associated with respective staging (early, younger vs. chronic, older). Gender was not equally distributed between groups (HC: 9 males, 8 females; EA: 12 males, 0 females; CR: 13 males, 3 females; Fisher’s exact test p = 0.012). In our EA group, all 12 patients reported currently taking antipsychotic medication (1 typical, 11 atypical), and 4 patients reported concurrently taking additional medications (3 on antidepressants, 1 on benzodiazepine). In the CR group, 13 patients reported currently taking antipsychotics (3 typical, 10 atypical). Six patients within the CR group reported concurrently taking other medications (5 on antidepressants, 1 on both benzodiazepine and antidepressant). Total BACS showed a main effect of group (F(3, 40) = 8.5, p < 0.001, η2 = 0.11) with no effect of age. Post hoc follow-up indicated both patient groups (EA and CR) having significantly lower BACS scores relative to HC (EA: p = 0.31; CR: p < 0.001) but were not significantly different from each other. Patient groups did not differ significantly on SANS (F(2, 22) = 0.49, p = 0.61, η2 = 0.043), or SAPS (F(2, 18) = 0.69, p = 0.51, η2 = 0.07).


Table 1 | Demographic and clinical information.





Phase-Amplitude Coupling

Cluster analysis revealed three significant patterns of stimulus-related coupling (ASSR > Baseline) between gamma amplitudes (33 Hz to 49 Hz) and delta (4 Hz, cluster mass = 19.74, p = 0.02), theta (6 Hz, cluster mass = 20.94, p = 0.03) and alpha phase (10 Hz, cluster mass = 43.7, p = 0.005) within the right hemisphere source for the 40-Hz entrainment condition. There were no significant clusters for the 30- or 20-Hz conditions (see Supplement 1). Using Pillai’s trace there was no significant effects of group membership on cluster coupling strength (V = 0.152, F(6,78) = 1.07, p = 0.39, η2 = 0.07). As a follow-up, we also investigated coupling properties in the baseline period and the difference between ASSR and baseline coupling strength to determine whether any differences in functional activation in response to entrainment might be present. Pillai’s trace revealed that there was a significant main effect of group on coupling strength (V = 0.36, F(6,78) = 2.85, p = 0.014, η2 = 0.18). Univariate follow-up tests revealed that there was a significant effect of group for the theta-gamma (F (2, 40) = 3.77, p = 0.032, η2 = 0.16) and alpha-gamma (F (2, 40) = 5.32, p = 0.009, η2 = 0.21) coupling driving the multivariate test results. Post hoc pairwise comparisons for the univariate tests demonstrated that for theta-gamma coupling there was a marginal increase in baseline coupling strength in the chronic illness group relative to the control group that did not achieve statistical significance (p = 0.054). In addition alpha-gamma coupling in the baseline period was significantly higher in the early illness group than in healthy controls (p = 0.008).To account for potential inflation of the type one error rate by the use of multiple univariate tests we performed a complimentary discriminant analysis, which revealed two discriminant functions. The first explained 62.4% of the variance (canonical R2 = 0.46), while the second explained 37.6% of the variance (canonical R2 = 0.37). Both functions were able to significantly differentiate the treatment groups (combined functions: Λ = 0.68, χ2 (6) = 15.71, p = 0.015; removal of the first function: Λ = 0.86, χ2 (2) = 6.07, p = 0.048). By correlating the outcomes with the discriminant functions we identified that theta-gamma coupling loaded more strongly onto the first function (r = 0.97), whereas alpha-gamma and delta-gamma coupling were loaded more highly onto the second function (ag: r = 0.862; dg: r = 0.29). The relationship of our functions to the group centroids (see Supplement 1) showed that function 1 discriminated the control group from the early and chronic illness groups, while function 2 discriminated the early illness group from the control and chronic illness groups. The pattern of group discrimination for the two functions supports the trend seen in the univariate ANOVA post hoc tests. When evaluating the resulting differences in PAC between conditions (ASSR-BL) Pillai’s trace did not demonstrate a significant effect of group membership for change in PAC strength between states (V = 0.08, F (6, 78) = 0.51, p = 0.79, η2 = 0.04).

Across all subjects there was a significant positive correlation between baseline PAC and high-frequency oscillation amplitude for the alpha-gamma coupling (r = 0.38, p = 0.01), as well as for low-frequency oscillation amplitude (r = 0.42, p = 0.004). Stimulus period PAC was not correlated with high- or low-frequency oscillation amplitudes. When this was tested at the individual group level we found that there was a significant positive correlation between alpha PAC and high-frequency oscillation amplitude in both the baseline (r = 0.64, p = 0.006) and stimulation periods (r = 0.72, p = 0.001) for healthy controls. There was no relationship between PAC and high-frequency oscillation amplitude for either patient group. There was no relationship between PAC and low-frequency oscillation amplitude for any of the groups. Our analysis of the rise-decay ratios for each low-frequency oscillation demonstrated that there was no significant differences in the presence of sinusoidal waveforms between the baseline and stimulus conditions (Figures 2–4).




Figure 2 | (Top) Right hemisphere Phase-amplitude coupling T-maps demonstrating differences between stimulation and baseline periods of the trial, with subjects pooled across groups. (Bottom) Right hemisphere PAC compared between groups.






Figure 3 | (Top) Left hemisphere Phase-amplitude coupling T-maps demonstrating differences between stimulation and baseline periods of the trial, with subjects pooled across groups. (Bottom) Left hemisphere PAC compared between groups.






Figure 4 | Data visualization of cluster PAC information created using the PlotsOfData web app for data visualization (67). **Denotes significance at p < .05.





Wavelet Analysis

In the 40-Hz condition, there was a significant interaction between group and hemisphere for 40 Hz amplitude (F(2, 40) = 4.08, p = 0.02, η2 = 0.17) (see Figure 5). Post hoc comparisons between left and right hemispheres on a per-group basis highlighted that there was a significantly greater right hemispheric power relative to left in HC (difference: 5.41 Uv ± 1.45 Uv; p = 0.001) but that this lateralization did not extend to EA and CR groups (EA difference: 1.01 Uv ± 1.7 Uv, p = 0.56; CR difference: −0.32 Uv ± 1.51 Uv, p = 0.83). Post-hoc comparisons between groups within each hemisphere highlighted a trend towards significantly elevated gamma power in the right hemisphere for the HC group relative to both the EA (difference: 4.97 Uv ± 2.1 Uv, p = 0.07) and CR groups (difference: 4.91 Uv ± 2.05 Uv, p = 0.06), but with no significant differences between the EA and CR groups. Analogous comparisons within the left hemisphere failed to find any significant differences between groups. A similar qualitative pattern occurred in the 40-Hz phase locking data; however, there were no significant effects or interactions. Amplitude and ITC data for the 30- and 20-Hz conditions also showed no main effects or interactions (see Supplements 2 and 3).




Figure 5 | (A) Time–frequency plots of left and right auditory cortical 40 Hz ASSR amplitude. (B) 40 Hz evoked amplitude across groups.





Clinical Correlations

Based on the direction of our group findings we performed post hoc Spearman’s correlations to understand how variability in the severity of the illness, using the BACS and GAF scores, respectively, affected the distribution of our amplitude and PAC data. We corrected for multiple comparisons using an adjusted alpha value of 0.025. There were no significant correlations between PAC values or amplitude values with BACS or GAF scores.




Discussion

Disturbances in gamma oscillations are considered to be a core feature of the pathophysiology that affects sensory and cognitive processing in schizophrenia. Investigations of gamma oscillations and PAC describe an interaction between multiple networks with different spatial profiles (68–71) where one network acts to rhythmically shift the membrane potential in the neurons that regulate local gamma oscillations (69, 72). The functional purpose of this interaction is believed to be the enhancement of neurocomputational efficiency via dynamic modulation of interneuron activity in a context dependent fashion. In the primate auditory cortex, there is evidence of theta/gamma PAC serving to optimize the processing of rhythmic inputs (73). In the context of schizophrenia therapeutics, it is pertinent to consider that focusing narrowly on the restoration of gamma oscillations without regard to their interactions with lower frequency activity may be insufficient to improve cognitive function. Previous studies of PAC in schizophrenia have reported a relative sparing of PAC relative to healthy controls (17, 27). However these studies are low in number and due to the methodological differences, it is difficult to conclude on findings.

Our aim was to study source localized PAC in the auditory cortex in schizophrenia patients at early and chronic stages of the disease to investigate the influences of disease progression and medication on PAC. Our findings were consistent with previous reports demonstrating an apparent sparing of ASSR-related PAC in patients at both early and chronic stages of the illness, in contrast with impaired cortical gamma oscillation amplitudes and phase coherence. The distinction between the main effects of pathology on neurophysiological processes supports the notion that the generation and modulation of gamma oscillations are related to distinct circuitry, which appears to be differentially affected by schizophrenia neuropathology.

Although it is possible to relate the contrast between ASSR power and PAC findings in the auditory cortex to potential nuances of pathophysiology, it is necessary to consider the component processes. In particular, it will be useful to establish generators for the low- and high-frequency oscillations that are functionally relevant to the auditory cortex. The generators of low-frequency oscillations, especially theta rhythms are associated with somatostatin (SST)-expressing (74) and multipolar bursting-type GABA interneurons (75). The interaction between SST and pyramidal neurons may be responsible for impaired theta frequency activity found in schizophrenia patients (10) and could be implicated in impaired auditory N100 and MMN generation (10, 76). More recently, a MEG study found some evidence for theta oscillations to be involved in the generation of early signatures of auditory prediction error (77). For gamma oscillations, the evidence is plenty and points to impairments in synchrony within auditory pyramidal–parvalbumin (PV) neuron circuits (10, 78). Despite evidence of the individual components involved in PAC being dysfunctional in schizophrenia, it is possible that the mechanisms governing the interaction between these neural generators could be intact in the disease. Further study will be necessary to elucidate the cellular mechanisms that may remain intact and support coupling, even in the face of disturbed mechanisms that lead to impairments in the respective coupled rhythms.

The gap in our understanding of specific low-level aspects of PAC mechanisms means that conclusions regarding intact PAC in schizophrenia will need to be qualified by further considerations, such as regional specificity and task demands. PAC impairments may be altered in other cortical regions or in the context of active demands (79–81). Future studies could systematically vary cortical regions and task demands to elucidate this issue.

Our analysis of the evoked ASSR properties support previous findings of a reduction in right hemisphere lateralization of gamma power (82, 83). The right auditory cortex may be more responsive to pitch processing and sound periodicity as found by several imaging and lesion studies (84, 85). Interestingly, it has been reported that schizophrenia patients show pitch-change detection deficits (83), which extends to findings of poorer auditory perception in schizophrenia (10, 83, 86), and imply an absence of appropriate task-related neural activation (82). As described above, schizophrenia pathophysiology may involve diminished or reversed brain asymmetry neuroanatomically and neurophysiologically (87).

In theoretical models of PAC, the strength of PAC reflects the network activity regulating modulation at the point of measurement (in this case the auditory cortex), which is scaled relative to the information flow necessary for an operation to function (88). In a recent comprehensive investigation of whole brain connectivity patterns in schizophrenia, Vergara and colleagues (89) noted a reduction in global connectivity strength, as well as increased randomness (and lower connectivity) between cognitive and sensory domains in patients relative to controls. The mixture of findings from structural (10), functional (89, 90), and neurophysiological (15, 91) studies in schizophrenia suggests that findings of intact PAC with the ASSR may be due to the paradigm being insufficiently sensitive to actual functional impairments under more ecological conditions. While the ASSR can be modulated by attention (92), it is largely a passive response to an external periodically driven stimulus, whereas working memory tasks require more active engagement and engage endogenously generated oscillatory dynamics. In our experiment, we couched our stimulus presentation in the context of an oddball-counting task in attempts to control for attentional effects across conditions and groups. Thus, while attention was engaged, it was not the focus of investigation and the oscillatory dynamics were primarily driven exogenously (as evidenced by the entrained response being closely aligned with the driving frequency). Accordingly, the differences in endogenous vs. exogenous origins of oscillations, task demands and associated cortical regions, may all contribute to whether cross-frequency coupling is impaired or intact. To elucidate the functional and spatial profile of cross-frequency coupling in schizophrenia, future studies could systematically manipulate task demands across sensory and cognitive domains and include both passive and active elicitation of oscillatory dynamics.


Strengths and Limitations

Relative to previous studies our experimental approach provides an improved spatial and spectral resolution with which to study sensory gamma PAC in schizophrenia. The reduction of spatial smearing compared to EEG (36) improves the accuracy with which local estimations of time frequency resolved power and phase can be estimated. In particular, the ability to accurately derive the phasic properties of oscillations is important for avoiding spurious coupling estimates, where the extent of the coupling is inflated by irregular patterns in the signal that can distort the derivation of the phase or amplitude time series.

In this study we chose to apply the mean vector length (MVL) method (56) to estimate PAC as it would produce findings that were directly comparable with the study by Kirihara and colleagues (27). The estimation of PAC using the MVL approach measures the uniformity of vector points around zero, where deviation (long vector length) equates to phasic modulation of the amplitude (93). While this makes for a sensitive measure of detecting coupling that is robust to random noise; it is also sensitive to the absolute amplitude of high-frequency signal (35, 93, 94). To combat this we followed guidelines for appropriate estimation of PAC described in Seymour et al. (35), which emphasizes a need for both surrogate and baseline correction when possible. In the baseline period, we observed a trend for greater PAC strength in patients relative to controls that was also positively correlated with the amplitude of the low- and high-frequency time series signals. Both patient groups demonstrated potential signal to noise ratio declines relative to the control group; however, due to their strict occurrence within the baseline period they are unlikely to represent a confounding factor in the outcome of our analysis.

The study has a few limitations, including the subjects recruited, that had modest sample sizes and some gender imbalance across the groups. Although schizophrenia disproportionately affects males there is evidence of gender differences in neural activity associated with gamma oscillations (95) that should be considered in a larger, more representative study sample. In a similar vein, the effects of medication over time might contribute to a greater proportion of the variance than the current design is powered to systematically investigate.



Conclusion

In this study, we investigated the hierarchical organization of gamma oscillations within the auditory cortex of patients with schizophrenia. Our findings are consistent with previous reports of intact cross-frequency coupling and further demonstrated that this pattern is present in both early and chronic stages of the illness. We believe that PAC should continue to be explored as a biomarker for schizophrenia due to its ability to index a component of oscillatory dynamics distinct from the basic mechanisms of those enabling high-frequency cortical oscillations and potential for tracking and predicting functional outcome. Future studies will more systematically investigate the differential impacts and interactions of task, cortical region, and illness phase (spanning prodromal to chronic and late phase illness).
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Although “simple” mismatch negativity (sMMN) to stimulus parameter changes is robustly reduced in long-term schizophrenia (Sz), it is much less reduced in individuals at their first psychotic episode in the schizophrenia-spectrum (FESz). “Complex” MMN (cMMN) reflecting pre-attentive acoustic pattern analysis is also markedly reduced in Sz, but is little studied in FESz. The computational complexity of pattern analysis reflected in cMMN may more greatly stress auditory processing, providing a more sensitive measure of auditory processing deficits at first break. If so, cMMN would provide information about the underlying pathophysiology early in disease course, and may serve as a biomarker for pathology in the Sz prodrome. Twenty-two FESz individuals were compared to 22 volunteer healthy controls (HC) on sMMN and cMMN tasks. For sMMN, pitch- and duration-deviants were presented among standard repetitive tones. For cMMN, repeated groups of 3 identical tones were presented with occasional (14%) groups including an extra identical 4th tone deviant. FESz did not show reductions of pitch-deviant (Cohen's d = 0.08) or duration-deviant MMNs (d =-0.02), but showed large reduction in extra-tone cMMN (d = 0.83). Reduced cMMN was associated with poor social functioning. Reduction in cMMN but not in sMMNs in FESz suggests impairments in late perceptual pattern processing. cMMN is sensitive to subtle pathology and functioning early in disease course which may, in turn, impact social functioning. Future studies in clinical high risk individuals are needed to determine whether this putative biomarker of disease presence is sensitive to the prodromal stage of schizophrenia.
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Introduction

The auditory mismatch negativity (MMN), a neurophysiological measure related to automatic deviance detection, has engendered much research in clinical neuroscience to understand the basic pathophysiology of schizophrenia due to its severe impairment in long-term schizophrenia (Sz). The MMN elicited by infrequent changes in acoustic parameters, such as pitch-deviants (pMMN) and duration-deviants (dMMN), show effect sizes (Cohen's d) in Sz between 0.8 and 1.2 (1, 2). However, this simple parameter MMN (sMMN) is not as reduced in individuals at their first episode of schizophrenia (FESz) (3–6). Recent meta-analyses suggest a dMMN effect size in FESz of 0.4 to 0.5 (2, 7) (which dropped to 0.36 when only studies that matched premorbid IQ or education were included) and a negligible effect size for pMMN of <0.04. Thus, sMMN does not appear to be as sensitive to the pathophysiology early in disease course as it is in later stages.

Like in FESz, sMMN reductions have been, at best, equivocal in clinical high risk for psychosis (CHR) individuals and in truly prodromal individuals within the CHR state. Despite some promising reports of greater dMMN reductions in CHR individuals that converted to psychosis (8, 9), replication has been difficult. For example, Patricia Michie's group originally reported smaller dMMN in a group of 6 CHR individuals that later transitioned to psychosis (10), but recently reported no dMMN reduction in 7 CHR individuals who transitioned to psychosis; in fact those who transitioned to psychosis evinced larger dMMN than those that did not (11). There have also been reports of dMMN being larger in CHR individuals, e.g., (12), although these were very young individuals. In Erickson et al's meta-analysis (2), CHR studies showed an effect size of d = 0.4, again a relatively small effect, with close to chance probability that a CHR individual selected at random would show a MMN worse than the healthy mean (61%).

Thus, sMMN reductions appear to be smaller in early psychosis. Given that sMMN is quite reduced in long-term illness, is related to the underlying circuit pathophysiology (13), and shows progressive reductions after psychosis onset that correlate with longitudinal gray matter loss (5), it is presumed that such auditory pathophysiology is present to a lesser degree early in the psychosis course and prior to the emergence of psychosis. If so, a more computationally-demanding MMN measure may be sensitive to this subtle early disease course pathophysiology. While different etiologies with different pathophysiology may be related to the symptom heterogeneity in schizophrenia at first episode, nearly all patients will show MMN reduction after a few years of psychosis (5). In that most FESz individuals have little sMMN reduction at first episode but develop deficits with disease course, there appears to be a common auditory pathology associated with sMMN across possible differential etiologies. If so, it is possible that a variation of the standard mismatch task may reveal subtle pathology to which sMMN is insensitive.

Healthy individuals produce MMN to a variety of deviants in complex patterns (hereby referred to as complex MMN; cMMN) including descending-pitch tone pairs among standard ascending-pitch tone pairs (14–19), repeated tones among a pattern of alternating tones (20), rules that predict the duration or pitch of the next tone (21), missing tones in groups of identical tones (22), and extra tones that were identical to the other tones in a group (23), among other patterns. Rather than relying on an infrequent physical change among frequent identical sounds, cMMN depends on the abstraction of some sort of pattern rule. Complex auditory pattern tasks may elicit a later deviance-related negativity (i.e., cMMN) than the sMMN. Several studies have reported multiple MMNs, including the late cMMN, in response to a complex pattern deviant (24–28). We hypothesize that the later, presumably more computationally-demanding cMMN is impacted earlier in psychotic disease course.

Complex auditory pattern analysis and cMMN have been examined in long-term illness. Alain et al (20) found no significant difference in cMMN to a repeat deviant in long-term schizophrenia, although there was a trend-level group difference when the nose electrode was used as the reference. The cMMN to a missing tone on a gestalt grouping task was significantly reduced in long-term schizophrenia (29) and in early-course schizophrenia (30). The cMMN to infrequent extra tones in a gestalt grouping task is reduced in long-term schizophrenia (23). Descending pitch deviants among ascending pitch paired tones produced a smaller cMMN in those with long-term schizophrenia (31). The cMMN to tones that violate an ascending pitch pattern, and to tones that violate a musical scale pattern are reduced in schizophrenia (32). Thus, like sMMN, cMMN appears to be robustly reduced in long-term schizophrenia. However, cMMN tends to have a longer rather than later latency than sMMN, the similarities and differences in neural substrate between sMMN and cMMN are not known, and it has rarely been examined in close proximity to the emergence of psychosis (at first episode or earlier).

Having validated complex auditory pattern protocols as eliciting reduced cMMN in long-term illness, we have begun testing them in FESz individuals. Although descending pitch deviants among ascending pitch paired tones showed reduced cMMN in long-term schizophrenia, tone-pair cMMN was within normal limits in FESz (31). In the current study, we measured MMN to violations in an extra-tone gestalt grouping rule in SZ and in FESz, modified from a protocol validated to elicit reduced cMMN in Sz (23). Further, sMMN (pMMN and dMMN) were examined to compare effect sizes between various paradigms.

Although sMMN may not be highly sensitive to pathophysiology in early disease course, functional decline spans several domains (and predates the onset of overt psychosis). Keshavan and colleagues (personal communication, November 18, 2016)1 coined the acronym CLAASSIC for this progression, representing deficits first in Cognition and Learning, then problems in Affect and increased Anxiety, followed by Social deficits, and finally a progression from Subthreshold to Intermittent to Chronic psychotic symptoms. Similarly, Cornblatt et al. (33) coined the acronym CASIS for a progression of Cognitive deficits followed by Affective disturbance, Social dysfunction, increased Isolation, and finally increasing School and work impairments. Cornblatt et al (34) reported that social and role functioning were more impaired individuals later transitioning to psychosis compared to individuals that did not transition to psychosis. Thus, in addition to examination of cMMN amplitudes in FESz, we examined the degree to which cMMN reductions correlated with social deficits at first clinical contact.



Methods


Participants

Twenty-two FESz recruited from consecutive admissions to Western Psychiatric Institute and Clinic (WPIC) inpatient and outpatient services were compared with 22 healthy controls (HC). Fourteen FESz were diagnosed with schizophrenia (paranoid = 11, undifferentiated = 3), 2 with schizoaffective disorder (depressed subtype), 5 with psychotic disorder NOS, and 1 with schizophreniform disorder. FESz participated within two months of their first clinical contact for a first episode of psychosis, and had less than 2 months of lifetime antipsychotic medication exposure. Five FESz (22.7%) were unmedicated.

All subjects had normal hearing as assessed by audiometry, at least nine years of schooling, and an estimated IQ over 85. None of the participants had a history of concussion or head injury with sequelae, history of alcohol or drug addiction, detox in the last 5 years, or neurological comorbidity. Groups were matched for age, gender, premorbid estimates of intelligence based on the Wechsler Abbreviated Scale of Intelligence (WASI) IQ, and parental socioeconomic status. The 4-factor Hollingshead Scale was used to measure socioeconomic status (SES) in participants and in their parents. FESz evinced trend-level lower SES than HC, consistent with social and occupational impairment as a disease consequence (see Table 1 for demographic measures). All participants provided informed consent, and were paid for participation. All procedures were approved by the University of Pittsburgh IRB.


Table 1 | Demographic and clinical information.




Diagnostic Assessments

Diagnosis was based on the Structured Clinical Interview for DSM-IV (SCID-P). Symptoms were rated using the Positive and Negative Symptom Scale (PANSS), Scale for Assessment of Positive Symptoms (SAPS), and Scale for Assessment of Negative Symptoms (SANS). All tests were conducted by an expert diagnostician (see Table 1 for clinical measures).



Neuropsychological Tests

All participants completed the MATRICS Cognitive Consensus Battery and the WASI. Social functioning was assessed with the Global Assessment Scale (GAS), Global Functioning: Social and Role scales (GF:S, GF:R), the brief UCSD Performance-based Skills Assessment (UPSA-B) and the Social Functioning Scales (SFS, see Table 2 for neuropsychological test and social functioning scores).


Table 2 | Neuropsychological and social functioning measures.






Procedure

EEG was collected while subjects underwent two passive auditory tasks. Stimuli were generated with Tone Generator (NCH Software), and presented in Presentation (Neurobehavioral Systems, Inc.). Binaural auditory stimuli were presented at 80 dB using Etymotic 3A insert earphones, with loudness confirmed with a sound meter. Participants watched a silent nature video while tones were played over earphones. They were asked to concentrate on the movie and ignore the tones.



Stimuli


Simple MMN

Stimuli comprised a standard tone (1 kHz, 50 msec duration, 5 msec rise/fall), a pitch deviant (1.2 kHz, 50 msec duration, 5 msec rise/fall), and a duration deviant (1 kHz, 100 msec duration, 5 msec rise/fall), presented with a stimulus onset asynchrony of 330 msec. A total of 1600 tones were presented, including 1,280 standards (80%), 160 pitch deviants (10%), and 160 duration deviants (10%).



Complex MMN

Temporal proximity was used to form discrete groups of tones, with a SOA within groups of 330 msec and an inter-trial interval of 750 msec. A total of 350 groups were presented. The standard group consisted of 3 identical tones (300 groups, 1 kHz, 50 msec duration, 5 msec rise/fall, identical to the standard tone in the simple MMN task). The deviant groups (50 groups, 14.3%) contained an additional fourth identical tone, and never immediately followed one another.




EEG Recording

EEG was recorded from a custom 72 channel Active2 high impedance system (BioSemi), comprising 70 scalp sites including the mastoids, 1 nose reference electrode, and 1 electrode below the right eye. The EEG amplifier bandpass was DC to 104Hz (24 dB/octave rolloff) digitized at 512Hz, referenced to a common mode sense site (near PO1).



MMN Analysis

Processing was done off-line with EEGLAB (37) and BrainVision Analyzer2 (Brain Products GMBH). First, using EEGLAB, EEG was filtered at 0.5 Hz to remove DC drifts and skin potentials. Data were visually examined and any channels with excessive noise were interpolated. AMICA was used to remove one vertical and one horizontal EOG component.

Following pre-processing in EEGLAB, event-related potentials were processed using BrainVision Analyzer2. Data were low-pass filtered at 20 Hz to remove muscle and other high frequency artifact, and rereferenced to averaged mastoids.


Simple MMN

Epochs of 350 msec, including a 50 msec prestimulus baseline, were extracted to deviant tones, and the standard tones preceding a deviant. Epochs were DC detrended between the first and last 50 msec, baseline corrected, and subsequently rejected if any site contained activity ±50 μV. Averages were constructed for the standard tones preceding a deviant, pitch deviants, and duration deviants. Pitch MMN (pMMN) was visualized by subtracting the standard average from the pitch deviant average. Duration MMN (dMMN) was visualized by subtracting the standard average from the duration deviant average. MMN was measured by detection of the peak MMN at FCz in the group grand averages, and voltage then averaged over a 25 msec window centered on that latency for each individual at 6 frontocentral sites (F1, Fz, F2, FC1, FCz, FC2) where cMMN was largest (pMMN: FESz 95–120 msec; HC(FE) 95–120 msec; Sz 95–120 msec; HC(Sz) 97–122 msec, dMMN: FESz 158–183 msec; HC(FE) 162–187 msec; Sz 168–193 msec; HC(Sz) 156–181 msec).



Complex MMN

Epochs of 750 msec were extracted, including a 100 msec prestimulus baseline. All epochs were DC detrended between the first and last 50 msec, baseline corrected, and subsequently rejected if any site contained activity ±50μV. Averages were constructed for the standard group last tones and the deviant group extra tones. cMMN was visualized by subtracting the standard group ending tone average from the deviant extra fourth tone average. MMN was measured by detection of the peak latency of the late cMMN at FCz in the group grand averages, and voltage then averaged over a 25 msec window centered on peak latency for each individual at the 6 frontocentral sites. Due to the apparent early and late MMNs, two time periods were analyzed; early cMMN (130–155 msec for all groups), and late cMMN (430–455 msec for all groups).




Analyses

Group demographics and neuropsychological scores were compared using t-tests and chi-squared tests where appropriate. MMN analyses utilized repeated-measures ANOVA, with group (FESz, HC) as the between subjects factor, and electrode chain (F or FC) and site (left, central, or right) as within subjects factors. The Huynh-Feldt epsilon was used to correct for potential violations of sphericity of the site factor. Effect sizes were calculated as Cohen's d at FCz, the difference between the group means expressed in pooled standard deviations. Two-tailed Spearman's correlations were used to examine relationships between MMN at FCz and demographic, clinical, and neuropsychological items. Values are reported as Mean ± SD. Significance was attained at p < .05.




Results


Simple MMN

pMMN was not reduced in FESz (F1,42 = 0.2, p = .657, Figure 1). No other main effects or any interactions were significant. The effect size d for pMMN at FCz was 0.08 SD (See Table 3 for individual site voltages).




Figure 1 | Pitch deviant mismatch negativity (MMN) in first psychotic episode in the schizophrenia-spectrum (FESz) and healthy control (HC) (arrow). Note that FESz are well within the normal range in pMMN at the group level.




Table 3 | Simple mismatch negativity (sMMN) and complex MMN (cMMN) values.



dMMN was not reduced in FESz (F1,42 = 0.001, p = .976, Figure 2). dMMN was marginally larger along the FC chain than the F chain (F1,42 = 3.62, p = .064) and this distribution did not differ between groups. dMMN was larger at center and right sites than the left (F2,84 = 8.93, p = .001, ϵ = 0.80) and this distribution did not differ between groups. No remaining interactions were significant. The effect size d for dMMN at FCz was -0.02 SD, indicating FESz were larger than HC, albeit non-meaningfully (See Table 3 for individual site voltages).




Figure 2 | Duration deviant mismatch negativity (MMN) in first psychotic episode in the schizophrenia-spectrum (FESz) and healthy control (HC) (arrow). Note that FESz are well within the normal range in pMMN at the group level.





Extra-Tone Complex MMNs

The early cMMN was not different between groups (p > .2) and will not be discussed further. Unlike pMMN and dMMN, which were not reduced, late cMMN (henceforth referred to as cMMN) was significantly impaired in FESz (FESz: -0.1 μV, HCFE: -1.2 μV. F1,42 = 6.2, p = .016. Figure 3. See Table 3 for site voltages). The Cohen's d for group differences at FCz was 0.82 SD. No other main effects or interactions were significant.




Figure 3 | Extra tone gestalt grouping rule complex mismatch negativity (MMN) in first psychotic episode in the schizophrenia-spectrum (FESz) and healthy control (HC). Note the lack of late cMMN in FESz (arrow).





Neuropsychological and Clinical Correlations

There were no significant correlations in FESz between cMMN amplitudes and WASI or MATRICS composite scores. Likewise, there were no significant correlations with PANSS total scores or positive, negative, or thought disorder factor scores. Among social functioning measures, larger cMMN was associated with higher SFS independence-performance scaled scores (r = -.54, p = .009, Figure 4). cMMN was uncorrelated with duration of untreated psychosis (DUP).




Figure 4 | Correlation of complex mismatch negativity (cMMN) with Social Functioning Scales Independence-performance scaled scores. Independence-performance measures the use an attained skill for successful social functioning. Hence, lower scores indicate the failure to use an available skill, rather than a lack of social skills per se. Note that among first psychotic episode in the schizophrenia-spectrum (FESz) smaller cMMN is a reliable index of a failure to successfully utilize one's full set of social skills. Note: cMMN measured from FCz.






Discussion

In this sample of individuals at first contact with psychiatric services for psychosis, with only a short course of antipsychotic medication, sMMN was not reduced at the group level, with a small effect size for both pMMN (d =0.08) and dMMN (d =-0.02). By contrast, the later cMMN to a pattern deviant, in this case an extra 4th tone among groups of 3 tones, revealed a significant and large deficit (d =0.82). Thus, the results are consistent with the hypothesis that the increased computational demand of pattern processing as reflected in cMMN by contrast with the relatively easily discriminable physical parameter changes eliciting sMMN is more sensitive to the earlier and more subtle pathophysiology during the early course of the progressive pathology in schizophrenia. Although the exact neural correlates of the cMMN are unknown, it is assumed the same circuits process novelty for sMMN and cMMN within the prediction error scheme (38), and likely rely on the same NMDAr mediated circuit plasticity (39). This may be a promising framework for development of a biological circuit-based approach to new pharmacologic interventions, but the present data do not allow extrapolation to the circuit or synaptic level. Future source-resolved human studies and invasive animal work may shed light on the regional and circuit similarities and differences in the cortical substrate of cMMN and sMMN.

cMMN was not significantly different from zero in FESz. Hence, it is not entirely clear if correlations are valid, in the sense that the cMMN may only reflect neurophysiological noise. However, FESz did show a range of cMMN amplitudes (Figure 4), and those with larger cMMN tended to have better utilization of social skill sets. While cMMN has not been correlated with social functioning in FESz previously, we have shown that cMMN correlated with emotional withdrawal, poor attention, and lack of spontaneity and flow of conversation in long term schizophrenia (23). The strong association between reduced cMMN and impaired utilization of available social skills is consistent with the original reports of reduced social functioning being associated with dMMN in long term schizophrenia, e.g., (40). Still, given the relatively restricted range of cMMN this finding would need to be replicated and investigated further for meaningful interpretation.

The fact that cMMN was not significantly different from zero in FESz argues strongly for its utility as a biomarker of disease presence. This is even more compelling in the context of an essentially normal pMMN and dMMN in the same FESz subjects that showed a markedly impaired cMMN. Thus, it appears that pattern-deviance tasks that necessitate a higher level of processing may be more sensitive to subtle auditory cortex pathology than relatively simple changes in a single acoustic feature. One might speculate that the degree of pathology needed to impair detection of pure tone differences is rather substantial. cMMN appears to be sensitive to more modest pathology. Future studies should compare first episode schizophrenia-spectrum to affective-spectrum individuals to determine the specificity of the cMMN deficit on this task.

Although CHR individuals were not tested, we suggest a measure with a large deficit in FESz may be useful for investigation of CHR individuals. While all CHR individuals may show general auditory pathology, it is possible that the cMMN deficits emerge only in those that are in the true prodrome to schizophrenia. While no single test is likely to be diagnostic, the extra tone cMMN appears to be an important tool that when used in conjunction with other biological, neuropsychological, and clinical measures can provide an objective indication of risk for transition to psychosis. It is important to note that most “risk calculators” for transition to psychosis and studies of factors predisposing to eventual conversion are based on clinical and psychological rather than biological aspects of presentation. For example, Cannon et al. (41) found 5 factors contributed to risk for transition to psychosis: genetic risk with deterioration in functioning, greater paranoia and unusual thought content, worse social functioning, and a history of substance abuse. Cannon et al. (42) reported that greater paranoia and unusual thought content, greater decline in social functioning, poor verbal learning and memory, slow speed of processing, and younger age at clinical contact contributed to risk for transition to psychosis. Ruhrmann et al. (43) developed a prediction model based on schizotypal disorder, positive symptoms, bizarre thinking, sleep disturbances, decline in social functioning in the last year, and years of education. Fusar-Poli et al. (44) have developed an online calculator for the transition to psychosis among individuals accessing secondary mental health care (not the general population), based on presumptive diagnosis, age, sex, sex by age, and ethnicity. None of these calculators include a biological measure.

By contrast with the clinically-based risk calculators, a growing number of studies explored baseline and longitudinal measures useful in predicting group membership once transition to psychosis occurred (or more correctly over a followup period such as 2, 3, or 5 years). In their recent meta-analysis, Studerus, Ramyead, and Riecher-Rössler (45) indicated 91 studies that developed or validated a prediction model for the transition to psychosis. Among those studies, only 10 used EEG measures, 7 used MRI measures, and 5 used blood-based biomarkers. Thus, objective biological tests that may indicate the transition to psychosis are a critical unmet need for early intervention. We do not know if cMMN will be a useful biomarker before the onset of psychosis, but its reduction at first psychosis with a large effect size is encouraging. Future work needs to examine the possibility in CHR individuals that those in a true psychosis prodrome show selective cMMN reduction. This presupposes that the same auditory pathophysiology is common across various etiologies to psychosis. As described earlier, the fact that most individuals in the early and long-term phases of schizophrenia show MMN reduction suggests it is a systems-level pathology that cuts across specific etiologies for schizophrenia.

Several issues remain unanswered. Although the effect size for cMMN reduction was large (d = 0.82), the samples were relatively modest, and the results must be replicated. Because this is the first application of the extra tone cMMN task at first episode, and there are relatively few cMMN studies in psychosis, the reliability of the measure is unknown. The cMMN was small in HC, which may limit its utility. Currently, we are developing new pattern MMN paradigms to elicit larger cMMN in HC, which presumably will increase the group separation. We do not know whether the cMMN and sMMN share the same biological substrate, particularly given the longer latency of cMMN. Neither do we know what the distributed neural system underlying cMMN is. Relatedly, we do not know whether cMMN is dependent on NMDAr function. Future work must resolve these molecular issues. It is not known what cMMN looks like in CHR. A robust decrement in cMMN at first episode in the lack of sMMN reduction indicates that the probability of cMMN providing useful information about subtle underlying neural pathophysiology in true prodromal cases among CHR individuals is greater than sMMN. Still, it remains unknown. Currently, we are testing this paradigm in such individuals.

In summary, we showed that cMMN to an extra tone among frequent groups of standard size was reduced in FESz, while pMMN and dMMN were not. Further the cMMN correlated with social functioning, with worse functioning associated with smaller cMMN. These novel data provide the first step in development of a MMN-based task that is more sensitive to the subtle pathology early in the course of schizophrenia. We speculate that cMMN may be a useful probe of pathophysiology in the true psychosis prodrome.
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While the etiology of many neuropsychiatric disorders remains unknown, increasing evidence suggests that aberrant sensory processing plays a central role. For this class of disorders, which are characterized by affective, cognitive, and behavioral symptoms, electroencephalography remains the dominant tool for providing insight into the physiological and molecular underpinnings of the disease state and predicting the effectiveness of investigational new drugs. Within the spectrum of electrical activity present in the CNS, high-frequency oscillations in the gamma band are frequently altered in these patient populations. Measurement of gamma oscillation can be further classified into baseline and evoked, each of which offers a specific commentary on disease state. Baseline gamma analysis provides a surrogate of pharmacodynamics and predicting the time course effects of clinical candidate drugs, while alterations in evoked (time-locked) gamma power may serve as a disease biomarker and have utility in assessing patient response to new drugs. Together, these techniques offer complimentary methods of analysis for discrete realms of clinical and translational medicine. In terms of drug development, comprehensive analysis containing aspects of both baseline and evoked gamma oscillations may prove more useful in establishing better workflow and more accurate criteria for the testing of investigational new drugs.
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Introduction

Electroencephalography (EEG) indirectly measures neuronal activity within the brain. The technique is widely used in neurology, cognitive science, and psychophysiological research. EEG is an attractive tool in the field of translational science, as it is a non-invasive procedure that offers insight into the cell- and system-level changes that underlie both the normal and disordered function of the CNS. Clinically, the technique allows study of the efficacy and impact of investigational new drugs on both a systems and population level.

While a significant fraction of EEG-based research focuses on relatively low-frequency oscillations (1–30 Hz), research into higher-frequency oscillations in the gamma band (30–200 Hz) have revealed alterations that are closely linked to various neuropsychiatric disorders (1–4), including schizophrenia and bipolar disorder. Numerous studies (in both humans and animal models) suggest that changes in gamma oscillation likely reflect the activity of parvalbumin-positive GABAergic interneuron populations (2, 5). This cell population plays an important role in sensory input and processing, and is of particular interest in diseases where these processes are altered. Specifically, it is hypothesized that alterations in gamma oscillations are indicative of an imbalance in excitation/inhibition (E/I) arising from the loss of function within the previously mentioned interneuron population that ultimately manifest as affective, cognitive, and behavioral changes. Alterations in gamma oscillation have been reported in schizophrenia (6–9), autism spectrum disorder (10), fragile X syndrome (11), bipolar disorder (12), major depressive disorder (13), and epilepsy (14). For these reasons, tracking these changes remains one of the most commonly employed techniques in recent drug discovery research for neuropsychiatric disorders (1, 15).

Measurement of gamma oscillation is typically performed in one of two ways. Baseline (resting) gamma measures native gamma oscillations in the absence of external stimuli. In contrast, evoked (time-locked) gamma is passive gamma oscillation elicited by auditory or visual cues. Oscillatory activity typically evoked during sensory/cognitive processing is characterized by band-limited modulations, which are a key feature of an oscillatory process. Especially, evoked gamma power is typically observed ~60–100 ms after stimulus (1). This is not normally observed in spontaneous or baseline activity. Baseline measures are generally more prone to artefacts. While the source of these artefacts is not always clear, researchers have identified significant contributions from muscle/saccadic artefacts towards high-frequency EEG activity, the removal of which has allowed better identification of the “true” signal from brain (16–18). The frequency, duration, and magnitude of the elicited activity provide a composite measurement of the subject's response to a one-time or ongoing series of sensory input. When considered collectively, the two approaches offer a somewhat unique, albeit overlapping commentary on the functional status of sensory processing within the CNS.

In a clinical context, gamma oscillation may be used either as proof of pharmacology or as a proof-of-concept tool. With regard to the former, EEG-based measurements are typically employed to track changes in brain activity, including gamma oscillation following the addition of an investigational new drug. Tracking these changes, usually through longitudinal monitoring of baseline EEG activity, provides a functional biomarker of drug targeting and activity. Alongside other more traditional pharmacokinetic/pharmacodynamic (PK/PD) and tolerability analyses, this approach provides guidance on trial design, dosing, and predicts clinical efficacy. For these reasons, this type of evaluation is generally incorporated relatively early in the clinical process, generally in healthy subjects. In proof-of-concept applications, changes in gamma oscillation need be accompanied by similar changes in surrogate endpoint(s) that comment directly on the disease (e.g., cognitive measurement, PANSS scale changes, etc.). In addition, some regard specific alterations in gamma band activity—usually Auditory Steady State Response (ASSR) deficits—as a potential disease biomarker for some neuropsychiatric disorders, as well as a means of stratifying patients for clinical trials, though further investigation of these claims is needed.



Gamma Oscillations in Understanding Disease Etiology

Studies of gamma band alterations have historically proven valuable in understanding the underpinnings of diseases with ostensible E/I imbalances. In animal models of neuropsychiatric disorder created by blunting NMDA signaling transduction in parvalbumin-positive interneurons baseline gamma power is increased, while evoked gamma power is decreased (5, 19). Similar results are observed in animals treated with NMDA antagonists (20, 21). This suggests two conclusions. First, the disruption in sensory input in the diseased state may be caused by a reduction in signal-to-noise ratio resulting from augmented baseline activity within interneurons. Second, NMDA-mediated signaling is directly implicated in maintaining E/I balance, as gamma alterations in animal models appear to mirror those of disease patients. While this last point is difficult to prove conclusively in patients, circumstantial evidence seems to support this working theory. For example, the addition of a GABA transporter inhibitor results in the increase in the evoked gamma power of healthy volunteers (22).

Gamma band changes have also contributed to the discovery that sensory balancing is not constrained to GABAergic neuron populations. Studies involving other neurotransmitters support the notion that the effects of E/I imbalance are more widespread than initially believed. Compounds targeting dopaminergic and norepinephrinergic neurons typically increase evoked gamma power (23, 24), indicating that these neurotransmitters can be indirectly surveilled using this measurement technique. Preclinical evidence in rodents also suggests that ASSR also changes in response to cholinergic neurotransmitter modulation (25). Based on these results, it stands to reason that ASSR could also be used a predictor for the efficacy of drugs targeting these classes of compounds.

The common role of the neural circuit mentioned above is their conserved function in sensory perception. Accordingly, imbalances in their regulation (either directly, or via manipulation of interneurons) could result in E/I imbalance. As one of the endophenotypes in neuropsychiatric disorders, dysfunction within these systems could manifest as false or warped sensory input in an affected individual. The monitoring of gamma oscillation as a means of commenting on this phenotype of neural function underscores the importance of this technique in dynamically characterizing the development of the disease from acute to a chronic state. Understanding the pathogenesis of etiologically challenging disorders is of critical importance in the development of next-generation neuropsychiatric drugs targeted to these pathways.



Gamma Oscillations in Drug Development

The development of new drugs encompasses a wide variety of topics, including the pharmacological profile (PK/PD, ADME, etc.) of each new drug and the ensuing response of the patient (ranging from cell- and molecular changes to the amelioration of symptoms and changes in clinical endpoints). Regarding the former, resting gamma measurement offers direct commentary on the activity of a particular cell population, in this case, inhibitory neurons involved in sensory processing. As these populations are the target for numerous drug development efforts, measuring baseline gamma response following administration of an investigational drug provides valuable retrospective information on dosing levels and therapeutic windows, acts as a useful secondary biomarker of efficacy and receptor occupancy, and can be used to corroborate PK/PD data for new compounds. Studies using baseline gamma are technically suited to capture these types of data, and have proven successful in this endeavor (26, 27).

Despite their success in this regard, the use of baseline gamma measurement in the evaluation of new CNS drugs does not necessarily extend beyond PK/PD assessments. Although abnormal resting gamma power was also identified as being connected to neuropsychiatric disorders and their preclinical animal models (21, 28), several studies have not identified this abnormality (29, 30). While this matter is not fully settled, recent evidence suggests that many psychiatric diseases, including schizophrenia and bipolar disorder, are rooted in abnormalities in sensory processing that relate to the disruption of evoked gamma response. As such, ASSR, rather than baseline gamma, is likely to be the superior measuring stick of clinical efficacy for diseases in this category.

Subsequent results have substantiated this hypothesis. In schizophrenia patients, abnormal 40-Hz ASSR has been reported in the prodromal state and has persisted into the chronic phase of the disease (6–9, 31–37). This relationship extends to clinical trials, where the effect size of ASSR to schizophrenia is reportedly over 0.5 (35). The close association between schizophrenia and evoked gamma power suggests it should be feasible to use this alteration as a proxy for proof of pharmacology in patient populations. This possibility is further buoyed by the observation that ASSR alterations in rodent models of psychiatric disease appear primarily in the gamma band range (21).

The consistent appearance of altered evoked gamma is both widespread and in support of the interneuron-mediated E/I imbalance theory. Abnormal evoked gamma is present in genetic models with impaired NMDA receptor function in parvalbumin-positive knockout animals (5, 38), as well as NMDA receptor-antagonized models using ketamine, phencyclidine, and MK-801 (20, 21, 39–44). In addition to supporting the broader hypothesis, these data demonstrate the role of evoked gamma measurement in establishing reliable translational validity from the preclinical to clinical development.

Combining resting and evoked gamma has also been used to increase understanding of disease features in situations where either method alone would be insufficient. When multiple NMDA receptor antagonists (memantine or ketamine) were given to healthy volunteers and schizophrenia patients, ASSR was enhanced in both populations (45, 46). Although this observation seems contradictory to NMDA receptor hypothesis for schizophrenia, this effect was echoed in rats, where enhanced ASSR was correlated with moderate NMDA receptor occupancy (20). This might be explained by the persistent reduction of neuronal firing of interneurons, i.e., GABAergic neurons, in the cortex, which might directly influence the mode of action through which gamma oscillation develops in ASSR. Thus, moderate NMDA receptor blockade biases the excitatory/inhibitory balance toward increased excitability, which could yield beneficial effects on brain function, similar to the antidepressive effect of ketamine (47). However, the effect of NMDA receptor antagonists on gamma power may not be explained solely by the disinhibition of GABAergic activity, as higher exposure of ketamine (and accordingly higher receptor occupancy) reduces ASSR signaling, which may reflect a collapse of cortical neuronal synchrony (20, 21).

These seemingly paradoxical results were resolved with additional examination of baseline gamma under similar conditions, which revealed that resting gamma was increased under the influence of the NMDA receptor antagonists. This observation presented another possibility, namely, that the observed ASSR disruptions in patient populations are caused by excess augmented baseline gamma activity. As mentioned previously, calculating ASSR involves the measurement of both the response to stimuli and resting state activity. In this case, an increase in baseline gamma levels—presumably a product of the inhibition of the GABA interneurons—decreases the signal-to-noise ratio, and reduces evoked gamma in the absence of any change in peak response. Indeed, additional studies (20, 21, 48) confirmed that baseline gamma power was augmented under these conditions, regardless of receptor occupancy. However, evoked gamma enables the detection of sensory processing dysfunction between healthy subject and patient endophenotypes because baseline gamma alterations remain difficult to detect in patients.

Understanding the synergistic analysis of baseline and evoked gamma remains a particularly challenging area of EEG research, as some evidence suggests that interpretation of these results may not be as straightforward as originally assumed. Grent-'t-Jong, T., et al., for example, demonstrated that a higher dose of S-ketamine (10 mg, bolus injection) also enhanced task-related gamma power in healthy subjects, while ketamine significantly increased PANSS scores (49). This suggests a dissociation of gamma power abnormalities observed during acute NMDA receptor hypofunction and in schizophrenia. The dissociation of evoked gamma power at a higher dose of NMDA receptor antagonist in these conditions suggests the need to carefully revisit the NMDAR hypothesis, particularly for acute (e.g., ketamine-induced) NMDAR hypofunction, to create a more holistic understanding of the molecular, cellular, and system-level interplay. Similarly, the true meaning of baseline gamma power modulation needs to be more fully explored in future studies.



Future Directions: Patient Stratification and Other Biomarkers

The repeated failures of investigational new drugs for neuropsychiatric disorders strongly suggest the need for new drug discovery approaches that target specific pathophysiological alterations shared in pre-stratified patient populations (50). Accumulated evidence demonstrates the excellent test-retest reliability of EEG measures (51–53), indicating the use of this method for identifying patient subpopulations that contain unique sensory processing deficits. A lack of patient stratification could affect the response rate among patients, reducing the overall efficacy and possibly contributing to a new drug's failure to achieve primary endpoints. Indeed, some research indicates that dopaminergic drugs show the bimodal response occurs based, at least in part, on the difference in the individual response before administration of the drug (54, 55).

The critical need for new and more useful biomarkers in neuropsychiatric disorders has also been well documented in the literature (56). The use of evoked gamma for biomarker-based stratification may be useful for a plethora of other neuropsychiatric disorders that display altered evoked gamma. This list includes schizophrenia, bipolar disorder (8, 12, 57–60), autism (61, 62), 22q11.2 deletion (63), and fragile X syndrome (11). For these diseases, incorporation of a prospective screen would aid in the selection of a more appropriate trial population and, in the case of ineffective compounds, possibly reveal a candidate's lack of efficacy at an earlier stage. It should be noted that the role(s) of gamma power abnormalities in the pathophysiology of each neuropsychiatric disorders needs to be carefully assessed.

Although the industry is still facing challenges regarding identification of potential responders in interventional trials, recent results may shed some light on new avenues of investigation into psychometric measures that identify biologically distinct subpopulations. For example, Swerdlow and Light propose treatment-sensitive individuals (i.e., responder) for cognitive training could be detected by the response of early auditory information processing (EAIP) after a single challenge dose of a pharmacologic agent (46, 64). Evoked gamma power and other measures of EIAP were enhanced with acute challenge of memantine, which is considered as retained plasticity in response to interventions. In a similar vein, Javitt et al. showed that there are (at least) two biologically distinct subgroups in schizophrenia that can be identified using tests for tone-matching and mismatch negativity (65, 66). Further, Light et al. proposed pre-dose mismatch negativity could predict response some interventions (51, 67). One recent effort to model EAIP using large patient datasets estimated that a microvolt change in the amplitude of mismatch negativity and P3a would produce substantial impact on improvement of cognition and psychosocial functioning, while impaired EAIP predicts poor functional outcomes resulting from impaired cognition and increased negative symptoms (68, 69). These findings support the rationale to identify the relevant patient subpopulations with EEG measures.

An obvious avenue to advancing patient stratification is to pair these emerging psychometric features with EEG measures to identify more biologically distinct subpopulations than previously thought possible. This work has been the focus of working groups like the Bipolar-Schizophrenia Network on Intermediate Phenotypes (B-SNIP), which focuses on studying the genetic, cognitive markers of these disorders. One of the resulting improvements in this area has been the selective pairing of investigational methods to create more precise diagnoses and improved detection (70). The earliest forms of this sort of paired analysis have already been applied to psychosis patients, and this approach, in somewhat different forms, could well be applied to other neuropsychiatric disorders.

Clinically, the lack of biomarker-based stratification and the failure to evaluate a compound's effect on appropriate biomarkers could create blind spots within clinical trials for this class of diseases. Based on the current understanding of these diseases, it is possible to argue that the selective, synergistic incorporation of gamma oscillation and other emerging biomarkers will result in improved trial design and revealed critical flaws (e.g., lack of efficacy) at an earlier stage.



Conclusions

Changes within the gamma band have been proven to be durable biomarkers for neuropsychiatric patient populations, ones that offer commentary on both disease state and response to trial medications. While baseline gamma is an excellent tool for measuring the dynamic changes within target cell populations that occur in response to investigational drugs, the approach has specific limitations in reflecting the disease state and providing good predictive validity when it comes to identifying and testing patient populations. In contrast, evoked gamma measurements offer a potentially better patient stratification biomarker and measure of acute responsiveness to an investigational new drug, but are more difficult to employ in more complex time-course experiments. Given these strengths and limitations, the obvious course of action is the strategic pairing of these approaches to maximize their usefulness in new drug validation and clinical trial design.

The dual use of both baseline and evoked gamma measurement presents additional complexities, primarily related to the difficulty of incorporating EEG measurements in a clinical context. Perhaps, the largest of these challenges is the standardization of methods. Biomarker measurements require well-developed protocols, and these must match precisely in order to create translatable results between different clinical groups. This is doubly important for distributed clinical trials with multiple sites, as well as creating study-to-study consistency. Additionally, the use of evoked gamma measurement in clinical applications must be undertaken strategically, particularly for longer (time course) experiments conducted on neuropsychiatric patients that may be prone to seizures and/or have difficulty remaining still for extended testing. Further efforts might be needed to optimize protocols to fit the demands of clinical trials.

In adapting these lessons for use in clinical trial design, several conclusions become apparent. Baseline gamma would proceed concomitantly with evoked gamma measurement in disease populations. This would inform decisions on trial design (dosing, etc.), while simultaneously stratifying a population of prospective patients for proof of concept study (Figure 1). After confirming the evoked gamma response in this stratified patient population, it is possible to proceed to phase two trials with increased confidence in both the design of the trial and the prospect of a more receptive patient population. As the use of baseline and evoked gamma measurements mature, we anticipate they will provide a pillar upon which to build robust translational tools and develop ever more reliable clinical protocols.




Figure 1 | Proposed workflow of gamma oscillation analysis in future clinical trials. Phase 1a PK/PD analysis of investigational drugs targeting E/I imbalance. In the proposed trial design, baseline gamma alterations are tracked against investigational drugs concentrations in plasma, receptor occupancy, etc., in healthy volunteers. These results are confirmed in the patient population prior to stage-up. Phase 1b also includes patient population stratification, achieved in part by identification of blunted evoked gamma in ASSR testing. Phase 2 trial design is informed on dosing and time course insights gained in Phase 1a/b PK/PD testing, while candidate patient populations are defined (Phase 1b) before therapeutic response is evaluated using evoked gamma ASSR and other clinical endpoints in Phase 2.
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Evoked potentials provide valuable insight into brain processes that are integral to our ability to interact effectively and efficiently in the world. The mismatch negativity (MMN) component of the evoked potential has proven highly informative on the ways in which sensitivity to regularity contributes to perception and cognition. This review offers a compendium of research on MMN with a view to scaffolding an appreciation for its use as a tool to explore the way regularities contribute to predictions about the sensory environment over many timescales. In compiling this work, interest in MMN as an index of sensory encoding and memory are addressed, as well as attention. Perspectives on the possible underlying computational processes are reviewed as well as recent observations that invite consideration of how MMN relates to how we learn, what we learn, and why.
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Objective

In this special issue, the reader is invited to consider “sensory information processing abnormalities in Schizophrenia and related neuropsychiatric disorders”. No issue on this topic would be complete with addressing apparent anomalies in the auditory event-related potential (ERP) component known as mismatch negativity (MMN). However, the growth in papers on MMN in schizophrenia since its first observation in 1991 (1) is formidable, and furthermore, it is exceeded by growth in the various applications for, and changes in the understanding of, MMN more generally. In this paper, we provide a review of MMN from fundamental background through to controversial new applications and in doing so we endeavor to present a perspective that represents a balance between a comprehensive and comprehensible scaffold for making sense of MMN.



Background

To perceive, interact with, and learn about our world is perhaps the most impressive of everyday feats. We access the world by little more than the cumulative activation of sensory neurons used to build a useful representation of an environment that is endlessly complex. In doing so, we are limited by the fact that our environment is richer in information than a limited and noisy sensory system could ever fully attend to, and the information itself is often imperfect. To properly understand sensation and perception therefore requires understanding both how sensation is produced in the world, and how our sensory systems could construct a meaningful representation of the world from these sensations especially when the information carried is uncertain. Bregman (2) defined the “job” of perception as “to take sensory input and to derive a useful representation of reality from it”. It is a challenging yet vital task that sensations are rapidly perceived and organized in order to guide adaptive behavior.

Studies of brain function have revealed strategies that may help simplify sensory processing by reducing the resources required for adequate perception. These strategies involve “short cuts” or heuristics, where assumptions are made which invite some possibility of error. One example is in the processing of repetition, where brain responses are observed to be smaller to a repeated stimulus compared to an equivalent novel stimulus. Predictive coding is a dominant theoretical model for this process, which sits among several alternative accounts that will be contrasted later in this review. These models recognize that our world is both ever-changing and constrained by regularity, and it is of little benefit to process a repeated stimulus as if we are encountering it for the first time on each repetition. Predictive coding in particular suggests that the brain is sensitive to the rate at which stimuli have occurred in the recent past and uses this information to actively infer the future state of the world (3, 4). That is, repeated and predicted stimuli require little effort to process, while neural resources are prioritized for processing novel events which are more likely to carry new and behaviorally relevant information. While this process is seemingly labor-intensive, the result is ultimately a more parsimonious use of neural resources which facilitates the complex task of translating sensation to perception.

This review culminates into a discussion of another possible heuristic—a first-impression bias in predictive coding where initial learning about the probability, transitions, and importance of a sound influences how that sound is later processed even after conditions change (5–8). This effect has been shown via the application of electroencephalography (EEG), a common neuroimaging technique, to study the MMN component of the ERP. MMN is well supported as an index of automatic change-detection which is elicited following any change to an established regularity in sensory stimuli, including sound, with its amplitude providing some quantification of the salience of the unexpected stimulus for processing [see (9–12) for reviews]. From a predictive coding perspective, MMN is viewed as a “prediction error signal” which can be used to study how the brain monitors environmental statistics to detect regularity and change, and generate top-down predictions which facilitate stimulus processing (3, 12, 13). This assertion was based on the notion of a system which adjusts rapidly to change in order to maximize predictive accuracy. However, the first-impression bias shows that to the contrary, the categorization of a stimulus when first encountered can be perseverative [e.g., (7, 8, 14, 15)].



The Case for Auditory Processing Heuristics

Auditory signals are often immediately informative for behavior (consider the urgency with which we respond to fire alarms, car horns, and cooking timers), yet are complex sensory signals to process. Auditory input can be endlessly layered; a single signal consisting of the summed output of every sound-producing object present in the environment at any given time (2). Representations of the sound environment and its constituent objects must be derived solely from temporal changes in pressure in this single composite signal imposed upon the ear. The transient nature of auditory input also leaves a limited time window for this complex process to occur. Auditory processing therefore presents a particular challenge to translate a complex signal under significant time pressure and respond with adaptive behavior.

A solution to the problem of complex processing in any limited system is the implementation of heuristics or short-cuts that serve to reduce and expedite processing. In an adaptive organism, these mechanisms should reflect an optimal accuracy-effort trade-off, where the chance of a negligible degree of error is accepted in exchange for an overall reduction in processing effort. Fortunately, for perception, we can often successfully apply the assumption that the macroscopic world has order. Therefore, a useful basis for heuristic processing in perception is patterns or regularities in the environment. There are many examples of the brain's use of these patterns to manage complexity and uncertainty. For example, in auditory scene analysis, the auditory system parses the single chaotic auditory signal into meaningful representations of discrete auditory objects on the assumption of ecologically valid regularities (2). Sounds are grouped on the basis of shared characteristics that increase the probability that they originate from the same source, such as consistent timber, continuation of a pattern or feature (e.g., step-wise ascending frequency), or termination at the same point in time. Heuristics also provide a means to infer sensory information that is lacking.

Bayesian perspectives provide a formal account of how regularities in the world are exploited to support perception. These models assert that complexity and uncertainty is optimally resolved through the use of probability statistics (16). When sensory data is missing or unreliable, it is inferred based on the relative probabilities of all possible states (e.g., possible distance from an object) and the likelihood they would produce the current data [e.g., that an auditory signal at a given distance would produce a sound of the current intensity (17)]. In contrast to frequentist statistics where conditional probability is calculated from many trials, a Bayesian approach represents probability as the likelihood an event will occur based on prior experience as well as previously held beliefs or information. Bayes' theorem specifies that the conditional probability of an event A given event B can be estimated as P(A|B) = P(B|A) P(A)/P(B), where P(A) represents a prior probability based on previously held beliefs about A, and P(B) represents some new data or observation related to event A. New information about event B causes P(B) to be updated, leading to a new calculation of posterior probability P(A|B), or an updating of one's prior beliefs about P(A) when new evidence P(B) is generated. Optimal perception is achieved when these estimates are then given appropriate weighting based on their uncertainty (16).

Importantly, the use of probability naturally entails that perception is not infallible but reflects an optimal effort/accuracy trade-off where some likelihood of error is accepted in exchange for the conservation of neural resources. Sensory illusions provide examples of the type of negligible errors that can occur when this shallower processing approach is adopted. To maintain an optimal level of accuracy, it is vital that the system can detect and differentiate potentially meaningful errors in order to adjust its estimates of the world accordingly. MMN, as a distinct component of the ERP that is elicited only by a detected change to an established regularity in the environment, has been isolated as a distinct neural marker of such error and change detection (3, 12, 13).



Introduction to the MMN


General Characteristics

The auditory MMN is an evoked response that appears in neurophysiological recordings as a brief negative deflection in amplitude following a sound that deviates from some established repetition or consistency in the recent past (18). In a laboratory setting, MMN is typically studied using an oddball paradigm, where it is observed following each occurrence of a low-probability “deviant” sound irregularly interspersed among a series of highly repetitive “standard” sounds from which it differs on some dimension (18–20). This additional negative component is most easily observed in a difference waveform produced from the subtraction of the response to the standard from that to the deviant. Onset is observed as early as 50 ms with a peak 100- to 250-ms post-stimulus, though latency and amplitude does vary with the specific characteristics of the sound sequence [(11, 21); see (22, 23) for reviews]. In ERP scalp recordings with the nose as reference, MMN is maximal at fronto-central electrode sites, often with a right-hemisphere preponderance, with a polarity inversion of this component at sites located at and around the mastoid bone (24). Table 1 presents a summary of many of the variables observed to impact MMN as reviewed below.


Table 1 | A number of variables observed to affect MMN amplitude*.





Discriminability

Early studies confirmed the separability of MMN from the highly similar N1 and N2b negative components on which it is often superimposed (18, 21, 39). The N1 is an exogenous response to the change in energy posed by a stimulus and is therefore observed to both standard and deviant tones (40). The N1 shows directional modulation, decreasing in amplitude with decreasing intensity of the stimulus whereas MMN reflects only the absolute value of a difference between standard and deviant stimuli [(19); see (11) for a review]. The N2b follows MMN [also referred to as the auditory N2a; e.g., (39, 41)] as a latter subcomponent that occurs only when the deviant stimulus is consciously and voluntarily processed, whereas MMN persists in the absence of conscious attention (20, 42, 43). Anatomically, MMN is unique in that it is more anterior than both N1 and N2b with modality-specific variations in topography [see (44) for a review] and is likely produced by distinct cortical sources (45–47). The reversal of polarity at mastoid sites in nose-referenced recordings is also unique to MMN and presents a useful way to isolate a measure of “pure” MMN from this overlapping N2b subcomponent (21, 48, 49).

Functionally, MMN is defined by two key characteristics: that it is context-dependent and does not rely on conscious attention to the stimulus. Whereas both N1 and N2b can be elicited by a deviant stimulus alone, MMN occurs only when the sound is interspersed among a series of repetitive standards (27, 45). Where N2b is only elicited when deviant stimuli are consciously attended and N1 is highly prone to modulation by attention, MMN will be observed to deviations in both attended and unattended stimulus streams and is far less permeable to attention effects [(21, 39); but see also (50)]. MMN is also independent of the later P3 component which reflects stimulus significance and attentional capture (51, 52). Cleverly designed control paradigms have ruled out the possibility that MMN could be an artefact of effects on these other exogenous components, cementing MMN as a distinct component that uniquely reflects stimulus discrimination and change detection processes [see (53) for a review]. The MMN has since become the most widely utilized method of studying same.



MMN and Sensory Memory

MMN generation is assumed to rest on the comparison of the incoming deviant stimulus to a stored neural representation of the standard, and can thereby provide a putative index of sensory memory formation and decay. MMN will only be elicited to a deviant sound presented in a stream of repetitive standards when it is sufficiently rare [probability of 0.30 or below (54)]. This sensitivity betrays two features of this change detection mechanism: (1) the ability to detect the actual physical difference in sensations, and (2) the extraction of patterns in sound and their relative probabilities. Both processes are dependent on the formation and short-term maintenance of a memory trace for the standard and deviant sound, rendering MMN a useful probe for the formation of sensory memory representations and their discrimination [(19); see (55) for a review]. In this review, the term sensory memory is used to refer to the brief retention of information about a sound that has just occurred, and we assume it adheres to estimated limits associated with passive memory decay [e.g., (56)]. Meanwhile, the term memory trace refers more broadly to any activated (or reactivated) state which includes, but is not restricted to, sensory memory. A predictive model at minimum is supposed to entail the additional property of being a memory trace associated with probability estimates regarding the likely “next state” (i.e., transition probabilities).


Encoding

MMN will be elicited following a deviation in any sound characteristic [e.g., frequency, intensity, duration, location; see (11, 19) for reviews]. Deviations may be characterized by simple departures from a single static feature of a repeated sound, or more complex regularities formed across multiple features of single tones or repeated tone pairs or groupings [e.g., changes in a repeated 5-tone serial sequence with a short stimulus-onset asynchrony (57), or an unexpected repetition within a series of two consistently alternating tones (58)]. The change may also be built into the experimental design of the sequence, such as changes in the interstimulus interval (ISI) in a stream of physically identical tone bursts (59). MMN also shows sensitivity to “abstract” deviations such as a change in the relative interval or direction of differences between adjacent tones [e.g., an occasional descending-frequency tone pair among a series of ascending-frequency tone pairs where no absolute characteristics of the tones are shared to form a physical or “first-order” standard (60); see (61) for a review] or where there is an unexpected stimulus omissions (62–64). Therefore, it is important to note that the terms “standard” and “deviant” refer not to individual tones necessarily, but rather the neural representations of a regularity and a violating event which can vary in complexity (12).



Discrimination

MMN latency is also highly variable and is considered to index the nature and difficulty of the standard-deviant comparison process as it is assumed that MMN will only be elicited after some “decision point” where an uncommon change is realized (65). This decision point may be impacted by the actual point of difference between the stimuli [e.g., will occur later for a longer-duration deviant than a shorter-duration deviant (11)] as well as discrimination difficulty. MMN latency is reduced where the two tones are more clearly distinct [(21, 51, 66); see (10) for a review] and will extend to as long as 200–300 ms in the case of barely discriminable differences (67).

MMN amplitude is also taken to reflect some quantification of discrimination difficulty (10). Broadly speaking, measured MMN can increase with two factors likely related to the clarity or certainty of a change: (1) the degree of physical difference between the repetitive and deviant stimulus, and (2) some quantification of the “strength” with which the regularity is encoded [the exact interpretation of this variable varies among models of MMN, as will later be discussed (12)]. MMN is larger when the difference between the standard and deviant is more marked, whether this is due to a greater degree of physical difference between the tones (19, 68) or concurrent deviation on multiple stimulus dimensions (10, 25). MMN amplitude appears to reflect the strength of the memory trace for the standard, increasing with the number of consecutive standards (26, 27, 69, 70), reduced ISI between sounds (71), and is reduced by backward masking the standard (28). Meanwhile, modulations associated with the degree of variability in sound have led to the assertion that MMN may additionally reflect some estimate of certainty or accuracy of this memory trace. MMN amplitude will increase with decreased variability in the characteristics of the standard (29), smaller local probability of the deviant (19, 30), and the overall period of time that a regularity has been stable [e.g., (8); but see later discussion of this study].




MMN and Attention

Another important feature of MMN is that it can be observed without conscious attention to the sound stream, suggesting that sophisticated sensory discrimination processes are initiated at the pre-attentive level (72–74). Observations of MMN have been made across passive listening conditions (21, 75), states of reduced consciousness such as coma and sleep (76–78), and in the absence of behavioral discrimination ability (31, 79). These observations have led to the conclusion that MMN is pre-attentive and reflects some “primitive intelligence” within the auditory cortex (18, 80, 81).

However, modulations of MMN amplitude with attention challenge the extent to which MMN can be considered truly pre-attentive. While a number of studies have displayed no difference in amplitude across ignored and attended sound streams (73, 74, 82, 83), an equally strong body of research has shown systematic increases in MMN amplitude with the level of conscious attention to a deviant (84–87). In an attempt to reconcile these findings, it has been suggested that attention effects reflect biased encoding of the memory trace for the standard, but deviant detection itself remains impermeable to attention (35, 88). MMN may therefore be best conceptualized as an index of sensory memory representations which is not dependent on attention, but can be manipulated by the effect of attention on how sensory memory representations are formed.

Automatic deviance detection is conversely thought to have implications for attention by serving as an information filter—a bottom-up signal of new information that can redirect attention toward the deviant sound. Source localization has consistently identified a frontal contribution to MMN generation which is thought to be responsible for this proposed attention switch [(24, 89, 90); c.f. (91)]. Frontal cortices have a specialized role in selective attention and orienting (92, 93) and typically show the same right-hemisphere preponderance which has been observed for MMN at frontal electrode sites [(91, 94, 95); however see (96) for discussion of left-lateralized MMN to speech and language deviants]. In accordance with this idea, MMN is regularly followed by the P3a component which is considered a neural indicator of involuntary attention capture with origins in frontal cortex (97–100). The three-stage model of involuntary attention (23, 101) assumes that MMN is responsible for initiating a series of upstream processes related to further evaluation of the deviant event (102). Specifically, this involves an involuntary direction of attention toward and subsequent evaluation of this change indexed by P3a (99), and the re-direction of attention back to the task at hand indexed by the reorienting negativity (25).

An important aspect of involuntary attention is the ability to appropriately filter relevant change such that only events of sufficient importance trigger an attention switch and the resulting distraction. Suitably, MMN and P3a amplitude appear to correlate with some quantification of the surprisingness or perceived importance of a deviant stimulus, increasing with the discriminability (103–105), task-relevance (104) and rarity of the deviant sound (106–108). Further, both components show attenuation with repetition consistent with a reduction of perceived stimulus importance as it is becomes familiar and a subsequent filtering of this information (51, 109–111).

Importantly, MMN and P3a are dissociable—MMN is not invariably followed by a P3a nor do their amplitudes reliably correlate (112–114). As a result, not every deviant event results in an attention switch (115, 116). Instead, it is more likely that the amplitude of MMN must exceed some variable threshold signifying its likely importance for behavior for the involuntary redirection of attention indexed by P3a to occur [e.g., MMN amplitude increases with deviant rarity (19, 117)]. These features serve the adaptive processing of new events—the ability to detect and direct attention for rapid evaluation, and subsequent habituation of this response in order to conserve resources once the stimulus is adequately assessed.



Scalp Topography and Brain Networks

The distinct relationship of MMN to both sensory memory and attention gives legitimacy to a dual-generator model of MMN generation. Näätänen and Michie (118) first noted the large MMN amplitudes observed at temporal and frontal sites as indicative of two generators likely to be separately responsible for pre-attentive change detection and directing neural resources toward the change (i.e., attention) as per the previously assumed functions of these respective cortices. Separate temporal and frontal generators have been consistently identified using various source localization methods [e.g., (24, 90, 91, 119)]. More recently, dynamic causal modeling (DCM) has repeatedly favored a network of hierarchical cortical sources comprising the primary auditory cortex (A1), superior temporal gyrus (STG), and inferior frontal gyrus (IFG), as will later be discussed in detail (120–122). Cumulative observations have built a strong case for the early suggestion that these frontal and temporal components are differentially responsible for these sensory memory comparison and attention allocation functions respectively (72, 118).

A temporal generator for MMN is localized in primary auditory cortex, and is considered the primary generator responsible for MMN elicitation [(46, 123); see (89, 101) for reviews). This temporal contribution was first observed in magneto-encephalogram (MEG) studies identifying an equivalent current dipole on the supratemporal plane of the auditory cortex [(46, 123); see (89) for a review], and subsequent support has been accumulated across electrophysiological, hemodynamic, animal, and lesion studies [see (44, 101) for reviews]. This generator is believed to be responsible for the sensory memory component of MMN elicitation, given its direct receipt of sensory input and unique sensitivity to stimulus features. Temporal activation systematically increases with the degree of deviation on a single given dimension (91, 119), shows additivity in the case of multiple deviant features (124) and is impaired under increasing competition for resources when deviants are present across multiple sound streams (125). The precise area of activation within the supra-temporal cortex is modality-specific, showing variation based on deviant type (24) and tone complexity (57).

An additional source in prefrontal cortex has been proposed to be uniquely sensitive to the assumed relevance of the stimulus for behavior and redirection of attention toward this change. Frontal activation during MMN production was first identified in scalp current density maps (24) and subsequently confirmed in positron emission tomography [PET; (126, 127)], MEG (128), fMRI (90, 91, 129, 130), and optical imaging studies (131). Both frontal lesions (33, 132) and transcranial direct current stimulation of frontal sites (34, 133) have been associated with a general attenuation of MMN amplitude, highlighting this generator as a necessary contributor to adequate MMN production. Where temporal activation is highly sensitive to specific stimulus features, activity at frontal sites appears more reliant on an overall evaluation of global stimulus relevance which occurs upstream of initial sensory discrimination processes (91, 119, 124, 134). Consistent with this, activation follows a rostro-caudal gradient comprised of an “early MMN” component in the STG and a latter component in the IFG (95, 119, 135). This frontal component is believed to be responsible for the proposed “attention switch” toward the deviant stimulus, on the basis that it shows the same right-hemisphere asymmetry observed in the fronto-parietal network underlying spatial attention and orienting (136–139). While the literature emphasizes these two distinct temporal and frontal contributions to MMN generation, it is important to acknowledge that numerous source analyses, dipole models, and depth recordings in both human and animal studies reveal that these contributions occur within a complex network of activation including sub-regions comprising both temporal and frontal sources [see (140) for a review].

The placement of these generators within a hierarchically organized system has led to discourse around whether MMN generation should be considered a purely bottom-up process [i.e., initiated in lower-level, pre-attentive, sensory cortices with a processing cascade to increasingly higher (more frontal) areas], or may be subject to a top-down modulation [i.e., higher-order (more cognitive) processes originating in frontal cortices]. Early observations supporting the involvement of dual generators suggested that the initial activation of lower-level, temporal areas preceded any input from higher order regions [e.g., (91, 95, 141)]. Observations of impaired behavioral task performance during presentation of non-attended deviants even in the absence of deviant awareness suggests that this is indeed the case (142). However, MMN has also shown an early permeability to top-down effects which supports the reciprocity of these components. For example, explicit knowledge of the global sound sequence will determine whether MMN is elicited (35). An early top-down influence is also necessary to explain a shorter latency observed to omission deviants by Wacongne and colleagues (143). Further support for a concurrent top-down modulation stream is provided by observed effects of prediction and expectation discussed in later sections.




Theoretical Accounts of MMN Generation

Naatanen (19, 72) acknowledged two possible theoretical interpretations for MMN—as either a legitimate memory-based ERP component or an artefact of differences in the adaptation of neurons tuned to the standard and deviant tones. Both perspectives offer an account of MMN which is substantial but non-exhaustive, and due to key differences are largely regarded as mutually exclusive. While the vast majority of studies into MMN since the 1970s have favored a memory-based account, there remains prominent discourse due to the explanatory power of the adaptation account and unanswered criticisms of memory-based perspectives (144, 145). These two lines of argument will be briefly expanded and the evidence for each reviewed, before the alternative possibility that these accounts could be unified as complementary components of MMN generation is presented.


Memory-Based Hypotheses

The “sensory memory” or “memory mismatch” account views MMN as a distinct cognitive component of the auditory ERP which arises from the active comparison of current input with a memory trace for recently encountered sounds (58, 89, 102). MMN shares a number of characteristics with memory processes. The temporal window of integration for MMN elicitation is estimated between 7 and 20 s (142, 146, 147) which is consistent with the 5- to 20-s capacity previously observed for auditory sensory memory stores (56, 148). Meanwhile, elicitation of MMN to a previous deviant after a long period of intervening sound patterns suggests that multiple memory traces can lie dormant in longer-term memory and be reactivated when the stimuli are re-encountered (27, 32).

A popular explanation attributes MMN to a specialized change-detection or “feature-detector system” which actively analyzes and encodes physical features for storage in sensory memory (19, 53, 72). While it was initially asserted that the temporal scale of MMN necessarily separated any such system from the exogenous differences in neuronal activity which produce N1 to simple afferent changes, recent single-unit studies extending the time course of stimulus-specific adaptation (SSA) to as long as 60 s (149) suggest that a contribution to deviance detection at the cellular level may not necessarily be excluded (150). In any case, given the sensitivity of more frontal brain areas to longer-timescale information (151, 152), these observations are also consistent with the temporo-frontal network of activation previously discussed (24, 91, 95, 119). This memory-based account therefore considers the response to the deviant as the sum of the exogenous N1 response and an additional MMN component (53).

Following the observation of MMN to deviations of increasingly complex abstract rules [see (61) for a review], it was concluded that deviance detection cannot adequately rest on the direct comparison of current input to an afferent memory trace, and must instead involve a more sophisticated stored abstraction of the world constructed over longer time periods (12, 153, 154). The elicitation of MMN in the absence of any afferent basis for deviation highlighted a predictive component to deviance detection—discrepancy arises not from the features of sensory input per se, but rather the unfulfilled expectation of that stimulus. This is best evidenced by the elicitation of MMN by an unexpected sound omission (155), or violations of relative properties between sounds where discrepancy cannot be deduced by the simple comparison of absolute physical characteristics [e.g., a descending frequency interval within a consistently increasing-frequency scale (19, 156)]. This revised “regularity violation” or “model adjustment” hypothesis assumes that future input is actively extrapolated from the current memory store, and “absorbs” input consistent with this estimate, leaving only the remainder for processing (101, 153). Subsequently, this model is adjusted to better extrapolate future events (12), and some have argued that it is this maintenance of regularity representations which is the key function of MMN rather than the detection of deviance (154).

The model-adjustment hypothesis is furnished by the observed flexibility and sensitivity of MMN to recent exposure. MMN will be observed after as few as 2–3 repetitions of a new sound and show rapid reductions in amplitude as a new tone is repeated. The predictive representations are quickly formed, highly dynamic and incredibly sensitive to current contingencies in the world (157). This memory-based interpretation therefore assumes a distinct population of neurons capable of producing MMN which contribute to higher order perceptual-cognitive operations and embed a type of “primitive intelligence” within the auditory cortex (19, 53, 81, 101).



The Adaptation Hypothesis

The adaptation hypothesis asserts the SSA of primary auditory cortex (A1) neurons tuned to the repeated standard sound would cause an attenuated N1 response much smaller than that produced by the “fresh afferents” tuned to the less probable deviant (144, 158). When compared, these responses would yield an additional negativity to the deviant sound in the 100- to 200-ms latency range of MMN. Take together, these ideas have led to the assertion by some that MMN represents a subtraction artefact rather than a distinct memory-based component. While this perspective accepts that long-latency and stimulus-specific A1 SSA may have a distinct and possibly specialized role in novelty detection (157), this is not commensurate with the functionally and anatomically distinct population of “comparator” neurons inferred by memory-based accounts (145). Rather, it is argued that A1 SSA is the single-unit correlate of MMN and the summed activity of A1 neurons is sufficient to account for the observed differences in the human ERP in the absence of any higher-order operation. The sensitivity of A1 SSA to multiple timescales—apparent in fast time constants of adaptation during short sequences and slow constants over long sequences similar to MMN—further demonstrated the ability of these simple, low-level mechanisms to mimic more sophisticated perceptual-cognitive effects (159, 160). On this basis, adaptation and memory-based hypotheses have been considered by some as mutually exclusive accounts of MMN production [e.g., (144, 145)].

Contention between the adaptation and memory-based interpretations of MMN is ongoing, given the outstanding criticisms and shortcomings for both hypotheses. Memory-based perspectives use observed differences in the morphology, topography, and sensitivity of the N1 and MMN as evidence that MMN arises from a distinct cognitive contribution to the deviant response [e.g., (116, 161, 162)]. Yet, empirical support for this idea is weakened by criticisms of the extent to which these differences reflect a pure measure of deviance, the absence of any direct evidence for the proposed population of neurons capable of this higher-order change detection, and a lack of consistent support from animal and intracranial studies [e.g., (163–165); c.f. (166)]. The adaptation account rests on conflicting studies which have failed to identify any unique change-specific activation in the response to a deviant sound [e.g., (167, 168)] and convincing demonstrations of neural refractoriness to produce MMN-like responses [e.g., (144)] with higher-order sensitivities [e.g., (160)]. These studies argue that the lower-level attributes of sensory neurons are in fact sufficient to account for any differences that might be observed in the response to the deviant sound including in both amplitude and topography [e.g., (169)].

However, neural adaptation also falls short of an exhaustive account of all aspects of MMN amplitude modulation. Adaptation fails to account for the large MMN elicited by repetition deviants (170–172), stimulus omissions (63, 64, 143), and unpredicted versus predicted deviant tones (173, 174). Further, additional negativity observed to a deviant tone using the previously discussed “controlled standard” or “many standards” paradigms reveals a modulation of responses that cannot be attributed to SSA (36, 161, 175). Here, the difference waveform is generated by the subtraction of the response to the same tone when separately encountered within a block of equiprobable control tones, necessarily ruling out any effect of physical differences in stimuli or the rate with which it was previously encountered. More recently, this paradigm has been widely adopted among animal studies and has provided compelling support for populations of cells along the auditory hierarchy which demonstrate genuine change detection as opposed to simple SSA (176–178). An additional important contribution to resolving such issues is strong evidence that the dominant influence over whether MMN is observed is reliant on transitional probabilities and not probability itself—a result inconsistent with stronger adaptation for frequent than for infrequent sounds (179).



The Predictive Coding Framework

More recently, a memory-based account of MMN generation has been formalized within the framework of predictive coding, a general theory of brain function which frames perception as the integration of sensory input with predictions about the likely characteristics of this input based on prior exposure (4, 180–182). From this perspective, MMN is considered the neural substrate of “prediction error” elicited when there is a discrepancy between current input and the prediction [such as when an unexpected deviant sound is encountered (3, 12, 183)]. Prediction error is a proxy for surprise which serves to (1) alert the system and direct neural resources toward the unexpected event [consistent with (23, 72, 81, 101)] and (2) trigger an update to the existing “prediction model” to integrate discrepant input [consistent with (12, 153, 184)]. Critically, predictive coding models rest on the assumption that neural populations dynamically adjust responding to minimize prediction error and optimize predictions over repeated exposure to a stimulus (3, 120, 121). By specifying parameters for model updating and a neurobiological scheme in which they might be implemented, predictive coding allows for structured models in which memory-based mechanisms can be tested.

Predictive coding models MMN generation within a cortical hierarchy which uses reciprocal forward and backward connections to integrate input with predictions (3, 184). Afferent input is communicated “bottom-up” via forward connections from sensory cortices, while predictions about this input are communicated “top-down” via backward connections from higher brain areas (4, 181). The prediction error quantified by MMN is determined by the relative strength of intrinsic (within-area) and extrinsic (between-area) connections to modulate responding via changes in synaptic efficacy and sensitivity (3, 184). Higher cortical areas work to “explain away” predicted input via top-down suppression of error units to redundant sounds, while lower level areas feed forward an exuberant bottom-up prediction error to any aspects of input which are not predicted (3, 181).

Computational models have had some success in explaining the activity of neural populations during predictive coding via empirical Bayesian methods of prediction generation and updating (3, 180, 185). Empirical Bayesian approaches involve estimation of posterior probability based on a prior probability distribution derived from observation. This specific approach is in contrast to standard Bayesian approaches where the prior distribution is pre-defined. Sensory information is often limited, and a Bayesian perspective affords computations by which the brain effectively fills in the gaps for perception (17, 186). To maximize the accuracy of these estimates the “internal model” (180) or “prediction model” (12) is specified by Bayesian estimates of likelihood (probability that the given sensation would be produced by a particular cause) and a prior (the probability that cause would be encountered), which is based on previous observation and continually updated in line with the current observation. Where prediction error occurs, these estimates are updated to consistently reflect the most recent state of the world.

The relative influence of prediction errors at any one time is further weighted by estimates of “confidence” (12) or “precision” (3) which reflect the expected accuracy of the prediction model and are embodied in the post-synaptic sensitivity or gain of populations encoding prediction error units (122, 185, 187, 188). The more accurate a prediction has been in the recent past the stronger top-down suppression and less permeable it is to immediate revision following prediction error. Conversely, in more variable and unpredictable environments, larger prediction errors will impact the prediction model which is more readily adjusted. This variable weighting of observed data is further represented as a hierarchical implementation of Bayesian methods, where the estimated probability is derived from estimates of several inter-dependent values. This updating of stored representations over multiple encounters of a stimulus, referred to as perceptual learning, shares commonalities with more general optimal learning algorithms such as the Kalman filter (189). Empirical Bayesian methods of estimation provide constraints for predictive coding which can feasibly be transcribed on neuronal populations to ensure the optimal minimization of perceptual uncertainty at all levels of the cortical hierarchy [see (185) for discussion].

A hierarchical Bayesian model of predictive coding as described above is theoretically sufficient to account for numerous aspects of change detection including enhanced gamma-band (190, 191), blood-oxygen-level-dependent (91, 119), and electrophysiological responses to a deviant sound (3, 121, 143, 183), the prediction-dependent suppression of responses to a standard sound (192–194) and reductions in MMN onset latency with repetition as a result of top-down facilitation (87, 193). The proposed hierarchical structure is in accordance with a temporo-frontal network of MMN generation [e.g., (24, 95)] where more frontal areas display longer latencies of activation [e.g., (195)] and there is a disinhibition of responses to the standard when these frontal areas, responsible for top-down suppression of error signals, are lesioned (33, 196, 197).

At the neural level, the N-methyl-D-aspartate (NDMA)-dependent plasticity of cortical connections provides a feasible basis for predictive coding, given that NMDA receptors have been implicated in both synaptic learning and MMN generation [(3, 185, 198, 199); see (171) for a recent model] and MMN itself has been proposed as an index of NMDA-receptor (NMDAR) function (200). More recently, DCM has provided more direct empirical support for predictive coding by demonstrating that changes in cortical connectivity during deviant versus standard sound processing is best explained by a hierarchical model with nodes in primary auditory, temporal, and prefrontal cortices comprised of both forward (bottom-up), backward (top-down) and lateral (within-area) connections (3). Taken together, these results provide cumulative support for a hierarchical generative model of MMN generation, where synaptic plasticity between a hierarchy of brain areas is used to generate and optimize predictive inferences about sensory input to facilitate perception in line with empirical Bayes. MMN is a functional neural substrate of prediction error which reflects a synergy of smaller-scale sensory processes within and between cortical areas in order to construct higher-order memory representations.



Uniting Predictive Coding and Adaptation Accounts

Computational models of predictive coding also have the capacity to unify the conflicting adaptation and memory-based accounts of MMN generation (3, 121). Predictions are modeled as adjustments of the post-synaptic sensitivity of intrinsic and extrinsic connections which are optimized over repeated exposures to a stimulus to minimize prediction error. Reduced sensitivity at the neuronal level within these models resembles the SSA of A1 neurons which forms the basis for the adaptation hypothesis [e.g., (201)]. DCM studies have consistently demonstrated that a network comprised only of intrinsic connections, representing an adaptation-only account, is inferior to more distributed network models in explaining MMN generation (3, 120, 122). These computational models therefore support the earlier suggestion that in fact neither of the competing accounts alone are sufficient (3) and that the explanatory power of one account does not necessarily render the other obsolete (53).

One criticism of the adaptation account has been the interchangeable use of terms relating to active adaptation and passive refractoriness in the MMN literature which lead to interpretive error (202). The predictive coding models constructed by Garrido (120–122) emphasize the purposeful adjustment of the post-synaptic sensitivity or gain of error units [i.e., what O'Shea (202) argues is true adaptation, as opposed to passive “sluggish” refractoriness] as crucial to optimizing predictive processes. This is consistent with a conceptualization of MMN as reflecting a compound mismatch process, of which both a sensitized response to a deviant sound and suppression of response to a repeated sound are necessary components and are adequately captured by predictive coding (203). A move toward a unified account of MMN is also being observed in animal models. A similar sensitivity to deviant probability and degree of difference shown by auditory SSA and MMN has led to the suggestion that auditory SSA likely represents an early single-neuron correlate in auditory cortex which is necessary but not sufficient to explain the longer-latency MMN response arising from a compound of primary auditory and higher cortical areas (204–206). This is consistent with more recent research delineating the reduction of early (40–60 ms) latency components with repetition which is presumed to arise from SSA, from that observed in later (100–200 ms) latency components which is exclusively reliant on prediction (194).




A First-Impression Bias in Auditory Processing

While the utility of MMN rests on this ability to flexibly represent up-to-date probability statistics, a growing body of research suggests that MMN amplitude modulation does not always consistently reflect environmental change. First-impression or primacy bias refers to the novel observation that MMN amplitude to two tones will show differential patterns of modulation over the course of a changing sound sequence based on their relative probabilities when first encountered at sequence onset. This lasting effect of initial learning on subsequent processing demonstrates that while MMN amplitude may be highly dynamic, it can be biased by prior experience. These more novel studies therefore suggest that MMN does not necessarily provide a veridical representation of the current state of probability statistics at any given time.


Experience Matters: An Order-Driven Effect

The first-impression bias is revealed and studied using an augmentation of a traditional oddball sound sequence termed the multiple-timescale paradigm, depicted in Figure 1, where two tones alternate in the role of standard and deviant across two block types (represented as dark versus light boxes in Figure 1 and hereafter referred to as first and second context) at different rates between sequences. The term multi-timescale reflects the fact that there are visibly both local regularities (within the blocks) and longer-term regularities (in regular block length).




Figure 1 | Representation of original multiple-timescale sequence. Depiction of sound sequence design in the multiple-timescale paradigm used by (8). Dark blocks represent “first context” blocks where one tone is presented with standard probability (p = .825) and the other tone with deviant probability (p = .125). Light blocks represent “second context” blocks where these tone probabilities are reversed (i.e., the originally standard tone becomes the deviant and the originally deviant tone becomes the standard). Sound sequences were created using these block types with different lengths, forming a “slow change” sequence consisting of 2.4-min blocks, and a “fast change” sequence consisting of 0.8-min blocks.



Traditional accounts of MMN as a highly dynamic confidence-weighted error signal might lead us to suppose that MMN amplitude will show a consistent and parametric increase with the stability of current patterns which rapidly adjusts when these patterns change. It follows that MMN should therefore be larger in blocks of longer duration for both first and second context blocks. The multiple-timescale paradigm has revealed that MMN to the two tones throughout the course of the sequence remains differentially sensitive to the stability of current patterns based on probabilities of these two tones at sequence onset. MMN was only larger in longer, more stable (2.4 min) blocks compared to shorter, comparatively less stable (0.8 min) blocks for the tone which was initially in the role of deviant [i.e., in first context blocks (8)]. MMN to the tone which was deviant in the second context (i.e., MMN to the tone which initially occurred with standard probability, after it became a deviant; in the second context) did not differ in amplitude across periods of relatively longer or shorter pattern stability (8, 15). To illustrate these effects, data from (15) are reproduced in Figure 2A where the black dots depict MMN amplitude to deviant that were 60 ms in duration among common tones that were 30 ms in duration. The white diamonds in Figure 2A depict the MMN amplitude to deviants that were 30 ms in duration among common tones that were 60-ms long. The data on the left depict the MMN amplitudes when these sounds were deviant in the grey blocks of Figure 1 (i.e., the first context), while those on the right depict the MMN amplitudes to the same tones when they were deviant in the white blocks of Figure 1 (i.e., the second context). It is clear from Figure 2A that MMN is only larger in longer blocks for sounds that were the deviant encountered in the first heard context, irrespective of tone feature; that is, this is an order-driven effect. MMN in these sequences, under these experimental conditions, did not provide a veridical representation of probability statistics in both contexts as traditional accounts would predict. All of the data presented in Figure 2A was acquired from participants naïve to the sequence in that they had not participated in any previous multiple-timescale study and did not know about the sequence structure. Each participant was told that brain activity being measured occurred automatically and was best measured when participants ignore the sound and focus on the task of watching a DVD with subtitles. This finding violates the idea that the confidence weightings which underlie MMN generation are solely governed by current (local) probability statistics.




Figure 2 | Data from published multi-timescale studies. Detailed descriptions of the studies are provided in text. (A) Mean MMN amplitudes obtained from studies using a long block sequence before short block sequence. Black dots and white diamonds represent mean MMN amplitudes obtained in (15) where participants heard the sequences first with the long tone as the deviant in the first context and then the short tone as the deviant in the first context. The red squares represent mean MMN amplitudes obtained in (207) when the long tone was the deviant in the first context, but participants were first informed about the structure and the composition of the sequences before hearing them. (B) Mean MMN amplitudes obtained in (208) where the long tone was the deviant in the first context. Data show amplitudes obtained from the whole sequence (black dots), the first and second encounter with a given long block context (white diamonds), and the early and later half of the long blocks (red squares).



In a subsequent study designed to investigate the mechanisms underlying these order effects, the data from within blocks was divided to look separately at what happened to MMN early in the blocks when a local model had just been established (1st half), versus later in blocks once the model had been stable for a while (2nd half, see graphic in Figure 2B right). When examining MMN amplitude change within blocks, the differential effect of stability in first and second contexts was most pronounced in the first half of blocks immediately after tones change roles and effectively “washed out” such that there was no difference between MMN to the two tones as deviants when comparing the latter half of sequence blocks (209). The first-impression bias therefore appeared to arise from some order-driven bound on the accumulation of predictive confidence which was formed at sequence onset and skewed pre-attentive sensory processing toward the confirmation of what was first learnt until sufficient evidence to override this first learning was accumulated. This difference between block halves has been repeated in subsequent studies and an example of these half-effects for the longer blocks is presented in Figure 2B in data reproduced from (208). In Figure 2B, the black dots depict MMN to deviants that is calculated from all relevant blocks of the sequences and the red squares depict the MMN amplitude when calculated from the early period of the two long blocks (1st half) to the left of the black dots, and from the later period of the two long blocks (2nd half) to the right of the black dots. It is clear in Figure 2B that MMN to the deviants in the first context are large throughout long blocks of the sequence, while MMN to deviants in the second context long blocks start smaller and amplitude increases as the block continues. These differences over block half contrast the relative equivalence of the MMN amplitudes evident in averages taken from the first and second encounter of the long blocks (see graphic Figure 2B, right). In Figure 2B, the white diamonds depict MMN amplitude for the first block encounter of the first and second context presented to the left of the black blocks, and that to the second block encounter for each context is presented to the right.

The novelty of this first-impression bias generates a series of important questions that must be addressed in service of a comprehensive understanding of the form and function of MMN and its contribution to perceptual-cognitive processes. The first requires establishing to what extent this modulation is attributable to temporal order effects over and above any other characteristic of the sound sequence (e.g., the physical properties of the tones). Should the observed effect be confidently attributed to tone order, there follows the question of to what extent it generalizes across sequence structures, tone types, and deviations. As noted, Figure 2A is derived from sequences in which the two sounds differ in duration (30 and 60 ms) and the same pattern of MMN amplitude modulation is obtained for the two block types whether the long tone or the short tone is rare in the first context (i.e., it is order-dependent not feature-dependent [(15), see also (210)]. Certainly, there is also evidence that similar modulation patterns can be observed using frequency deviants (7) and spatial deviants (208) offering support to the notion that it is a general order-driven effect.

Order-driven effects on MMN amplitude have elsewhere been observed in a study of shorter sound sequences where tones of different frequency switched roles as standard and deviant only once (160) and where authors attributed this to longer-timescale adaptation effects exerting bottom-up influence on ERP amplitudes. The study was designed to replicate earlier work demonstrating the impact of long-term SSA of single neurons on standard and deviant ERPs (159). The authors concluded that an initial “suppression” of MMN amplitude to a deviant with a long history of repetition after tones change roles could reflect the existence of similar SSA mechanisms occurring over multiple timescales in the human auditory cortex simultaneously (160). Longer timescale adaptation was demonstrated lasting up to 10 s, alongside a faster adaptation time constant of 1.5 s to local patterning, and appeared to show similar development to that seen in single-neuron studies of the cat auditory cortex (159). Costa-Faidella and colleagues (160) further demonstrated the successful prediction of MMN amplitude modulations through a linear model of local and global adaptation effects and argued that order-driven effects such as those observed by Todd and colleagues (8) can arise from basic, bottom-up properties of the auditory system. One difference between the two studies was the repeated alternation of tone arrangements in (8). In Figure 2B, the breakdown of data gives us an opportunity to examine the response to a deviant sound that has never been common (block 1, graphic on the right), versus the response to the same sound when it has just been common (block 3, graphic on the right). Based on SSA effects, we would assume the response to deviants in block 3 to be much smaller than in block 1, and the difference between deviants in blocks 3 and 4 to be diminished relative to differences between blocks 1 and 2. This is clearly not the case in data represented by the white diamonds.

Interestingly, the MMN amplitude modulations that occur are very different if a group of participants are first shown Figure 1 diagram and told about the sequence structure before being given the same instruction about the automaticity and ignoring the sounds while watching a DVD with subtitles. Under these “informed” conditions, the long > short block MMN amplitude modulation is absent for both contexts (see red squares, Figure 2A). Finally, if these same sequences are heard by participants who are performing a more cognitively demanding visual task the results are different again with MMN amplitude in long > short blocks for both contexts (207).

Every dataset displayed in Figure 2 emerged from the same two sounds with the same local probabilities (a 60 and 30 ms, 1,000 Hz pure tone at p = 0.875 when common and p = 0.125 when rare), and yet the MMN amplitude modulation patterns are quite different. This compilation of data illustrates that the MMN amplitudes produced to these simple sequences are highly dependent on the longer-term sequence structure, and the learning environment in which they are heard. This pattern occurs in a way that seems difficult to account for by SSA—at least not SSA considered to arise as an inevitable suppression of response based on a recent history of frequent presentation. In the following section, we explore a more complex account of order-effects that might accommodate these puzzling observations.



A Hierarchical Bayesian Perspective

The first-impression bias can be captured by the implementation of predictive coding within a hierarchical Bayesian learning scheme, where the processing of sensory input at each level is modulated by top-down priors which are weighted by estimates of confidence or accuracy and based on information collected over longer time periods (3). The influence of these backward connections embodies predictions, enforcing the suppression of prediction error units to a predicted sound in a manner that reflects expected precision based on the previous stability or predictability of the environment [i.e., gain control (211)]. The interpretation offered for the bias is that in the absence of a pre-existing prior for the two sounds at sequence onset, there is a rapid accumulation of precision for the initial deviant as rare and informative and the initial standard as redundant and uninformative (8, 212). These high confidence weightings equate to strong top-down predictions which are highly effective in suppressing prediction error to the uninformative standard tone. When tone roles change, the ability to accept this initially uninformative tone as a potentially important deviant is then limited as this highly suppressed error signal has a minimal impact on learning rate, leading to marked differences in how the two tones are processed as deviants.

The differential effects observed to the two tones are dominated by modulations of the deviant ERP, suggesting that it is principally the processing of surprise rather than redundancy which is biased [however, see (213) for more subtle order-dependent modulation of the standard ERP]. Modulation of response to the deviant tone is consistent with predictive coding, where precision or gain is specifically reflected in how effectively prediction error to the deviant sound is suppressed. While neural adaptation has previously been shown to influence MMN (160), this explanation alone is insufficient to explain why bias patterns persist throughout the duration of the sequence. Under this account, it would be expected that a similar suppression would be observed to subsequent presentations of the first context blocks after the first deviant has spent a period of time in the role of standard—Figure 2B shows that this did not explain the data in this case. Neural adaptation would also struggle to account for how, when a prior exists (informed condition, red squares, Figure 2A), this difference in weightings for the two contexts does not occur (207). These modulation patterns may instead be linked to some form of higher-order representation which is effectively re-activated each time the first context block is re-encountered. Prediction models have previously been shown to have a degree of context specification, given that no tone can behave as both standard and deviant in a given context (214). In this way, predictive coding could offer a sufficient mechanistic explanation of the first-impression bias as evidence for the influence of tightly held, top-down representations of sounds on future sound processing which involve some form of higher level, semantic categorization. Accordingly, the different data acquired from informed participants (Figure 2A) may indicate that foreknowledge enables more flexibility in model updating as a function of knowing in advance that category memberships will change.



Multiple Timescales of Statistical Learning

The presence of regular block lengths is central to the observed patterns of bias. The differential modulation patterns to first and second deviant tones do not occur if the four longer blocks are intermixed with the 12 shorter blocks such that there is no predictable longer term temporal structure (213). In this study, sequences always started with a long block of the 60-ms tone as first deviant, and blocks always alternated tone probabilities, but there was no regularity in the block alternation rate. Under these circumstances, the MMN amplitudes were larger with longer local regularity for both contexts. However, larger MMN amplitudes for longer blocks are not observed if the four longer blocks occur after a regular pattern of twelve shorter blocks. In this case, MMN amplitudes in longer blocks are either equivalent throughout the entire sequence for both contexts (215), or indeed larger for the shorter blocks than the longer blocks for the first context (14). It has therefore been suggested that high precision associated with the first context remains influential if the longer-term environment is predictable, but will be lost if the environment changes in an unexpected way (e.g., blocks are shorter or longer than expected). This explains an expected short < long block pattern for first-context if the long blocks are first, but counteracts this pattern if the long blocks are second.

The importance of first-impressions is perhaps even more convincingly demonstrated in a recent three-tone multiple-timescale sequence (37). In this study, three sounds were arranged in blocks where two were equally common and one was rare, and the probabilities rotated creating three different block types (i.e., probabilities, A < B = C, B < A = C, C < A = B). The sequences included two of each block type with three versions—one starting with A < B = C, one with B < A = C and one with C < A = B. While MMN was generated to the rare tone in each block of all sequence arrangements, the MMN generated to any deviant in any block was always significantly smaller if the sequence began with two common sounds with the highest spatial separation (90° left or right). In other words, despite equivalent sound compositions within blocks inside the different sequences, the auditory system assessed the configurations in which the two common tones were adjacent in space (within the three locations used) as less volatile compared to when they were highly separate. However, remarkably, the effect of this increase in volatility was only evident when the more volatile environment was encountered at the beginning of the sequence. A volatile first-impression at sequence onset led all deviance-related responses to be significantly lower in amplitude for the ensuing 12-min period.



Implications for Cognitive Neuroscience

First-impression bias has been interpreted to reflect a sensitivity to information collected across multiple timescales that alters model updating [e.g., (7, 15)]. High confidence in initial tone roles leads to slowed accumulation of confidence for the new roles once these change, but it appears to be prevented by sequence foreknowledge (207). At a local level, the inversion of tone probabilities overwrites the current prediction model, but some memory of the first impression remains and seems to be reactivated when the initial block structure is encountered again (15). This may suggest, for example, that the reversal of probabilities becomes treated as a temporary departure from the initial prediction model, revealing the ability of the auditory system to maintain information beyond even the longest 30-s temporal limit previously proposed to apply to MMN (216).

The interpretations offered above are controversial in their opposition of much of what is considered “known” about the mechanisms and meaning of MMN. Instead, they appeal to more sophisticated models of learning which have gained favor elsewhere. The Hierarchical Gaussian Filter (HGF), for example, provides a revision of Rescorla and Wagner's (217) model of associative learning where rather than learning rates being directly proportional to error, they are hierarchically weighted relative to various degrees of uncertainty that more closely imitate a stochastic real-world environment (218, 219). The HGF assumes that learning proceeds in a Bayes-optimal fashion similar to the hierarchical precision weightings described above. In the same way that a single repetition of a sound is not sufficient to elicit MMN (220), this ensures that new learning is not triggered by chance fluctuations. These similarities may speak to the generality of these fundamental learning mechanisms to perception. The first-impression bias therefore has potential not only to advance our understanding of MMN as a neural marker for basic brain processes but could itself as a tool for probing more complex neural computations.

Order effects on MMN are part of an evolving literature encouraging a revisiting of assumptions about the processing underlying MMN. Studies that emphasize the centrality of transitional probability rather than probability per se [e.g., (179)] are consistent with the notion of future state predictions being a priority for sensory information processing (3, 184) even in task-independent listening where sound has no direct implications for behavior. The order effects we have reviewed here prompt a reconsideration of the timescales over which predictive processing is operating. The critical influence of volatility estimates demonstrated here necessarily reflects longer-timescale attributes of sequential sound presentation. In conclusion, these observations introduce the potential for new applications of MMN as a tool in cognitive neuroscience and expand the questions and interpretations that might be put forward in its use to explore “sensory information processing abnormalities in schizophrenia and related neuropsychiatric disorders”.



Application in Clinical Cognitive Neuroscience

MMN, in general, is a useful candidate for exploring basic cognitive neuroscience and psychopathology. First, MMN has good individual test-retest reliability and sensitivity to inter-individual differences in a number of domains (71). Given that MMN elicitation relies on the detection of discrepancy between a deviant and standard sound it thereby provides a means to measure individual auditory discrimination ability (18). Studies have demonstrated the use of MMN to infer individual performance on related processes ranging from memory trace formation (82, 221), auditory stream segregation (174) and regularity extraction (79). Variation in MMN has also been used to track intra-individual changes, which can be useful in both general observation and the assessment of intervention effects. MMN has previously been used to measure the effects of pharmacotherapy [e.g., (222)] and auditory training [e.g., (223, 224)] and holds promise as an endophenotypic marker of dysfunction in certain conditions including pathological aging [e.g., (225, 226)] and psychotic disorders [e.g., (222, 227, 228)]. Another advantage of MMN as a clinical measure is that the change detection process underlying MMN appears to be initiated at least in part in an early, pre-attentive level of the cortical hierarchy (19). MMN elicitation does not require a participant to consciously attend to stimuli and provides a means to study a wide range of cognitive operations in populations where attention or motivation may be lacking, such as children or the very impaired (38, 229). In both clinical and healthy populations, MMN can be used to elucidate automatic or pre-attentive cognitive processes and their downstream effects on voluntary and controlled processing (230).

Variables listed in Table 1 include many that can be experimentally manipulated to investigate a rich array of questions in clinical groups, and the potential to explore the influence of multiple-timescale patterning within sequences and order-effects of volatility are now added inclusions in this suite. The caveat highlighted here however is that MMN is elicited within a specific learning environment created by the experimenter. The behavior of the inferential system under investigation will likely be nuanced by what predictions the system is attempting to optimize [see (213) for discussion]. Even within studies of schizophrenia, arguably, the most mature clinical application of MMN, there are inconsistencies in studies attempting to identify the core anomaly in the underlying system. Although reduced amplitude MMN is a highly replicable finding with large effect sizes [e.g., (231)], evidence for whether this reflects purely an impaired response to deviation (232, 233) or impaired encoding of regularity as well as deviance (26, 234) is mixed. Similarly, attempts to localize the deficit within the inferential network yield inconsistent findings [see (235, 236, 237) for reviews]. While deficient formulation and encoding of valid predictions is considered a central feature of psychotic phenomena (238), and auditory inference is an excellent methodology in which to study the integrity of valid predictions, a full mechanistic understanding of the underlying causes remains elusive. Ultimately, a deeper understanding of the differences within an inferential system remains reliant on a deeper understanding of the system itself, and here, we propose that a consideration of timescales of learning adds a potentially informative consideration in understanding how paradigms might differ, and how group differences might differ across paradigms.
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Adjunctive psychotherapeutic approaches recommended for patients with schizophrenia (SZ) who are fully or partially resistant to pharmacotherapy have rarely utilized biomarkers to enhance the understanding of treatment-effective mechanisms. As SZ patients with persistent auditory verbal hallucinations (AVH) frequently evidence reduced neural responsiveness to external auditory stimulation, which may impact cognitive and functional outcomes, this study examined the effects of cognitive behavioral therapy for voices (CBTv) on clinical and AVH symptoms and the sensory processing of auditory deviants as measured with the electroencephalographically derived mismatch negativity (MMN) response. Twenty-four patients with SZ and AVH were randomly assigned to group CBTv treatment or a treatment as usual (TAU) condition. Patients in the group CBTv condition received treatment for 5 months while the matched control patients received TAU for the same period, followed by 5 months of group CBTv. Assessments were conducted at baseline and at the end of treatment. Although not showing consistent changes in the frequency of AVHs, CBTv (vs. TAU) improved patients' appraisal (p = 0.001) of and behavioral/emotional responses to AVHs, and increased both MMN generation (p = 0.001) and auditory cortex current density (p = 0.002) in response to tone pitch deviants. Improvements in AVH symptoms were correlated with change in pitch deviant MMN and current density in left primary auditory cortex. These findings of improved auditory information processing and symptom-response attributable to CBTv suggest potential clinical and functional benefits of psychotherapeutical approaches for patients with persistent AVHs.
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Introduction

Auditory verbal hallucinations (AVHs), defined as perceptions or subjective experiences of “hearing voices” without corresponding external auditory stimulation, occur with a high frequency of up to 60% to 80% in patients with schizophrenia (SZ) (1). Reflecting a diverse phenomenological experience, AVHs can involve words, sentences, or conversations (with varied clarity, loudness, and spatial locations) spoken as commands, comments, insults, or encouragements by familiar or unfamiliar single and/or multiple voices (in first, second, or third person) (2).

Although the causes of AVHs are still unclear, improved understanding of the neural basis of AVHs has been forthcoming from functional magnetic resonance imaging (fMRI) studies which have shown elevated activation of brain regions associated with auditory stimulus processing, speech generation, and speech perception during the experience of active hallucinations (vs. silent rest) (3–6). Paradoxically, although in sensory cortices hyper-excitable neuronal states are typically associated with enhanced exogenous induced processes (7–10), AVHs have been associated with reduced neuronal activation of the auditory cortex in response to external auditory stimulation (11). These opposing findings in hallucinating patients of increased activation of the auditory cortex in the absence of external stimulation and reduced activation of the auditory cortex in response to externally presented speech and non-speech sounds have been interpreted as evidence for competition between internally generated and externally originating neural activity in the auditory cortex for the attentional resources of the hallucinating patient (11). Also evidenced in SZ patients who are prone to AVHs (vs. patients who have never hallucinated), diminished neural responsiveness to external auditory stimulation is believed to affect the functional cost of an auditory cortex that is thought to be tonically “tuned on” and “tuned in” to the internal channels broadcasting hallucinating stimuli, with the preferential endogenous processing of AVHs resulting in the “saturation” of neuronal resources and resulting in limited capacity for the exogenous processing of external auditory stimuli (12, 13).

Further evidence that the auditory cortex in hallucinating patients is overly sensitive to activation arising from internal processing, while being less responsive to external stimulation, comes from electrophysiological studies assessing cortical responsiveness to auditory stimuli with electroencephalographically (EEG)-derived event-related potential (ERP) components that have been shown to be generated in the auditory cortex and have been extensively used to document profound early auditory information processing (EAIP) deficits in SZ (14). Patients with SZ have been found to be impaired with respect to two aspects of EAIP: inhibiting intrinsic responses to redundant stimuli (to prevent sensory overload), and facilitating/detecting potentially salient stimuli (for extended higher-order processing and response) (15). These elementary pre-attentive auditory input deficits in SZ are reflected in two candidate ERP endophenotypes, one of which includes P50 sensory gating as a measure of inhibitory failure. This inhibitory deficit is indexed in SZ both by minimal suppression of P50 (an early central-maximum positive scalp component elicited at ~50 ms in response to the second stimulus [S2] of click pairs [S1-S2]), and by a diminished S1 P50 amplitude (16). A second ERP endophenotype of EAIP dysfunction in SZ, mismatch negativity (MMN), is a frontal maximum negative scalp component at ~150 to 200 ms which indexes automatic acoustic deviance detection and, in SZ, exhibits a reduced amplitude in response to changes in physical or abstract features in auditory oddball paradigms (17).

Although both of these ERP-indexed elementary sensory processes (auditory gating and auditory charge detection) have been consistently shown to be abnormal in SZ, our findings indicated a significant worsening of these brain sensory functions in patients who hallucinate (trait positive) as: (1) increasing negative affective content of AVHs was inversely related with S1 P50 amplitude (18); (2) SZ hallucinators (vs. non-hallucinators) exhibited smaller MMNs to changes in pure tone stimuli (19), with MMN reduction being more evident with increasing trait ratings of hallucinatory activity (20); and (3) SZ hallucinators (vs. healthy controls) showed smaller MMNs to pure tone and speech deviant stimuli (21). Furthermore, in SZ patients who are prone to hallucinate, we observed diminished involuntary attentional orienting to speech stimuli (evidenced by a reduction in a later [~300 ms] frontocentral positive [P3a] scalp component), suggesting an impairment in the ability of human speech deviations to capture attention (22). Together with findings of reduced amplitude of the N1 component of the auditory ERP during hallucinating states (23), observed ERP deficits in sensory registration (N1), sensory inhibition (P50), sensory discrimination (MMN), and stimulus selection (P3a) within the auditory modality are consistent with the “saturation” hypothesis of AVHs. The resulting competitive outcome favoring resource allocation to the processing of internal auditory signals may in part explain the profound behavioral performance deficits of SZ patients during auditory discrimination tasks (24).

AVHs are associated with high levels of distress likely related to idiosyncratic beliefs or cognitive appraisals involving control, power, voice identity, authority, and consequences of not complying with the voices (25–27). Despite adequate dosages of antipsychotic drugs, AVHs are drug resistant in ~25% of SZ patients, and become chronic, causing an impaired quality of life (28) and diminished cognitive capacity, with the latter playing a key role in functional outcome (29). Cognitive behavioral therapy (CBT) has been suggested as a complement to pharmacotherapy for targeting psychosis in treatment resistant cases (30–32). Reviews (33–37) and multiple meta-analyses (38, 39, 40–42) on the effectiveness of specialized cognitive behavioral therapy for psychosis (CBTp), developed, and recommended as an adjunctive treatment for decreasing distress in patients with persistent AVHs (43, 44), found a modest but significant positive impact on positive symptoms, negative symptoms, and general psychopathology. The proposed mechanism of change resulting from CBTv is through changes in beliefs about voices as well as enhancing coping skills (33).

In contrast to CBTp, which is aimed at a broad array of symptoms, administering tailored therapies for specific symptoms and using a recommended symptoms specific approach such as CBT for voices (CBTv) (34, 40) has shown effectiveness in individual and group sessions. In three randomized controlled group CBTv trials, improvements have been found not only in positive and general symptoms, but also in self-esteem, effective coping strategies and social functioning, as well as reductions in voice frequency and perceived voice power (35, 45–49).


The Present Study

The ultimate goal of CBTv is to help patients cope with auditory hallucinations, which would presumably translate into improved external auditory information processing, and to improved functioning. The primary aim of this pilot study was to examine change in the neuronal response to auditory stimulation following an integrated group CBTv trial which would incorporate the use of both acceptance and commitment therapy (ACT) to modify painful and stressful thoughts and emotions arising from voices (50–52), and attentional training (ATT) to reduce the attentional capture by emotionally salient voices (53, 54). Effective cognitive strategies that are able to reduce AVH saturation of sound perception neurocircuitry may free up resources for external auditory processing in limited capacity auditory cortical networks. At the sensory processing level, the MMN may be an ideal probe for indexing treatment associated with functional changes in the auditory cortex as: it can be rapidly assessed and it is highly stable over time (test-retest ranging from 0.60 to 0.80) (55, 56); it is an automatic sensory process that is relatively free of attentional and motivational confounds that influence effort-demanding, higher order cognitive operations (57); and finally, because MMN has strong external face validity (in that it is positively related to performance in behavioral tasks of sound discrimination) (58, 59), and its impairment in SZ is positively correlated with cognitive (memory) (60) and executive functioning deficits (61, 62), social skills acquisition (63), and global daily functioning (64–67).

In addition to our study's primary objective of using MMN to index CBTv-induced changes in neural correlates of auditory discrimination of pure tone deviants, a complimentary objective was to conduct a regions of interest (ROI) analysis on deviance-elicited source localized activity in bilateral primary (pAC) and secondary auditory cortices (sAC), putative regions implicated in AVHs, and the main cortical areas of MMN generation (68–76). Hypothetically, although we do not necessarily expect changes in AVH topography (i.e., frequency and quality of voices), within the “saturation” model we generally predicted that CBTv, in reducing resource-demanding processing of internal (voices) stimulation, will allow for increased processing of external auditory stimulation. At the neural level, we specifically hypothesized that increased exogenous processing following CBTv will be evidenced by greater MMN responses to auditory deviants, and by greater deviant-elicited activation in the primary auditory cortex (pAC), and specifically the left pAC as this is the main brain region in SZ hallucinators that exhibits both increased activation in the absence of an external stimulus and decreased activation in the presence of an external auditory stimulus (11). CBTv-induced changes in symptoms were expected to correlate with changes in deviance elicited MMN and auditory cortex responses. MMN changes with CBTv were also predicted to be related to response changes in the auditory cortex.




Methods


Study Participants

The study was approved by the Research Ethics Board of the Royal Ottawa Mental Health Centre and the University of Ottawa. The study recruited twenty-five (10 women, 15 men) individuals with schizophrenia (SZ: M=45.95 years, SD=12.60) from the Outpatient Schizophrenia Program of the Royal Ottawa Mental Health Centre, all of which were diagnosed by trained psychiatrists using the Structured Clinical Interview DSM-IV-TR (SCID-I) (77). Patients included in the study: (i) were between the ages of 18 and 60 years; (ii) reported a consistent history of auditory verbal hallucinations over the course of their illness; (iii) exhibited a score of 3 or greater (reflecting mild or greater auditory/verbal hallucinatory experience) on the hallucination item of the Positive and Negative Syndrome Scale (PANSS) (78), and a score less than 65 on the total PANSS score (to screen out individuals with severe level of symptoms and severe impaired functioning that would impact their ability to participate in group CBTv); (iv) reported no history of neurological conditions or head injury; (v) were clinically stable, as indicated by no significant changes in symptoms or medication, for at least the 3-month period prior to testing; (vi) were being treated only with one of the atypical antipsychotics as their primary medication; (vii) were willing to participate in 5 to 6 months of CBTv in addition to their usual treatment; and (viii) displayed normal hearing (threshold < 30 dB SPL) as assessed by audiometric testing.



Treatment Design

Following a parallel group design, 14 (8 males) of the 25 patients were randomly assigned to receive CBTv for 5 months in addition to their usual treatment (CBTv group) and eleven (7 males) were randomly assigned to continue their treatment as usual (TAU group). The recruitment and creation of groups involved: (i) a patient referral through hospital psychiatrist to the study team; (ii) the introduction of the study requirements and involvement by the study team and consent from participants; (iii) completion of screening session to ensure patients met the study requirements; and (iv) random assignment to treatment groups. In the CBTv group, patients received CBTv for 5 to 6 months, while patients in the TAU were followed for the same time period. Following completion, TAU patients then completed 5 months of CBTv treatment (Figure 1). The two laboratory test sessions, one at baseline and one at follow-up, included electrophysiological recordings, assessment of psychiatric symptoms, and completion of questionnaires relating to AVHs.




Figure 1 | Flow chart of treatment design.



Of the fourteen patients assigned to the CBTv condition, thirteen patients (8 males) completed all assessments at baseline and follow-up and provided usable EEG data. Of the eleven patients recruited in TAU group, nine (5 males) completed all assessments at baseline and follow-up and provided usable EEG data. Of the nine patients who completed the TAU group, six completed all assessment at baseline, follow-up, and post-CBTv, and provided usable EEG data. All patients who completed the study continued with their regular medication and psychosocial interventions throughout the study period. The main reasons for attrition or exclusions from the study were: (i) consent withdrawal; (ii) incomplete or unusable EEG data at one or both time points (e.g. noisy EEG data, less than 40 clean EEG epochs per deviant stimulus, and missing EEG channels; (iv) medication change; and (v) onset of medical illness.



CBTv Protocol

Consistent with the NICE (77) and PORT (78) guidelines, group CBTv was delivered using a manualized approach, where prescribed goals and techniques to be used during treatment sessions are outlined and followed throughout treatment. The treatment was implemented by one expert CBTv therapist (N.W.), following a session-by-session treatment manual. Conducted in eighteen planned sessions over 5 months, and facilitated by highly trained group leaders, the CBTv intervention incorporated CBT strategies for positive symptoms, and ATT as well as ACT within a CBT framework. The 18 session group CBTv was administered on a weekly basis for 5 months (during the last 2 months, sessions were spread out to every two weeks). Each CBTv group had approximately nine participants and each participant had a copy of the participant manual, which included all homework/practice assignments. Adherence to the CBTv protocol across the groups was assessed by adherence to the treatment manual and measured by the Cognitive Therapy Scale for Psychosis (CTS-Psy) (79).



Symptom Assessment

Patients in the CBTv group were assessed independently at two test sessions: at baseline, and at follow-up at the end of CBTv (5 months after baseline). The TAU group was assessed at three test sessions: baseline, at follow-up at the end of waitlist period (5 months after baseline) and at the end of CBTv (10 months after baseline). The following clinical outcome measures were implemented:

Positive and Negative Syndrome Scale (78). The Structured Clinical Interview for the PANSS is a 30-item rating scale designed to measure the presence and severity of psychopathology in patients with SZ, schizoaffective disorder, and other psychological disorders. The PANSS was completed by a trained clinician following a semi-structured interview format and using available clinical information. The clinician was blind to the group assignments. Each item was rated by the clinician on a Likert scale ranging from 1 (not present) to 7 (extremely severe). Three subscales scored were derived: Positive Symptoms scores (possible range of scored: 9–49); Negative Symptoms Scores (possible range of scores: 7–49); and General Symptoms Scores (possible range of scores: 16–112).

The Psychotic Symptom Rating Scales (PSYRATS) (80). The PSYRATS includes two scales designed to measure the severity of a number of dimensions of auditory hallucinations and delusions. Only the Auditory Hallucinations subscale was administered to the patients, which includes an 11-item scale that assesses dimensions of auditory hallucinations. The items include frequency, duration, location, loudness, amount and intensity of distress, amount and intensity of negative content, disruption, controllability, and number of voices. Symptoms scores are rated on a 5-point ordinal scale (0–4). Items are summarized for a total score, and higher scores reflect more severe auditory hallucinations.

Beliefs About Voices Questionnaire-Revised (BAVQ-R) (81). The BAVQ-R is a 35-item self-report questionnaire that measures perceptions about, and emotional and behavioral response to auditory verbal hallucinations. The items are rated on a 4-point scale ranging from 0 (disagree) to 3 (strongly agree). The questionnaire consists of five subscales measuring different meanings given to the voices: omnipotence with six items (e.g., “My voice is very powerful”), malevolence with six items (e.g., “My voice is persecuting me for no good reason”), resistance with nine items (four items for emotion: e.g., “My voice frightens me” and five items for behavior: e.g., “When I hear my voice usually I tell it to leave me alone”), benevolence with six items (e.g., “My voice wants to help me”) and engagement with eight items (four for emotion: e.g., “My voice makes me feel calm” and four for behavior: e.g., “I seek the advice of my voice”).

Voices Acceptance and Action Scale (VAAS) (82). The VAAS is a 31-item self-report questionnaire that measures acceptance-based beliefs (defined as a willingness on the part of the voice hearer to have voices in his or her life coupled with an effective, non-avoidant disengagement from them) and action-based beliefs (defined as behaviors that are self-directed rather than being a reaction to the voices). Both the 16 acceptance-based items (e.g., “My voices are just one part of my life”) and the 15 action-based items (e.g., “My voices stop me from doing things I want to do”) are scored on a 5-point scale: strongly disagree, disagree, unsure or neutral, agree, or strongly disagree.

Choice of Outcome in CBT for Psychoses (CHOICE) (83). This outcome measure was developed to be sufficiently generic to apply across different CBTp approaches and models, but sensitive enough to capture change. It consisted of a two-dimensional 24-item self-report questionnaire, which provides measures for severity and satisfaction across a range of problems/difficulties (e.g., “ways of dealing with distressing experiences [e.g., beliefs, thoughts, and voices],” “the ability to approach problems in a variety of ways”).



Auditory Paradigm

ERP test sessions occurred in the morning (8–11 a.m.) following overnight abstinence of drugs, alcohol, caffeine and food. During the auditory stimulation, participants sat upright and viewed a silent video (The Blue Planet by BBC, 2001). In the optimal MMN paradigm (84), which was designed to elicit MMN responses to 5 separate auditory deviants, auditory tonal stimuli of 70 dB sound pressure level (SPL) were presented binaurally through headphones and consisted of standard (p=0.5) stimuli (composed of three sinusoidal partials of 500, 1000, 1500 Hz, 75 ms duration) that were randomly intermixed with deviant (p=0.5) stimuli. Stimulus onset asynchrony (SOA) was fixed at 500 ms. The deviant tones differed from the standard tones in terms of pitch, duration, intensity, perceived location of sound origin, or contained a silent gap in the middle of the tone (i.e. gap deviants). The duration deviant was only 25 ms in duration (instead of 75 ms). Half of the pitch deviants were 10% lower (composed of 450, 900, and 1350 Hz partials) and the other half were 10% higher (composed of 550, 110, 1650 Hz partials). Half of the intensity variants were at 80 dB and the other half at 60 dB. A change in perceived location was created by creating an 800 µs time difference between channels, leading to a sensation of a change in location of approximately 90°. Half of the deviants had an 800 µs delay in the right channel while the other half was in the left channel. In the gap deviants 7 ms (including a 1-ms rise and fall) were removed from the middle of the standard stimulus. Stimuli were presented in 3 sequences of 5 minutes each (1845 stimuli) for a total of 15 minutes (5535 stimuli). Each sequence started with a 15 standard tones, followed by a sequence in which every second tine was a standard (p=0.5) and every other tone was one of the five deviants (p=0.1 each). One deviant of each category was presented once every five deviants and deviants of the same category were never presented consecutively.



ERP Procedures

ERPs were recorded with a cap embedded with Ag+/Ag+Cl− electrodes (EasyCap, Herrching-Brieibrunn, Germany) positioned on 32 (see Figure 2) according to the 10–10 system (85). An electrode on the nose served as reference and a ground electrode was positioned at the AFz electrode site. Electrodes were placed above and below the right eye to record vertical electrooculographic (VEOG) activity. Electrical recordings were carried out using a Brain Vision QuickAmp® (Brain Products, GmbH, Munich, Germany) amplifier and Brain Vision Recorder® (Brain Products GmbH, Munich, Germany) software. Electrical activity was sampled at 500 Hz, with amplifier bandpass filters set at 0.1 to 100.0 Hz. Electrode impedances were kept below 5 kΩ.

Off-line analysis was performed with Brain Vision Analyzer® software (Brain Products, GmbH, Munich, Germany). For each stimulus, electrical epochs of 500 ms duration (beginning 100 ms prior to stimulus onset) were digitally filtered (0.1–20 Hz) (86), ocular (87) and baseline corrected (relative to the pre-stimulus segment), and only epochs with EEG voltages ± 75 µV were used for final ERP averages, which were constructed separately for the standard and each deviant stimulus type at each electrode site. Waveforms for the low and high pitch deviants, those for the low- and high-intensity deviants, and those for the right and left location, were averaged together. The mean number of epochs for MMN averages was not significantly different between deviants, nor were there differences in epoch numbers (for each deviant) across test sessions or between treatment groups.

MMNs elicited by frequency (fMMN), duration (dMMN), intensity (iMMN), gap (gMMN), and location (lMMN) deviants were analyzed with difference waveforms, which were derived by digital point-by-point subtraction of the standard stimulus values from those elicited by each of the deviant stimuli. Grand average waveforms, raw and subtracted, are displayed in Figure 2. MMN amplitude was defined as the most negative peak (± 5 ms) between 120 and 250 ms at the frontal electrodes (F3, Fz, F4), the sites exhibiting maximum MMN amplitudes. Amplitude of the N1 component (peak negativity between 90 and 120 ms) elicited by the standard stimulus was also measured (from Fz) as an index of sensory registration, which is typically reduced in chronic SZ (88).




Figure 2 | Baseline (raw) grand-averaged ERP waveforms elicited by the standard and five deviant stimuli for all participants (N=24), shown across scalp sites and highlighted at Fz with respect to both raw (unsubtracted) and subtracted (deviant minus standard) difference waveforms.





Source Localization

Intracortical current density (A/m2) measures at peak MMN activity (based on ERP grand averages) from predefined ROIs was computed using validated (89) exact low-resolution electromagnetic tomography software (eLORETA, version 2081104) (90, 91). eLORETA models the cortical gray matter as a collection of voxels (6239 voxels with a spatial resolution of 5-mm3). Relying on the standard electrode positions displayed on the scalp (92, 93), the digitized Talairach atlas (94), the average MRI brain template (MMI152) provided by the Montreal Neurological Institute (95) and a cortically restrained solution space, it calculates within a realistic head model (96) the non-unique “inverse” problem by computing a three dimensional distribution of intracortical source activity (with zero location error) at each voxel based on surface-level electrical signals. The original LORETA method has received considerable validation from studies using EEG (97) and more established localization methods such as structural and functional MRI (98–100) and intracranial electrode recordings (101). Employing the ROI-Extractor tool, the selected ROIs were based on eLORETA-defined Brodmann Areas (BA), and current density data from a single centroid representative voxel of each BA (the voxel closest to the center of the BA mass, which is an excellent representation of the corresponding BA) were extracted for further analysis. This included the pAC (BA 41) and secondary (sAC) auditory cortex (BA 42).



Statistical Analyses

Statistical analysis was conducted using SPSS version 23 (SPSS Inc., Chicago IL, USA). Two sets of analyses were carried out: 1) the primary set compared data between two groups, including the 13 patients completing the CBTv treatment arm and the 11 patients completing the TAU treatment arm; 2) the secondary set combined data from two groups, including the patients assigned to the CBTv treatment arm and the TAU patients who went on to receive CBTv. For the primary analyses, MMNs were assessed with separate mixed analysis of variance (ANOVA) for each deviant, each ANOVA consisting of one between-group factor with 2 levels (CBTv vs. TAU) and two within-group factors, including time (baseline vs. follow-up) and frontal electrode site (left [F3], central [Fz], and right [F4]). MMN latency (at Fz only) for each deviant and clinical rating/questionnaire scores were analyzed with similar ANOVAs but with no site factor. Measured as peak negativity in an 80 to 120 ms window, the N100 amplitude/latency values derived from the standard stimulus were also subjected to similar ANOVAs to determine if CBTv affected simple sensory registration. For the deviants exhibiting significant treatment-induced changes in MMN in the between-group analyses, the eLORETA-derived CD values for the pAC and sAC were analyzed using ANOVAs involving a between-group factor and two within-group factors, including time and ROI (BA41, BA42). For the secondary set of analyses, which assessed measures in the combined CBTv treatment group, ANOVAs did not contain a between-group factor. In order to maintain a constant 5 month period between baseline and follow-up sessions in these analyses, the data from the assessments conducted at the initial follow-up session in the TAU group served as their baseline data. For both sets, regardless of whether significant Greenhouse-Geisser corrected (p < 0.05) treatment, time or interaction effects were observed or not, treatment change was assessed via a priori planned comparisons of baseline vs. follow-up data. For the deviant MMNs and CDs exhibiting significant treatment effects in this between-group analysis, Spearman's rho correlation coefficient statistic was used to examine the relationship between changes in electrophysiological measures and changes in clinical/questionnaire measures, as well as between MMN changes and source localized CD changes. In order to reduce the number of statistical tests, these correlations were assessed only for electrophysiological and clinical/AVH measures showing CBTv treatment effects in the initial set of analyses.




Results

Of the fourteen patients assigned to CBTv, thirteen (8 males) completed all assessments at baseline and follow-up and provided usable EEG recordings. Of the eleven patients assigned to TAU, ten (6 males) completed all assessments at baseline and follow-up and provided usable EEG recordings. Thus, the attrition rate was 8%, with onset of medical illness (one patient) and unusable EEG data (one patient) accounting for patient-drops. During their subsequent participation in CBTv, only six of the ten patients in the TAU group completed all assessments at baseline (i.e., some data as from their follow-up session post TAU) and at follow-up and provided usable EEG recordings. Patent-drops were due to either change in medication (one patient), or unusable EEG (two patients). The final CBTv and TAU groups were similar in age, gender, year of education, duration of illness, PANSS positive, PANSS negative, PANNS total and PSYRATS total scores (Table 1).


Table 1 | Demographic and clinical measures for treatment groups.




CBTv Effects on Clinical/AVH Symptoms


Between-Group Analyses

The CBTv group did not differ from the TAU group with respect to changes in PANSS positive, negative or general symptoms (Table 1). Similarly, no group differences were observed with respect to changes in the frequency and quality of AVH symptoms assessed with PSYRATS ratings (Table 1).

For the BAVQ-R, significant time effects were observed for two of the subscale scores, omnipotence (F = 7.36, df = 1/21, p = 0.013) and resistance behavior (F = 4.37, df = 1/21, p = 0.049). Planned comparisons found these reductions in omnipotence (p = 0.014) and increases in resistance behavior (p = 0.015) ratings between baseline and follow-up to be limited to the CBTv group (Figure 3). Analysis of VAAS rating failed to yield any significant group, time or interaction effects but ratings scores on both the CHOICE severity (F = 8.08, df = 1/21, p = 0.01) and CHOICE satisfaction (F = 12.16, df = 1/21, p = 0.002) dimensions showed significant time effects, with planned comparisons showing significant changes in severity (p = 0.003) and satisfaction (p = 0.008) only in the CBTv group (Figure 3).




Figure 3 | Mean (± SE) rating scores for BAV-Q, VAAS, and CHOICE instruments administered to patients in CBTv and TAU conditions at pre- (baseline) and post-treatment.





Combined Group Analyses

Changes from pre- to post-CBTv were not observed for PANSS or VAAS ratings but significant reductions were shown for total PSYRATS (p=0.035), BAVQ-R omnipotence (p=0.0013) and CHOICE severity (p=0.009) rating scores (Figure 4).




Figure 4 | Mean (± SE) pre- (baseline) and post-treatment rating scores for BAV-Q, VAAS, and CHOICE instruments administered to all patients (N=22) completing CBTv.






CBTv Effects on MMN/N100 Amplitude/Latency


Between-Group Analyses

Analysis of frontal amplitudes did not reveal any significant group, treatment, or time effects for MMN elicited by intensity, duration, gap or location deviants. A significant treatment x time interaction (F = 15.78, df = 1/40, p = 0.001) was shown for the pitch deviant, with planned comparisons revealing significant increases in pMMN amplitudes in the CBTv group at follow-up compared to baseline (p = 0.001) as well as greater pMMN amplitudes in CBTv group compared to TAU group p = 0.043) at follow-up (Figure 5). Analysis of MMN latency yielded a significant treatment x time interaction for the gap deviant (F = 4.41, df = 1/25, p = 0.049) with planned comparisons showing a reduced (earlier) gMMN latency (Figure 6) in the CBTv group (p = 0.019) at follow-up (M = 148.68 ms, SE ± 6.86) compared to baseline (M = 164.02 ms, SE ± 6.92). Neither the amplitude nor latency of N100 were affected by treatment.




Figure 5 | Grand-averaged subtracted pitch deviant waveforms at frontal (F3, Fz, F4) sites recorded pre- (baseline) and post-treatment in patients assigned to CBTv and TAU conditions.






Figure 6 | Grand-averaged subtracted gap deviant waveforms at mid-frontal site (Fz) recorded pre- (baseline) and post-treatment in patients assigned to CBTv and TAU conditions.





Combined Group Analyses

A significant time effect was observed only for the pitch deviant (F = 14.68, df = 1/18, p = 0.001), with pMMN amplitudes showing an increase at follow-up compared to baseline (Figure 7). Analyses of the duration deviant yielded a significant time x electrode interaction (F = 9.12, df = 1/36, p = 0.002), with comparisons of left frontal (F3) amplitude showing a greater dMMN amplitude (p = 0.029) at follow-up compared to baseline (Figure 7). For MMN latency, analysis showed a significant time effect for the duration deviant (F = 6.71, df = 1/18, p = 0.018), with dMMN exhibiting a shorter latency (M = 153.01 ms, SE ± 7.11) at follow-up compared to baseline (M = 166.46 ms, SE ± 6.03) latency (Figure 7). No treatment effects were observed for N100 amplitude or latency.




Figure 7 | Grand-averaged subtracted pitch (A) and duration (B) deviant waveforms at frontal (F3, Fz, F4) sites recorded pre- (baseline) and post-treatment in all patients (N=22) completing CBTv.






CBTv Effects on Source Localized CD


Between-Group Analyses

For the pMMN, analysis of localized CD yielded a significant region effect (F = 33.53, df = 1/21, p = 0.001), with CD of the sAC being greater than CD of the pAC. A significant treatment x time x hemisphere interaction was also evidenced (F = 11.62, df = 1/21, p = 0.008), with planned comparisons finding increases (p = 0.008) in CD in the left hemisphere of the CBTv group at follow-up compared to baseline (Figure 8).




Figure 8 | Mean (± SE) current density values (ln[Å/m2]) of the left and right hemisphere of the auditory cortex (pAC and sAC combined) in patients assigned to CBTv and TAU conditions.





Combined Group Analyses

Analysis of CD associated with the pMMN showed significant (F = 17.85, df = 1/18, p = 0.001) region effect, with CD in the sAC being greater than CD in the pAC. In significant time (F = 5.38, df = 1/18, p = 0.032) and time x hemisphere interaction effects (F = 8.27, df = 1/18, p = 0.010), planned comparisons showed significant overall increases (p = 0.002) in CD of the left auditory cortex in the CBTv group at follow-up compared to baseline (Figure 9).




Figure 9 | Mean (± SE) current density values (ln[Å/m2]) of the left and right hemisphere of the primary and secondary auditory cortex in all patients (N=22) completing CBTv.






Relationships Between Symptoms and MMN/CD

In the initial CBTv group, changes in the pMMN amplitude (from baseline to follow-up) were positively correlated with changes in the resistance emotion subscale of the BAVQ-R (r = 0.64, p = 0.029), and negatively correlated with the total (r = −0.76, p = 0.002) and both the activation (r = −0.82, p = 0.001) and acceptance (r = −0.70, p = 0.008) scores of the VAAS (Figure 10). Treatment-induced changes in symptoms were found to be related to treatment-induced changes in CD of the auditory cortex but only in the left pAC. In this region of the auditory cortex, CD changes were positively correlated with changes in the benevolence (r = 0.63, p = 0.021), resistance emotion (r = 0.55, p = 0.05) and engagement behavior subscale scores (r = 0.54, p = 0.04) of the BAVQ-R, and negatively correlated with changes of the total VASS(r = −0.68, p = 0.01) score (Figure 11).




Figure 10 | Scatterplots showing relationships between pitch MMN amplitude change and BAV-Q and VAAS ratings change in the initial group receiving CBTv.






Figure 11 | Scatterplots showing the relationships between changes in pitch MMN current density (CSD) in the left primary auditory cortex (pAC) and BAVQ-R and VAAS rating changes in the initial group receiving CBTv.





Relationships Between MMN and CD

In the initial CBTv group, correlations between the treatment changes in the pMMN and the associated CD were limited to the left hemisphere, with increases in fMMN at F3 being positively correlated with increases in CD in the left pAC (r = 0.58, p = 0.01), left sAC (r = 0.53, p = 0.02) and in combined left auditory cortical regions (r = 0.55, p = 0.01).




Discussion

This pilot study shows changes in EAIP during a pure tone auditory oddball paradigm in a sample of patients with SZ and persistent AVHs, attributable to the effects of CBTv. Compared to patients receiving TAU in the initial analyses, the patients who underwent CBTv showed significantly greater increases in auditory deviance detection as evidenced in enhanced MMN response to pitch deviants and faster (earlier latency) MMN responses to auditory gap deviants at treatment follow-up. These changes occurred independently of general psychiatric symptoms (PANSS) and changes in sensory registration (N100). The patients that received therapy also showed significant increases in activation (CD) of the left auditory cortex during the processing of auditory pitch deviants. Although CBTv did not affect self-reports of the frequency or quality of AVHs (PYSRATS), or the severity of psychotic symptoms (PANSS), it improved patients' perceptions and behavioral response to AVHs (BAVQ-R), and CBTv was thought by patients to be associated with better outcome (CHOICE) than TAU. Even more interestingly, these clinical changes together with self-reported improvements in patient beliefs about AVHs (VAAS) at CBTv follow-up were associated with increases in MMN response and left auditory cortex activation to pitch deviants.

Targeting the cognitive appraisals, perceptions, and beliefs concerning the nature of psychotic symptoms, both individual CBT (41) and group CBT in SZ (102) have been effective in alleviating positive psychotic symptoms as a whole (i.e. hallucinations and delusions) but, as with our own negative findings, the efficacy of CBT interventions specific for hallucinations has been mixed in regards to reductions in the frequency and severity of these symptoms (103, 104). Similar mixed findings in SZ have been reported in CBT trials with added ACC and ATT techniques (105). Our augmented CBTv did however affect AVH-related beliefs and behavioral reactions to hallucinations, shown by reductions in BAVQ-R Omnipotence and BAVQ-R Resistance Behavior scores, which may in part have accounted for patients' favorable outcome perception (CHOICE) with this therapy.

Reductions in conviction of beliefs about the power/authority (omnipotence) of voices and compliance to voices have been observed in previous group CBTp trials (105–107) and are clinically important considering that our patients' hallucinations have failed to respond to effective antipsychotic drugs. Employing specialized interventions like CBTv to target beliefs about voice omnipotence, particularly with respect to commanding aspects of the voices, which have been linked to a range of dangerous behaviors (aggression, violence, self-harm, and suicide), is a therapeutically relevant goal as voice omnipotence predicts compliance to hallucinations, and reductions in these beliefs about voices are associated with reduced cognitive functioning given their negative relationship with exogenous attentional processes (26, 108–110).

Consistent with our hypotheses that dampening the impact of internal voice processing with CBTv would result in the enhanced sensory processing of external auditory stimuli, improvements in EAIP with therapy were evidenced by larger pMMN and shorter gMMN responses in SZ patients with persistent AVHs. Rarely examined with other deviant types, abnormal deviance detection in SZ has been most frequently documented with pitch and duration, and occasionally with intensity changes in simple sound stimuli (17, 111, 112). While pMMN is thought to be sensitive to illness duration/disease progression, the dMMN behaves more as a trait index and as a valid endophenotype reflecting greater vulnerability to illness (17). Although not consistently observed, attenuated pMMN, dMMN, and iMMN have been observed in our laboratory in hallucinating (vs. non-hallucinating) SZ patients and have been correlated with hallucinatory severity ratings (19–22, 113, 114).

Possibly reflecting contributions from bilateral prefrontal cortices, the auditory MMN response to both simple sound and speech deviants is mainly dependent on synaptic plasticity mediated by glutamatergic N-methyl-d-aspartate (NMDA) receptors in the auditory cortex (115–117). Although also shown with the detection of duration deviants in our combined group analysis, the more reliable improvements in deviance detection with CBTv were observed in response to the pitch deviant, with pMMN being shown to be increased in both sets of analyses along with pitch CD in auditory cortices. Not always associated with auditory hallucinatory experiences, SZ is associated with deficits in the perception of a broad range of auditory features, including pitch discrimination as measured in tone-matching tasks (118). Dependent on the low-level acoustic features or type of complex naturalistic sound, the neural representation and processing of acoustic stimuli is confined to different regions within the human auditory system. The neural mechanisms underlying pitch perception are still largely debated but are assumed to involve a hierarchy of pitch processing steps, starting in the subcortical structures and terminating at the cortical level, where perceived pitch (variations) is most likely encoded (119). Certain areas of the auditory cortex are specifically sensitive to pitch, and although the locations are still another debate (120), previous functional neuroimaging has identified pitch-coding regions, including anterior-lateral pAC (on Heschl's gyrus [HG]) and adjacent sAC processing areas (on the superior temporal gyrus [STG]) (121), and extending to the planum temporale during the passive influences of infrequent pitch changes (122, 123). Increased pMMN (and dMMN) amplitudes with CBTv in patients experiencing persistent AVHs is consistent with brain volumetric studies showing negative relationships between left hemisphere HG/STG volume and both hallucination severity (122, 123) and MMN amplitude in SZ patients (124).

Changes in the appraisal of and response to AVHs with CBTv were associated with enhanced pMMN amplitudes and selective increases in pitch CD in the left pAC, and are consistent with the current status of AVHs in that they implicate speech perception areas in the left temporal lobe, improving perception of and attention to external sounds. These relationships between changes in auditory neural responsiveness and AVH symptom ratings are in line not only with structural studies showing the left pAC gray matter volume reduction in SZ to be associated with AVH severity (122, 123, 125), but also with functional neuroimaging studies confirming a “paradoxical” brain activation in relation to AVHs—the left pAC evidencing increased activation (during silent rest) in the absence of an external stimulus, and decreased activation in the presence of an external auditory stimulus (11). Although the specific brain mechanisms underlying these alterations are not understood, it is reasonable to speculate that they may be mediated by changes in glutamate neurotransmission. Aberrant glutamate levels in temporal and prefrontal cortical areas are found in SZ with frequent and severe hallucinations (126, 127) and glutamate receptor mediated synaptic plasticity in the pAC, as indexed by MMN alteration, is compromised in patients with SZ and particularly in patients with AVHs. Although not necessarily affecting tonic glutamate levels, changes in MMN responsiveness to pitch deviance with CBTv and adjunctive ATT and ACC techniques may indicate an increased ability to adequately modify synaptic plasticity in response to auditory (glutamate) neurotransmission resulting from external auditory stimulation.

The co-occurrence of altered ratings of beliefs/responses to AVHs together with changes in neural response (pMMN) to auditory deviance, which was shown to be statistically correlated with changes in beliefs, behavioral/emotional (BAVQ-R) and coping response (VAAS) to hallucinations, may be tentatively explained by the influence of CBTv on a common underlying NMDA receptor-mediated process—prediction error signaling. In a predictive coding framework, predictive coding is viewed as a hierarchical information processing model which posits interactions between lower-order (bottom-up) perceptual signals and higher-order cognitive processes in a dynamic, interactive fashion to generate predictions about the environment and compare incoming stimuli with these predictions (128, 129). Within this model, neural responses to stimuli that match predictions are suppressed, while stimuli that are unexpected, violating these predictions, trigger a mismatch “prediction error” signal, which signals that updating of expectations is required to accommodate the discrepant stimuli (130–132). It has been proposed that in hallucinating patients, excess aberrant spontaneous activation of the auditory sensory cortex may be confused by the brain with activity typically seen with external auditory stimulation, leading to erroneous expectations of a perceptual event (predictive coding failure) with the brain inferring externally located voices which in turn leads to a false (AVH) perception (129, 133, 134). Predictive tone signaling has been observed at the earliest levels of auditory cortical hierarchy—in the pAC (135). The MMN is hypothesized to reflect a prediction error signal (e.g. the properties of the deviant stimulus do not match the predictive model formed by the train of preceding standards, thus the model must be updated in order to improve predictive accuracy) (136), which is attenuated during NMDA receptor antagonist treatment with ketamine (137–139) and can be used to examine abnormalities in predictive coding. In a roving standard MMN paradigm, which allows for optimal evaluation of prediction errors (140), MMN deficits in SZ have reflected attenuated prediction error signaling (141). This is particularly pronounced in hallucinating (v. non-hallucinating) patients and consistent with a predictive coding account of hallucinations in SZ (142).

Hallucinatory experiences are associated with hyper-activation of the primary and secondary sensory areas, possibly due to dysregulation related to frontal lobe hypo-activation. Different brain mechanisms appear to underlie the clinical effects of pharmacotherapy and psychotherapy (143, 144). It has been argued that psychotherapeutic approaches such as CBT may exert their affects by gaining control of the function of particular circuits, such as changes in appraisal, control of attention, modulation of interceptive processes, and may involve key nodes, such as anterior cingulate and medial prefrontal areas (involved in error detection and conflict monitoring), dorsolateral prefrontal cortex areas (involved in cognitive control/working memory), and insula (interceptive sensitivity) (105). We can also speculate that different psychotherapeutical strategies may have different brain effects within a circuit. In our augmented treatment protocol, CBT and AAC focused on controlling the emotional response to hallucinations might be based on decreasing endogenous brain activity in the temporal/limbic areas, while ATT focused on auditory perceptual processes might be based on increasing externally induced brain activity in these same regions. Although not directly comparable with ATT, targeted cognitive training (TCT) of the auditory system in SZ patients has been shown to drive plasticity in cortical activation patterns related to both sensory representations as well as higher order cognitive processes (145, 146). In patients with SZ, TCT has not only produced significant improvements in auditory perception and learning, which was predicted by MMN (147), but also increases in verbal learning and reductions in AVHs (148, 149). Improvements in higher order auditory processing gained through TCT in SZ are dependent on the severity of basic auditory deficits (150). Given that the MMN response to deviant sounds has also been shown to have a direct mediating effect on cognition and functional outcome in SZ patients (151), future research may want to examine the effects of pairing CBTv with TCT aimed at improving auditory discrimination as a potential optimal strategy that would benefit both AVH symptoms and cognitive and psychosocial functioning.



Limitations

This study has several limitations. Regarding adherence to CBTv, a fidelity/treatment response scale was not used, and future research would benefit from audiotaping (with consent) and using a fidelity measure and independently trained raters. Although the results are relatively consistent across the two sets of analyses, they require replication in a larger sample. Patients were randomized to CBTv and TAU vs TAU only conditions but blindness was not a component of the study design and should be an aim in future work. Concurrent antipsychotic treatment may have influenced the results, but both groups of patients were receiving similar treatments. In order to reduce Type 1 error rates our source analysis with eLORETA was limited to two ROI, and additional studies are required to examine CBTv effects on non-auditory brain regions, especially frontal areas which are thought to contribute to MMN generation during deviance detection and to interact with auditory cortices in producing AVHs. External auditory stimulation for MMN generation was limited to pure tone deviants and additional studies need to examine CBTv effects on the processing of complex natural sounds including MMN response to speech deviants, which appear to be particularly sensitive to EAIP dysfunction in patients with SZ (21, 152) and as with MMN to response to pure tone deviants are reflective of NMDA receptor-mediated neurotransmission in auditory cortices (117). Functional neuroimaging has shown that the neural encoding of natural sounds (e.g., speech, voice) entails the formation of multiple representations of sound spectrograms with different degrees of spectral and temporal resolution (152–154). Combining the superior temporal and spatial resolution of EEG and fMRI techniques, respectively, to image neural activity during resting-state (absence of external auditory stimulation) and in response to behaviorally relevant, real-world sound stimuli would be an optimal strategy for achieving a more complete picture of brain mechanisms involved in AVH responsiveness to CBTv in SZ patients (155–160).

Finally, we assessed responsivity to external auditory stimulation on the neural level and there is a need to incorporate behavioral assessments (e.g., tone-matching and dichotic listening tasks) in order to examine performance changes associated with auditory processing. Optimally, these would be complemented with tests assessing changes in cognitive and functional outcome with CBTv.



Conclusion

In conclusion, we have shown for the first time significant changes in MMN responsiveness to external auditory deviants in SZ patients undergoing cognitive therapy for persistent auditory hallucinations. Correlated with improvements in patient's response to hallucinations, these neural findings improve our understanding of how psychotherapy may benefit patients with AVH, possibly by shifts in perceptual processing from internal distressing auditory (voices) stimulation to potentially relevant changes in external auditory stimuli. As these present observations were captured in a relatively small test sample, confirmation of these observations in larger studies integrating biomarkers like MMN to elucidate treatment effect mechanisms will help to increase our understanding of and ability to personalize psychotherapeutic approaches such as CBTv (153, 154).
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Mismatch negativity (MMN) is elicited by infrequent physical parameter sound changes. MMN to pitch-deviants (pMMN) and duration-deviants (dMMN) are severely reduced in long-term schizophrenia (Sz). Although symptom factors (positive, negative, cognitive) are inconsistently associated with MMN amplitude in Sz, several studies have shown smaller dMMN is associated with impaired social functioning in Sz. MMN is less reduced at the first psychotic episode in the schizophrenia spectrum (FESz). Meta-analyses demonstrate that pMMN is not reduced, while dMMN is moderately impaired. Correlations of pMMN and dMMN with symptom factors in FESz are also equivocal. Associations with social functioning have not been reported. FESz and matched controls (n = 40/group), and Sz and matched controls (n = 50/group) were assessed for baseline and current cognitive functioning, symptoms, and social functioning, and pMMN and dMMN were recorded. Sz showed reductions in pMMN (p = 0.001) and dMMN (p = 0.006) amplitude. By contrast, pMMN (p = 0.27) and dMMN (p = 0.84) were not reduced in FESz. However, FESz showed associations between both MMNs and negative symptoms and social functioning. More impaired MMNs in FESz were associated with increased negative symptoms and impaired social functioning, both current and in the year prior to the emergence of psychosis. These data suggest that the extent of pathological process occurring before first psychosis as reflected in compromised social behavior prior to first break and reduced interpersonal communication and increased alogia at first break is indexed by pMMN and dMMN, putative biomarkers of disease progression sensitive to functional impairment.
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Introduction

Mismatch negativity (MMN) is a neurophysiological response to stimulus deviance typically elicited by infrequent physically deviant tones amongst repeated standard tones. Pitch-deviant MMN (pMMN) and duration-deviant MMN (dMMN) are revealed by subtraction of the averaged event-related potential (ERP) waveform to the standard tone from the deviant ERP waveform (1), and are robustly reduced in long-term schizophrenia (Sz) (2–4). Michie et al. (5) suggested dMMN was a robust intermediate endophenotype for Sz. Initial reports (6) suggested impaired MMN was associated with increased negative symptoms, while later reports failed to replicate those associations and reported associations between smaller MMN and greater positive symptoms (7–9). Recently, a meta-analysis by Erickson et al. (10) suggested that MMN did not reliably correlate with symptom severity in Sz, suggesting no stable MMN-symptom associations.

Despite the large effect sizes for reduction of pMMN and dMMN in Sz (Cohen’s d >1.0) (11), reductions at the first episode of, or during the first hospitalization for, psychosis within the schizophrenia spectrum (FESz) are less robust. Two recent meta-analyses indicated smaller effect sizes for MMN reduction in FESz. Erickson, Ruffle, and Gold (12) reported d = 0.81 in Sz, and d = 0.42 in FESz, collapsing across pMMN and dMMN. Our meta-analysis (13) indicated a negligible effect for pMMN reduction in FESz (d = 0.04), and a small effect for dMMN reduction in FESz (d = 0.47). Because pMMN and dMMN correlate with estimated premorbid IQ (9), analysis including only studies controlling for estimated premorbid IQ revealed an effect size of dMMN reduction in FESz of d = 0.36. Still, the small-to-medium effect size for dMMN reduction at first episode is consistent with its putative role as an intermediate endophenotype.

Although we have not observed pMMN (4, 9, 14) or dMMN (9) reductions in FESz, we have observed pathological associations between brain structure and MMN in FESz. The size of pMMN was associated with the underlying volume of left auditory cortex at first hospitalization, such that individuals with reduced pMMN at first hospitalization had the smallest auditory cortex volume, and both pMMN and left auditory cortex gray matter showed inter-related peri-onset reductions (15). This progressive gray matter loss is greatest in left hemisphere, and in temporal and frontal cortices (16–25). (One exception included progressive loss beginning in parietal cortex, but the subjects were very early onset patients (26)). Ultra-high risk for psychosis subjects who later converted to psychosis had smaller temporal and frontal cortex and progressive loss (27), and progressive loss of left temporal gray matter was greater in genetic high risk converters (28). Thus, progressive brain volume loss is present prior to the emergence of psychosis, and continues during the early disease stage.

Psychosis likely reflects a relatively late stage of the progressive gray matter loss. Psychosis, then, is metaphorically like tremor in Parkinson’s disorder which emerges after ~50–70% of the nigral dopamine neurons have withered (29). Thus, we (14) and others (10) have argued MMN is better conceptualized as a marker of disease progression, sensitive to peri-onset cortical gray matter reduction. Logically, at first episode, some individuals will have smaller MMNs and reduced cortical gray matter due to more severe pre-psychosis disease process. If so, these deficits should also be reflected in differential functional decline prior to the emergence of psychosis.

During the prodromal period, functional impairments arise progressively. Keshavan (personal communication, November 18, 2016) coined the acronym CLAASSIC for this progression, representing deficits first in Cognition and Learning, then in Affect with increased Anxiety, Social deficits, and finally, Subthreshold to Intermittent to Chronic psychotic symptoms. Similarly, Cornblatt et al. (30) coined the acronym CASIS for progressive impairments in Cognitive, Affective, Social, (increased) Isolation, and School/work functioning. In both frameworks, social deficits reflect an intermediate stage of the progressive impairments prior to psychosis. Indeed, among clinical high risk individuals, Cornblatt et al. (31) reported that social and role functioning were more impaired in individuals converting to psychosis than in individuals that did not. We hypothesize deficits in MMN at first psychosis will correlate with impairments in social and role functioning during the prodromal state.

In terms of social functioning and MMN, seminal work by Light and colleagues (32) demonstrated that dMMN was a sensitive index of social functioning in Sz, larger in individuals with better social functioning, a finding since replicated by other groups (33). Recently, structural equation modeling (SEM) indicated that impairments in basic auditory processing reflected partly in dMMN had effects on cognition and negative symptoms, which in turn affected social behavior, suggesting dMMN moderated psychosocial functioning (33). In this study, we specifically utilized the Global Functioning: Social and Global Functioning: Role scales (34). These scales were specifically designed to assess social functioning in the prodromal stage of psychosis, and allow for estimates of the highest and lowest levels of social functioning within the year prior to the transition to psychosis. More specifically, the Social measure addresses the number of friends, the quality of interactions with friends, dating, and family interactions. The Role scale assesses the quality of performance and independence in work, school, and home activities. Higher scores reflect better performance on both scales. We present findings relating reductions in pMMN and dMMN in FESz (within the larger context of within-normal-limits group mean MMN amplitudes) to social functioning and in particular social role functioning in the year prior to first psychosis in the largest sample of FESz to date (n = 40), after first validating the MMN protocols in Sz (n = 50).



Materials and Methods


Participants

All Sz-spectrum participants were recruited from Western Psychiatric Hospital (WPH) inpatient and outpatient clinics. Fifty Sz were compared with 50 healthy control participants (HCSz). Forty-one Sz had a diagnosis of Sz (disorganized = 1, paranoid = 14, residual = 9, undifferentiated = 18), and nine schizoaffective disorder (depressed subtype = 5, bipolar subtype = 4). All Sz had at least 5 years of illness duration or were hospitalized a minimum of three times for psychosis. All Sz were taking anti-psychotic medication. Forty FESz were compared with 40 matched controls (HCFE). Eighteen FESz were diagnosed with Sz (paranoid = 12, undifferentiated = 6), 4 with schizoaffective disorder (depressed subtype = 3, bipolar subtype = 1), 10 with psychotic disorder NOS, and 8 with schizophreniform disorder. FESz participated within two months of their first clinical contact for a first episode of psychosis, and had less than 2 months of lifetime antipsychotic medication exposure. Fifteen FESz (35%) were unmedicated.

All subjects had normal hearing (confirmed with audiometry) and a minimum of nine years of schooling. No participant had a history of concussion or head injury with sequelae, alcohol or drug addiction, detoxification in the last five years, or a comorbid neurological disorder that might impact EEG. Participant groups were matched for age, gender, Wechsler Abbreviated Scale of Intelligence (WASI) IQ, and parental socioeconomic status (SES). The four-factor Hollingshead Scale was used to measure SES in participants and in their parents (pSES), and as expected, Sz had lower SES than HCSz (p < 0.001) and FESz were lower than HCFE (p = 0.009), consistent with social and occupational impairment from psychosis (see Table 1 for demographic measures). All participants provided informed consent. The study was approved by the University of Pittsburgh IRB. Participants were paid.


Table 1 | Demographic and clinical information.





Diagnostic Assessments

Psychiatric diagnoses utilized the Structured Clinical Interview for DSM-IV (SCID-P). Symptoms were measured with the Positive and Negative Symptom Scale (PANSS), Scale for Assessment of Positive Symptoms (SAPS), and Scale for Assessment of Negative Symptoms (SANS). All tests were conducted by expert diagnosticians independent from the EEG laboratory (see Table 1 for clinical measures).



Neuropsychological and Social Functioning

Participants underwent MATRICS Cognitive Consensus Battery and WASI neuropsychological testing. Social functioning was measured using the Global Assessment of Functioning Scale (GAF), Global Functioning: Social and Role scales (GF), the brief UCSD Performance-based Skills Assessment (UPSA-B), and the Social Functioning Scales (SFS) in clinical samples only (see Table 2 for neuropsychological test and social functioning scores).


Table 2 | Neuropsychological and social functioning information.





MMN Procedure

Auditory stimuli were presented while EEG was recorded and participants watched a silent video. Stimuli comprised a standard tone (1 kHz, 50-ms duration, 5-ms rise/fall, 80 dB), a pitch deviant (1.2 kHZ, 50-ms duration, 5-ms rise/fall, 80 dB), and a duration deviant (1 kHZ, 100-ms duration, 5-ms rise/fall, 80 dB), presented with a stimulus onset asynchrony of 330 ms. A total of 1,600 tones were presented, including 1,280 standards (80%), 160 pitch deviants (10%), and 160 duration deviants (10%). (Due to time constraints, a subset of 6 FESz, 13 HCFE, 14 Sz, and 16 HCSz participants were tested on only 800 tones, including 640 standards (80%), 80 pitch deviants (10%) and 80 duration deviants (10%). Results did not differ when only the first 800 stimuli were measured for all participants.)



EEG

EEG was recorded using a custom 72 channel Active2 high impedance system (BioSemi) cap. Sites included 70 10-10 scalp sites including left and right mastoids, the nose tip, and 1 electrode below the right eye. The bandpass was DC to 104 Hz (24 dB/octave roll off) digitized at 512 Hz. EEG was referenced to a common mode sense site (near PO1), with an active “driven-right leg” electrode on the homologous right site.



MMN Measurement

Off-line processing used BESA (BESA GmbH) where EEG was filtered between 0.5 Hz to remove DC drifts and skin potentials and 20 Hz to remove muscle and other high frequency artifact. Data were visually examined and any channels with excessive noise were interpolated, and ICA was used to remove eye blinks and horizontal eye movements. Next, using BrainVision Analyzer2 (Brain Products GmbH), data were rereferenced to the nosetip, epochs of 350 ms, including a 50-ms prestimulus baseline, were extracted to deviant tones and the standard tones preceding a deviant, baseline correction was applied to each trial, trials exceeding ±50 μV at any scalp site were rejected, and averages constructed for the standard tones preceding a deviant, pitch deviants, and duration deviants. pMMN and dMMN were visualized by subtracting the standard average from the appropriate deviant average. MMN was measured over frontal sites, using FCz peak latency, as average voltage over a 50-ms window (peak ±25 ms).



Analyses

Group demographics and neuropsychological scores were compared with t-tests and chi-squared tests. MMN analyses utilized repeated-measures ANOVA, with group (Sz, HC) as the between subjects factor, and electrode chain (F, FC, C), and site (left, central, or right) as within subjects factors. The Huynh-Feldt epsilon was used to correct for possible non-sphericity of repeated measures factors containing more than 2 levels. Although source-localization was not a primary aim of this study, CSD topography of pMMN and of dMMN were calculated to indicate consistency with the expected temporal lobe dipole source. Interpolation was done using spherical splines, with the order of splines set to 4, the maximum degree of Legendre polynomials set to 10, and a default lambda of 1e-5. Two-tailed Spearman’s correlations were used to examine relationships between MMN at FCz (where it was largest) and demographic, clinical, neuropsychological, and social functioning items. Raw or t-scores were used for correlations. (Note slight differences in reported p values are due to rounding correlation coefficients to 2 decimal places.) Values are reported as Mean ± SD. Significance was attained at p < .05.




Results


Long-Term Sz


pMMN

Both Sz and HCSz generated pMMN, and CSD analysis revealed the expected source-sink configuration consistent with an auditory cortex dipole generator (Figure 1). ANOVA revealed significant reductions of pMMN in Sz [F(1,98) = 12.4, p =.001; see Table 3 for MMN values]. pMMN differed between electrode chains [F(2,196) = 29.3, p < .001, ϵ = 0.63] similarly in both groups, with larger MMN along the F and FC chains than the C chain. pMMN was also larger at the midline that the lateral sites [F(2,196) = 13.8, p < .001, ϵ = 0.85], similarly in both groups. Finally, the larger midline pMMN was more pronounced (more peaked) at the FC chain relative to F and C chains [F(4,392) = 6.8, p < .001, ϵ = 0.91], similarly in both groups.




Figure 1 | pMMN in long-term schizophrenia. HC, Healthy Control subjects; Sz, Long-term Schizophrenia subjects; Topo, Voltage topography; CSD, Current Source Density topography.




Table 3 | MMN values.





pMMN Correlations With Clinical, Neuropsychological, and Social Functioning Measures

In Sz, larger pMMN was associated with worse PANSS positive factor scores (ρ = −.35, p = 0.012) and SAPS global scores (ρ = −.36, p = 0.011). PANSS total and negative factor scores, and SANS global scores did not correlate with pMMN. Larger pMMN in Sz was associated with higher WASI IQ (ρ = −.39, p = 0.005). On the MATRICS, larger pMMN was associated at trend-level with better Overall Composite scores (ρ = −.27, p = 0.063), and significantly with better Working Memory (ρ = −.30, p = 0.035), Reasoning and Problem Solving (ρ = −.34, p = 0.015), and Visual Learning (ρ = −.32, p = 0.024). Finally, in Sz, larger pMMN was associated with better UPSA-B finance scores (ρ = −.30, p = 0.035), but with no other social functioning measures. In matched HCSz, larger pMMN was associated on the MATRICS marginally with better Overall Composite scores (ρ = −.26, p = 0.065) and significantly with Visual Learning (ρ = −.30, p = 0.037).



dMMN

Both Sz and HCSz generated dMMN, and CSD analysis revealed the expected source-sink configuration consistent with an auditory cortex dipole generator (Figure 2). ANOVA revealed significant reductions of dMMN in Sz [F(1, 98) = 7.7, p =.006; see Table 3 for MMN values]. dMMN differed between electrode chains [F(2, 196) = 14.0, p < .001, ϵ = 0.79] similarly in both groups, with largest dMMN along the FC chain, followed by the F chain then the C chain. dMMN was also larger at the midline than the lateral sites [F(2, 196) =15.0, p < .001, ϵ = 0.90], but laterality differed between groups [F(2, 196) = 3.9, p =.026, ϵ = 0.90]. Sz were somewhat right lateralized, whereas HC were more symmetrical (see Figure 2 topography and CSD maps). Finally, dMMN differed significantly in topography between chains [F(4, 392) = 4.8, p =.006, ϵ = 0.59], with relatively greater midline than lateral (more peaked) dMMN at the FC chain relative to F and C chains, similarly in both groups.




Figure 2 | dMMN in long-term schizophrenia. HC, Healthy Control subjects; Sz, Long-term Schizophrenia subjects; Topo, Voltage topography; CSD, Current Source Density topography.





dMMN Correlations With Clinical, Neuropsychological, and Social Functioning Measures

There were no significant correlations between dMMN and clinical symptoms in Sz. Larger dMMN was associated with higher WASI IQ (ρ = −.29, p = 0.042). On the MATRICS, larger dMMN was associated with better Visual Learning (ρ = −.28, p = 0.048). Finally, in Sz, larger dMMN was associated with worse interpersonal communication/interaction on the SFS (ρ =.29, p = 0.049). There were no other significant associations between dMMN and social functioning scores. In matched HCSz, no significant correlations between dMMN and neuropsychological measures were observed.




First Episode Sz-Spectrum


pMMN

Both FESz and HCFE generated pMMN, and CSD analysis revealed the expected source-sink configuration consistent with an auditory cortex dipole generator (Figure 3). ANOVA revealed no significant reductions of pMMN in FESz [F(1, 78) = 1.2, p =.27; see Table 3 for MMN values]. pMMN differed between electrode chains [F(2, 156) = 39.5, p < .001, ϵ = 0.67] with larger MMN along the F and FC chains than the C chain. However, there was a trend-level difference in amplitude across chains between groups [F(2, 156) = 3.0, p =.07, ϵ = 0.67], with HC showing a more marked drop-off along the C chain. pMMN differed significantly in topography between chains [F(4, 312) = 3.2, p =.029, ϵ = 0.66], with relatively greater midline than lateral (more peaked) pMMN at the FC chain relative to F and C chains, similarly in both groups.




Figure 3 | pMMN in the first episode schizophrenia spectrum. HC, Healthy Control subjects; FESz, First Episode Schizophrenia Spectrum subjects; Topo, Voltage topography; CSD, Current Source Density topography.





pMMN Correlations With Clinical, Neuropsychological, and Social Functioning Measures

In FESz, larger pMMN was associated with lower PANSS Negative factor scores (ρ =.45, p = 0.003). PANSS Total and Positive factor scores, and SANS and SAPS global scores did not correlate with pMMN in FESz. On the MATRICS, larger pMMN was associated marginally with better Overall Composite scores (ρ = −.31, p = 0.056) and significantly with better Reasoning and Problem Solving (ρ = −.33, p = 0.036). Finally, in FESz, pMMN was associated with several measures of social functioning (Figure 4). Larger pMMN was associated with better GAS scores (ρ = −.32, p = 0.048) and UPSA-B finance scores (ρ = −.33, p = 0.047). On the GF, larger pMMN in FESz was associated marginally with improved current social functioning (ρ = −.30, p = 0.064) and significantly with better current role functioning (ρ = −.32, p = 0.045). Of primary importance for progressive dysfunction prior to the emergence of psychosis, healthier pMMN was significantly associated with highest role functioning in the year prior to first episode (ρ = −.39, p = 0.014). No correlations in HCFE with pMMN were significant.




Figure 4 | dMMN in the first episode schizophrenia spectrum. HC, Healthy Control subjects; FESz, First Episode Schizophrenia Spectrum subjects; Topo, Voltage topography; CSD, Current Source Density topography.





dMMN

Both FESz and HCFE generated dMMN, and CSD analysis revealed the expected source-sink configuration consistent with an auditory cortex dipole generator (Figure 5). ANOVA revealed no significant difference between groups in dMMN [F(1, 78) = 0.4, p =.84; see Table 3 for MMN values]. dMMN differed between electrode chains [F(2, 156) = 24.1, p < .001, ϵ = 0.65] similarly in both groups, with larger dMMN along the F and FC chains than the C chain. dMMN was also smaller at the left sites relative to the middle and right sites [F(2, 156) = 7.3, p =.002, ϵ = 0.80], similarly in both groups (see topography and CSD maps in Figure 5). No other main effects or interactions were significant.




Figure 5 | MMN and social functioning in the first episode schizophrenia spectrum. (A) Correlations with pMMN. (B) Correlations with dMMN.





dMMN Correlations With Clinical, Neuropsychological, and Social Functioning Measures

In FESz, larger dMMN was marginally correlated with lower PANSS Negative factor scores (ρ =.30, p = 0.063), but not with PANSS Total or Positive factor scores, or SANS or SAPS scores. Larger dMMN was associated with higher WASI IQ (ρ = −.36, p = 0.022). On the MATRICS, larger dMMN was associated marginally with better Overall Composite scores (ρ = −.30, p = 0.060) and Reasoning and Problem Solving (ρ = −.31, p = 0.054), and significantly with better Speed of Processing (ρ = −.31, p = 0.050) and Visual Learning (ρ = −.31, p = 0.048). Finally, in FESz, dMMN was associated with several measures of social functioning (Figure 4). Larger dMMN was associated with better UPSA-B finance scores at trend-level (ρ = −.30, p = 0.069). Larger dMMN was marginally associated with better SFS independence and performance (ρ = −.31, p = 0.051). On the GF, better dMMN in FESz was associated with better current social role functioning (ρ = −.35, p = 0.029). Of primary importance for progressive dysfunction prior to transition to psychosis, as for pMMN, healthier dMMN was significantly associated with the highest role functioning in the year prior to first episode (ρ = −.40, p = 0.010), and marginally with the lowest role functioning in the last year (ρ = −.30, p = 0.056). In matched HCFE, no correlations with dMMN were significant.





Discussion

In Sz, pMMN and dMMN were reduced. Frontal topography of pMMN did not differ between groups, while dMMN showed a right-ward asymmetry in Sz. Paradoxically, larger pMMN was associated with more positive symptoms, whereas dMMN was not correlated with clinical symptoms. Although the association between greater positive symptoms and less pMMN deficit may indicate more normal deviance detection in more positive symptoms, the meta-analysis of Erickson et al. (10) suggests no reliable association across studies. Healthier pMMN and dMMN in Sz were associated with better overall cognitive functioning, but in this large sample were not associated with better social functioning or social cognition, with the exception of better UPSA-B finance for pMMN, but worse interpersonal communication for dMMN. Finding reduced MMN moderately associated with impaired intellect is generally consistent with the literature. However, a strong link between dMMN and social functioning was absent in long-term Sz.

In FESz, pMMN and dMMN were not reduced relative to matched psychiatrically-well comparison subjects. While the FESz group mean was not reduced, several pathological correlations were observed between MMN measures and clinical, neuropsychological, and social behavior. Higher PANSS negative factor scores were associated with smaller pMMN and dMMN amplitudes, but this association was not present for the SANS. Recall in Sz, no associations with negative symptoms were observed, and increased positive symptoms were associated with larger pMMN. In our previous report of an independent sample of FESz, lower pMMN and dMMN amplitudes were associated with increased positive symptoms (9). Although the association between MMN and negative symptoms (and social functioning) is consistent with the recent SEM analysis (33), given the variability in the findings and the recent meta-analysis suggesting no consistent link between MMN and symptoms (10), we suggest caution be used in interpreting this symptom correlation.

Smaller pMMN and dMMN were associated with impaired cognitive functioning in Sz and FESz. This replicates our initial report of such an association in FESz (9), but, unlike our previous study, in this larger independent sample, a similar association was not present for HC, except for a weak association with MATRICS subtests. These data suggest that intellectual functioning in FESz is impacted by the pre-psychosis pathological process giving rise to the prodromal progression of impairment to psychosis. With our previous demonstration of pathological associations between pMMN and gray matter volumes at first psychosis and correlated changes in left auditory cortex gray matter volume and pMMN post-onset (14), and other reports of progressive cortical loss during the prodrome (27, 28), we speculate that MMN may serve as a robust link between progressive prodromal gray matter pathology and impaired executive functioning. However, definitive longitudinal studies in clinical high risk individuals are needed.

Novel to this report is the finding that pMMN and dMMN at first psychosis (on average 17.2 days after first clinical contact) for psychosis, are not only associated with impaired intellectual functioning, but with current and prodromal social functioning. The most robust associations were with the highest level of role performance in the last year, during the pre-psychosis prodromal stage. This represents the first report of an association between MMN and current and prodromal social functioning in FESz, and indicates that pMMN and dMMN are also sensitive indices of performance prior to psychosis. Further research is needed to clarify the association between social functioning and MMN at first episode Sz and during the prodrome, and whether such relationships are mediated by gray matter loss, cognitive impairment, or sub-clinical symptom emergence.

Several caveats should be mentioned. Our correlations were not adjusted for multiple comparisons. In that light they must be considered exploratory, even in the light of a priori hypotheses of directional associations. Thus, the reader is urged to interpret findings cautiously, and results are in need of replication. Previous findings show an association between social functioning and dMMN amplitude in Sz (32, 33). We did not find strong associations between social functioning and MMN amplitude in the older Sz group. It is not known why our Sz sample did not demonstrate such associations. UPSA-B finance showed associations in both SZ and FESz, yet the task is somewhat outdated, so the relevance for real-world function may be questioned. Secondly, some participants received a shortened version of the MMN protocol in which only 800, as opposed to 1600, tones were presented. Signal to noise differences might affect the MMN measurements. However, follow up analyses showed no significant difference in the first 800 trials MMNs compared to the second 800 trials MMNs. Thirdly, participants were ruled out for drug use, with the exception of marijuana and alcohol. While we did screen for drug use and perform urinalysis for current drug use, we did not collect detailed measures of drug use appropriate for covariate analysis. Finally, both SZ and FESz had relatively high estimates of premorbid intellect (WASI), and were matched to respective HC on WASI scores. However, both SZ and FESz were significantly reduced on the MATRICS overall scores, tests selected to be sensitive to the effects of psychosis on cognition. Thus, these samples are certainly not free from the effects of illness of cognitive function.

Our findings show that while neither pMMN nor dMMN are reduced at the first clinical contact for psychosis, both pMMN and dMMN are indices of current intellectual and social impairments in FESz. Of primary importance is the novel finding that pMMN and dMMN at first break also correlate with social functioning in the pre-psychosis prodromal stage of Sz. This finding is consistent with the presence of progressive neural impairment prior to the onset of psychosis reflected in a cascade of progressive disability, particularly in social functioning. Further, pMMN and dMMN appear to be sensitive to this progressive prodromal course, making them potentially powerful tools to understand the underlying mechanisms of progressive structural and functional impairments prior to and subsequent to psychosis. Current work is testing MMN, gray matter volumes, and social and cognitive functioning in clinical high risk individuals.
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Background

Although mismatch negativity (MMN) is associated with the pathophysiology of schizophrenia, whether MMN progressively worsens during the initial years of psychotic disorder has not yet been sufficiently studied. We aimed to investigate whether longitudinal reduction of MMN occurs in patients with first-episode psychosis (FEP) and whether it is reflective of change in cognitive functioning or clinical status.



Methods

MMN and the clinical status of 25 patients with FEP were measured and the Trail Making Test (TMT) was administered at baseline and reassessed after 1 year of usual treatment. The MMN of 25 matched healthy controls (HCs) was measured at baseline. Repeated-measures analysis of variance was used to compare MMNs at baseline among the groups, and paired t-test was utilized to compare the baseline and 1-year MMN amplitudes of FEP patients. To identify the association between changes in MMN and changes in cognitive, symptomatic, or functional status over 1 year, multiple regression analysis was used to control for other possible confounders.



Results

MMN amplitudes at baseline were significantly attenuated in FEP patients compared to those in HC. The 1-year follow-up MMN amplitude decreased significantly at the Fz electrode site in the FEP group. Additionally, the decreased MMN amplitude significantly correlated with worsened TMT part B (TMT-B) performance over 1 year but did not correlate with symptomatic or functional improvement.



Conclusions

FEP patients with an MMN amplitude reduction showed worsening of cognitive functioning, which might reflect pathophysiological progression during the early years of a psychotic episode.





Keywords: first-episode psychosis, mismatch negativity, event-related potential, longitudinal change, pathophysiology



Introduction

Schizophrenia has historically been considered a progressive and deteriorating psychotic illness characterized by disruption of mental functions (1–3), which was implied by Kraepelin’s concept of “dementia praecox” (4). Kraepelin emphasized the progressive nature of the illness, which he thought might be explained by neurobiological changes (5). Until now, neuroimaging research regarding patients with schizophrenia has shown decreased gray matter volumes and increased ventricular size associated with cognitive impairment, suggesting that structural alterations appear during the course of the illness (6–9).

However, it is yet unclear when and how brain alterations arise over the course of schizophrenia. Especially in first-episode psychosis (FEP) patients, there are inconsistent reports regarding whether and when progressive brain changes occur. Several studies have reported that structural and functional brain changes occur during the first episode of schizophrenia, especially in the initial years (10–12). Additionally, impairment of cognitive function occurs and persists regardless of amelioration of psychotic symptoms (13, 14), indicating that underlying neurobiological changes occur during the early stages of the illness. On the other hand, some studies have not seen such alterations in the brain in FEP (15, 16). One possible explanation for the conflicting results is that the clinical outcomes of schizophrenia vary among patients, implying the presence of heterogeneous disease course for schizophrenia (17). Another possible explanation is that previous studies have mostly been structural studies that might be less sensitive to subtle pathophysiological changes (18). Therefore, it would be helpful to study electrophysiological markers that are closely related to cognitive function and sensitive to change with high temporal resolution (19).

Auditory mismatch negativity (MMN) is a component of event-related potential that can be elicited when a sequence of repetitive sounds is interrupted by a deviant oddball sound that differs in its physical properties such as frequency, duration or intensity. MMN is considered to reflect an automatic detection process of differentiating a standard frequent sound from a deviant oddball sound at the preconscious level (20). MMN has been demonstrated to represent N-methyl-d-aspartate glutamate receptor function (21) and is known to be associated with schizophrenia pathophysiology. MMN impairment is reliably reported in patients with schizophrenia spectrum disorder, including during the early stages of psychosis and chronic schizophrenia (22–24). The consistent findings of MMN impairments showing correlation with poor functional status in chronic schizophrenia (25–27) and MMN representing a predictive marker for conversion to psychosis or remission in clinical-high risk (CHR) populations (28–30) indicate the clinical importance of MMN as a biomarker in schizophrenia. In addition, MMN deficits have been associated with diminished higher-order cognitive functions, including working memory and executive function, in schizophrenia patients (27, 31, 32). Considering that MMN is a component related to functional outcome or prognosis at each stage of the disease and is also associated with diminished cognitive functions that may reflect pathophysiological changes in the brain, MMN can be a promising marker for investigating pathophysiological changes during the disease course of schizophrenia.

Previous cross-sectional studies indicated that MMN impairment may progress along the course of the illness because the impairment is more severe in the chronic stage than in the relatively early stage, such as recent-onset or first-episode psychosis (FEP) (23). Additionally, the MMN in CHR patients was impaired compared to that in healthy subjects but relatively less impaired than in patients who developed schizophrenia (24, 33). A recent meta-analysis reported that MMN impairment appeared to worsen over time since the effect size increased (CHR [effect size = 0.40] < FEP [0.42] < chronic schizophrenia [0.81]) along with illness progression (24). However, the duration of illness showed no correlation with the MMN effect size. The author explained the result by the possibility of nonlinear deterioration of the MMN, suggesting that MMN impairment gradually progresses during the first year or two after onset, and this progression will stabilize after the critical period (24).

To clarify the natural course of MMN, prospective studies are needed to reveal the longitudinal course of MMN and related clinical status, especially in the early stages of schizophrenia. To our knowledge, there have been four longitudinal studies regarding MMN in FEP so far, but the results were inconsistent across the studies. Kaur et al. (34) showed that duration deviant MMN (dMMN), namely, MMN in response to duration deviant tones, progressively became impaired. Additionally, Devrim-Ucok et al. (35) and Salisbury et al. (36) reported that frequency deviant MMN (fMMN), namely, MMN in response to frequency deviant tones, worsened over time in FEP. However, a study published in 2017 that longitudinally followed up both dMMN and fMMN did not show progression of MMN impairment (37). These studies were insufficient to clarify the nature of MMN change since Kaur et al. (34) included patients with disorders other than psychotic disorders such as bipolar spectrum disorder, and the duration of follow-up varied among participants in two studies (35, 37). None of the previous studies found a significant association of MMN change with changes in cognitive functioning or clinical status.

Thus, in this study, we aimed to examine whether progressive impairment of MMN occurs during the early years of psychotic disorder by repeated measurements of MMN over 1 year in patients with FEP. In addition, the association of MMN change with changes in cognitive functioning as well as symptomatic or functional improvement was investigated for 1 year to reveal whether MMN change is reflective of underlying pathophysiological change or clinical improvements. We hypothesized that MMN would show progressive worsening over 1 year in FEP patients and be associated with worsening cognitive functioning, which may be reflective of the pathophysiological progression of the psychotic disorder during the early course of schizophrenia.



Materials and Methods


Participants

We recruited 36 patients with FEP between April 2017 and June 2018 via the inpatient and outpatient clinics in the Department of Neuropsychiatry of Seoul National University Hospital (SNUH) and the Seoul Youth Clinic (www.youthclinic.org) (38). Among these patients, 25 patients with FEP participated in both baseline and 1-year MMN measurements. The other 11 patients with FEP declined to participate in the follow-up MMN measurements. A patient with FEP was defined as an individual who met the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition (DSM-IV) criteria of schizophrenia, schizoaffective disorder, or schizophreniform disorder, and the onset was within the last two years to include patients who were in the first or second year of psychosis (39). FEP patients had their diagnosis confirmed with a clinical interview by certified psychiatrists using the Structured Interview for the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition Axis I Disorders (SCID-1). HCs were recruited through Internet advertisements and excluded subjects with a past or current DSM-IV Axis I psychiatric history or family history of schizophrenia within third-degree relatives. Additionally, it was confirmed that no participants had a history of substance abuse or dependence (except nicotine), severe head trauma, neurological disease, severe medical illness, sensory impairments, or intellectual disability (intelligence quotient [IQ] < 70) for both groups.

All study participants understood the study procedures and provided written informed consent according to the Declaration of Helsinki. This study protocol was approved by the Institutional Review Board of SNUH.



Demographic Factors, Clinical Characteristics, and Medication Usage

The demographic factors included age, sex, and years of education. IQ measurement and handedness were assessed using the Korean Wechsler Adult Intelligence Scale (40) and the Annett Handedness Inventory (41), respectively. The evaluations of duration of untreated psychosis (DUP) and duration of illness (DOI) were based on the medical records of the patients and interviews with the patients and their family members. Clinical statuses of FEP patients were measured at baseline and reassessed after a 1-year treatment using the Positive and Negative Syndrome Scale (PANSS) and Global Assessment of Functioning (GAF). Several neurocognitive functions including processing speed, working memory, task-switching ability, and mental flexibility were measured by the Trail Making Test (TMT) at baseline and after 1 year in patients with FEP. Processing speed was assessed using the TMT part A (TMT-A). Working memory and task-switching abilities were measured by the TMT part B (TMT-B). The ratio score of the TMT-B to TMT-A (TMT B/A) was assessed to minimize visuospatial and working memory demands, thus specifically measuring mental flexibility (42). Calculations of the changes in the symptoms, functional status, and neurocognitive functions were performed by subtracting the 1-year follow-up scores of the PANSS, GAF, and TMT-A and TMT-B from the scores measured at baseline. The usage of antipsychotics was documented and converted into a daily olanzapine equivalent dose (43).



ERP Measurement

The recording protocol of the electroencephalography (EEG) utilized in this study was identical to that previously used in our laboratory (33). While subjects concentrated on a “Where’s Wally?” picture book, the auditory stimuli (80 dB; 10 ms rise/fall time) were presented binaurally via a STIM2 sound generator (Neuroscan, El Paso, TX, USA) with a fixed intertrial interval of 600 ms. The participants were presented with a pseudorandom series of two types of stimuli, which differed in duration, composed of standard/frequent stimuli (50 ms tones, 81.8% (982 of 1,200 trials)) and target/infrequent stimuli (100 ms tones, 18.2% (218 of 1,200 trials)).

EEGs were continuously recorded by a Neuroscan SynAmps 128-channel system using the quick-cap with 64 electrodes placed according to the international 10–20 system (Neuroscan, El Paso, TX, USA). The left and right mastoids were used as the reference. The EEG signals were digitized at a sampling rate of 1 kHz and filtered from 0.05 to 100 Hz online. Electrodes placed below and on the outer canthus of the left eye were used to obtain horizontal and vertical electrooculograms (EOGs). The impedance of all electrodes was less than 5 kΩ.

We used Curry 7 software (Compumedics, Charlotte, NC, USA) to analyze continuous EEG data. Bad channels, which contained persistent artifacts throughout the trials, were reconstructed using a linear interpolation of the surrounding channels (up to 7% per participant). The removal of eye movement artifacts was performed by utilizing an artifact reduction algorithm in Curry 7 software (44). The EEG data were re-referenced to a common average reference and filtered with a bandpass of 0.1 to 30 Hz. The data were subsequently epoched between 100 ms prestimulus and 400 ms poststimulus and baseline corrected using the mean amplitude during 100 ms prior to stimulus onset. Epochs that contained EEG voltages exceeding ±75 μV were automatically rejected as artifacts, and the number of remaining epochs did not differ between the patients with FEP and the HCs (independent t-test; t = −0.162, p = 0.872, number of remaining epochs: 183.9 ± 32.2 vs. 182.4 ± 35.6, respectively). Additionally, the number did not differ between the patients with FEP at baseline and 1 year (paired t-test; t = 0.546, p = 0.590, number of remaining epochs: 183.9 ± 32.2 vs. 179.4 ± 32.8, respectively). MMN amplitude and latency were identified using a peak detection method that identifies the most negative deflection point between 130 and 250 ms poststimulus at Fz and FCz. Two electrodes were selected because MMN shows maximal amplitude in the frontocentral area (45).



Statistical Analysis

Independent samples t-test (equal variances) or Welch’s t-test (unequal variances) for continuous variables and χ2 analysis or Fisher’s exact test for the categorical data were used to compare the demographic and clinical characteristics of the FEP patients and HC participants. To compare the differences in the MMN amplitudes and latencies, repeated-measures analysis of variance (ANOVA) was performed with the between-subject factor of group (FEP vs. HC) and the within-subject factor of electrode site (Fz and FCz). Furthermore, we compared the MMN amplitude and latency at each site via independent samples t-test to identify the specific electrodes that showed significant group differences for MMN. Group comparisons of MMN amplitudes and latency for FEP at baseline and at the 1-year follow-up were performed using paired t-tests. A multiple regression analysis with backward selection was used to identify significant factors that correlate with the changes in clinical outcomes such as symptoms (PANSS total, positive, negative, and general), general functional status (GAF), and cognitive functions (TMT-A, B, and B/A). The following factors, which were considered to be associated with the changes in clinical outcomes, were initially included in the analysis as independent variables: the MMN change at Fz (subtracting the 1-year MMN amplitude or latency from the baseline amplitude or latency); demographic factors, including age, sex, handedness, level of education (education years) and IQ; the duration of untreated psychosis (DUP); PANSS total, positive, negative, general subscale scores, GAF, TMT-A, B or B/A at baseline; and medication use during the 1-year prior to follow-up (mean daily olanzapine equivalent dose of antipsychotics). IBM SPSS version 23 (IBM) was used for statistical analyses. The threshold for significance was set at P < 0.05.




Results


Subject Characteristics

Table 1 summarizes the clinical and demographic factors of the FEP patients at baseline and the HCs. No differences were identified for age, sex, handedness, IQ or years of education between the FEP patients and HCs. FEP patients at baseline and HCs showed differences in reaction time in TMT-A but not in TMT-B and TMT B/A. Table 2 shows the clinical characteristics and MMN of patients with FEP at baseline and after 1 year of usual treatment. Scores on PANSS and GAF significantly improved after 1 year of usual treatment. However, there was no difference in reaction time of TMT-A, B, and B/A between baseline and 1-year follow-up. The olanzapine equivalent dose of antipsychotics showed no significant difference between FEP baseline and 1 year. There were no significant differences in demographic or clinical characteristics between the FEP follow-up group (N = 25) and follow-up loss group (N = 11) (Supplementary Table 1).


Table 1 | Demographic characteristics, neurocognitive functioning, and mismatch negativity (MMN) of patients with first-episode psychosis (FEP) and healthy control (HC) subjects at baseline.




Table 2 | Clinical characteristics, neurocognitive functioning, and MMN of patients with first-episode psychosis (FEP) at baseline and 1 year follow-up.





MMN of FEP Baseline and HC Groups

Figure 1A shows the grand-averaged MMN waveforms. Figure 1B displays the MMN peak amplitudes at the Fz and FCz electrode sites across the FEP and HC groups. Figure 1C illustrates topographic maps of the MMN amplitudes of the FEP and HC participants. A repeated-measures ANOVA with the between-subject factor of group (FEP vs. HC) and within-subject factor of electrode sites (Fz and FCz) indicated a significant main effect of group (F = 11.766, p = 0.001), but no significant effects of electrode site (F = 0.320, p = 0.574) or group by electrode interaction (F = 0.826, p = 0.368) were present. The independent samples t-tests indicated that the MMN amplitudes at Fz (p = 0.004) and FCz (p = 0.002) were smaller in the FEP patients than in the HCs (Table 1). With respect to MMN latency at baseline, no significant effects of group (F = 0.264, p = 0.610), electrode site (F = 0.338, p = 0.564) or group by electrode interaction (F = 0.553, p = 0.461) were present. There was no difference in amplitudes or latencies of MMN between the FEP follow-up group (N = 25) and follow-up loss group (N = 11) (Supplementary Table 2).




Figure 1 |  (A) Grand-averaged mismatch negativity (MMN) waveforms at the Fz and FCz electrode sites in patients with first-episode psychosis (FEP) and healthy control (HC) subjects. (B) The MMN amplitudes at the Fz and FCz electrode sites across the groups. The horizontal and vertical lines in the group indicate means with 95% confidence intervals (95% CIs) ** indicate that the mean differences are significant at the 0.005 level. (C) Two-dimensional MMN topographic maps across FEP and HC groups.





MMN of FEP Baseline and FEP 1 Year

The MMN peak amplitudes measured at the Fz and FCz electrode sites, which showed significant group differences between FEP patients and HCs, were analyzed to compare FEP baseline and FEP 1 year. Figure 2A compares the grand-averaged MMN of FEP baseline and FEP 1 year. Figure 2B shows the peak amplitudes at the Fz and FCz electrode sites among the FEP baseline and FEP 1 year. Figure 2C displays topographic maps of the MMN amplitudes of the FEP baseline and FEP 1 year. Paired t-tests indicated that the MMN amplitudes at Fz (p = 0.044) were significantly smaller in those with FEP at 1 year than at baseline. In terms of the MMN latency, the latency of FEP 1 year became longer than that of FEP baseline at Fz (p = 0.003) and FCz (p = 0.004; Table 2).




Figure 2 | (A) Grand-averaged mismatch negativity (MMN) waveforms at the Fz and FCz electrode sites in patients with first-episode psychosis (FEP) baseline and FEP 1 year. (B) The MMN amplitudes at the Fz and FCz electrode sites at FEP baseline and 1 year. The horizontal and vertical lines in the group indicate means with 95% confidence intervals (95% CIs) * indicates that the mean differences are significant at the 0.05 level. (C) Two-dimensional MMN topographic maps across patients with FEP baseline and FEP 1 year.





Correlation of Longitudinal Change of MMN and of Clinical Status or Cognitive Functioning

The multiple regression analysis showed that the change in TMT-B correlated with the change in MMN amplitude at Fz (β = 9.057, 95% confidence interval [95% CI] = 1.426 to 16.688, p = 0.023), IQ (β = −0.683, 95% CI = −1.222 to −0.144, p = 0.016) and baseline TMT-B (β = 0.880, 95% CI = 0.708 to 1.051, p < 0.001; Table 3, Figure 3). However, the change in MMN amplitude at Fz did not show a correlation with the change in symptoms, functional outcome, TMT-A or TMT B/A during the 1-year follow-up period. The variance inflation factor (VIF) was less than 10 for all the significant predictors in the multiple regression analyses. In addition, the change in MMN latency at Fz or FCz did not correlate with the change in PANSS positive, negative, general, GAF, TMT-A or TMT-B in the multiple regression analysis (Supplementary Table 3).


Table 3 | Significant factors correlated with changes in clinical symptoms, general function, and cognitive function.






Figure 3 | The correlation of the change in mismatch negativity (MMN) amplitude at Fz and change in the reaction time of the Trail Making Test part B (TMT-B) adjusted for significant factors obtained from multiple regression analysis.






Discussions

The aim of this study was to examine the longitudinal change in MMN during 1 year of usual treatment in patients with FEP. In line with previous studies (46–48), MMN amplitudes were significantly attenuated in FEP patients compared to HCs at baseline. MMN impairment at Fz worsened longitudinally although patients had significantly lower positive, negative, and general symptoms and showed better general functioning at follow-up. In addition, the reduction in MMN amplitude showed a significant correlation with the prolonged reaction time of TMT-B over 1 year. However, changes in MMN amplitude did not correlate with symptomatic or functional improvements in FEP patients.

These results indicate that MMN amplitude progressively became impaired over time regardless of symptomatic and functional improvement. The result of progressive worsening of MMN was consistent with previous results from Salisbury et al. (36) and Kaur et al. (34). These results might reflect the progressive pathophysiological changes of auditory cortex regions, which are known to generate MMN (49). In particular, the association between MMN progressive reduction and longitudinal decrease in left Heschl’s gyrus volume in FEP patients indicated that pathological alterations occur in the early stage of schizophrenia (36) although only a few reports have directly shown the relationship between MMN and structural change in schizophrenia (36, 50, 51). Since the average DOI of FEP patients in our study was 9.1 months, and SD was 6.9 months, longitudinal follow-up assessments were administered approximately 14 to 29 months after the onset of psychosis. The progression of MMN impairment during this period is consistent with the result of Erickson et al. (24), which suggested that the gradual progression of MMN impairment occurs within the first year or two after onset. Incompatibility with the result of Koshiyama et al. (37), which reported no progressive impairment when longitudinally comparing FEP, CHR, and HC groups, might have arisen from the varied follow-up durations among the groups and relatively small sample size in the study.

In the current study, a reduction in MMN amplitude was related to worsened performance in TMT-B over 1 year in FEP patients. TMT-B reflects higher-order cognitive functions, including working memory and/or cognitive flexibility and task-switching ability (52–54), and is not attributed to the localized activity of certain brain regions but derived from coordinated activities of brain networks (42). Therefore, the progressive MMN impairment associated with worsening performance in TMT-B found in this study may be reflective of progressive pathophysiological change during the early years after the onset in FEP patients.

On the other hand, MMN change was not significantly correlated with symptomatic or functional improvement over 1 year in FEP patients. This finding is in line with previous cross-sectional studies that reported MMN was not associated with clinical symptoms and GAF in FEP (55–57). In chronic schizophrenia patients, attenuation of MMN amplitude is stabilized and related to scores on the GAF (25, 27). Possibly, the correlation between GAF and MMN has been observed because cognitive deficits and functional impairment are stabilized in the chronic stage, and overall functioning is mainly influenced by cognitive deficits (58). However, in patients with FEP, in contrast to those with chronic schizophrenia, GAF is directly influenced by acute psychotic symptoms (59, 60) resulting in no association between GAF and MMN. According to our results, the MMN change itself might reflect changes in cognitive function at the early stages of psychosis such as in FEP.

In our results, the MMN latency of FEP patients became significantly longer after 1 year than at baseline. In contrast to MMN amplitude, MMN latency deficit has not been reported consistently, and its relationship with clinical outcome is still unclear in schizophrenia (61). Additionally, little is known about the longitudinal change in MMN latency. In this study, the change in PANSS positive, negative, general, GAF, TMT-A, and TMT-B did not correlate with the change in MMN latency at Fz or FCz in the multiple regression analysis. However, latency prolongation might reflect delayed auditory sensory discrimination demonstrating progressive brain pathology, although the result should be reproduced in other longitudinal studies to elucidate the clinical significance of this finding.

The diagnostic heterogeneity of FEP (62) results in a markedly diverse trajectory of the disorder. In our study, 16 patients showed progressive impairment of MMN amplitude at the Fz site, while 9 showed improvement (Supplementary Figure 1) although overall MMN progressed over time. This shows that the longitudinal course of MMN, which may reflect the underlying pathophysiological process, differs among patients with FEP. In this study, we showed that the change in MMN during the early phase of psychotic disorder was correlated with the change in cognitive functioning. This implies that if MMN impairment progresses during the follow-up, cognitive function tends to become impaired during the period. This suggests the possibility that patients with progressive impairment of MMN will have poorer prognosis than those without progression of MMN during the first episode of psychosis although larger studies are required to analyze different patient subgroups with different pathophysiological trajectories. Thus, this result may suggest the possibility of MMN being utilized as a potential biomarker for detecting cognitive prognostic trajectories of FEP patients. If MMN reflects the underlying pathophysiology of first-episode psychosis, one might consider the possibility that agents capable of altering MMN could decelerate pathophysiologic progression in the psychotic process (49). For example, previous studies have shown that N-acetyl-cysteine (NAC), a glutathione precursor, improved MMN (63), as well as clinical symptoms and cognitive impairments (64, 65) in schizophrenia patients. These results suggest that MMN may be used as a biomarker for testing and developing potential new therapeutic interventions that aim to decelerate pathophysiologic progression in the psychotic process.

There are several limitations in this study. First, among 36 FEP patients initially recruited at baseline, 25 patients participated in the 1-year follow-up ERP measurement. There is a possibility that patients who were lost to follow-up might have had different disease trajectories than those who completed the study, contributing to selection bias. Therefore, the association between MMN change and different prognostic trajectories across FEP patients could not be examined. Second, all FEP patients were taking medications, especially antipsychotics, which might have influenced the results of the MMN and the TMT. However, previous studies have shown that the usage of medications does not significantly affect MMN (57). In addition, the results from previous studies have shown that antipsychotics, especially second-generation antipsychotics, do not have negative impacts on TMT-A or -B performance (66, 67). Veselinovic et al. suggested that TMT-A performance was improved, and TMT-B performance was not changed during 6 months of second-generation antipsychotic treatment (66) although the long-term effects of antipsychotics on cognitive functions should be further studied. Third, longitudinal follow-up of MMN was performed only in FEP patients but not in HCs. Although one year would be relatively short to reflect age-related changes in MMN considering previous studies have demonstrated age-related effects using at least 10-year intervals (68, 69), the possibility that the change in MMN over a year in FEP patients might be due to age-related decline in MMN (70) should be considered when interpreting the results of the current study. Lastly, the follow-up duration of our study was one year in FEP, which made it difficult to elucidate the course of MMN and its correlation with clinical outcomes after 2 or 3 years of onset. Therefore, future longitudinal studies with larger sample sizes, longer durations of follow-up and inclusion of follow-up data for HCs are needed to complement the limitations of the current study.



Conclusion

In conclusion, the present results suggest that progressive impairments in MMN amplitude and latency occur during the early years of psychotic disorder. In addition, this study is the first investigation to show that MMN amplitude reduction may be more closely related to underlying pathophysiological changes associated with cognitive change, rather than the symptomatic and functional improvements over several years after the onset of psychotic disorder. Therefore, MMN could be a potential biomarker not only for detecting heterogeneous prognostic trajectories of FEP patients but also for developing and testing new therapeutic interventions that aim to decelerate pathophysiologic progression in the psychotic process. Future studies are warranted to confirm the usefulness of MMN suggested by current study results and elucidate the relationship with the differential disease pathophysiology reflected by the heterogeneous prognostic trajectories of FEP and MMN.
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Auditory mismatch negativity (MMN) is an electrophysiological response to a deviation from regularity. This response is considered pivotal to understanding auditory processing, particularly in the pre-attentive phase. However, previous findings suggest that MMN is a product of N1 adaptation/enhancement, which reflects lower-order auditory processing. The separability of these two components remains unclear and is considered an important issue in the field of neuroscience. The aim of the present study was to spatiotemporally differentiate MMN from N1 adaptation using human electrocorticography (ECoG). Auditory evoked potentials under the classical oddball (OD) task as well as the many standards (MS) task were recorded in three patients with epilepsy whose lateral cortices were widely covered with high-density electrodes. Close observation identified an electrode at which N1 adaptation was temporally separated from MMN, whereas N1 adaptation was partially incorporated into MMN at other electrodes. Since N1 adaptation occurs in the N1 population, we spatially compared MMN with N1 obtained from the MS task instead of N1 adaptation. As a result, N1 was observed in a limited area around the Sylvian fissure adjacent to A1, whereas MMN was noted in wider areas, including the temporal, frontal, and parietal lobes. MMN was thus considered to be differentiated from N1 adaptation. The results suggest that MMN is not merely a product of the neural adaptation of N1 and instead represents higher-order processes in auditory deviance detection. These results will contribute to strengthening the foundation of future research in this field.




Keywords: auditory mismatch negativity (auditory MMN), N1, electrocorticography (ECoG), event-related potential (ERP), adaptation, deviance detection



Introduction

Auditory mismatch negativity (MMN) is an event-related potential (ERP) component induced by the oddball (OD) task, in which infrequent deviant tones intersperse a series of repetitive standard tones. MMN is obtained as a difference between the responses to the two different stimuli and shows a negative peak between 100 and 200 ms post-stimulus. MMN is induced even when the subject is unaware of stimuli, and is thus considered to reflect a certain process of cognitive function to detect a deviant stimulus pre-attentively (1). Previous studies on MMN were conducted with the aim of elucidating how perceived information, particularly auditory inputs, is processed and recognized in the brain (2–4). However, the generator and mechanism of auditory MMN remains unknown. The cortices adjacent to the primary auditory cortex in the temporal lobe are the most accepted candidates for containing the MMN generator, and previous studies have reported the involvement of the frontal lobe (5, 6).

The auditory ERP component called N1 is well known to be elicited by any auditory stimulus (7). This component is characterized by the first negative wave with a peak latency of approximately 100 ms poststimulus, which may originate in the lateral temporal plane (primary auditory cortex, or A1). Since N1 is evoked even by monotonous auditory stimuli, this component has been suggested to reflect a low-order auditory response of neural populations, mainly in the primary auditory cortex (8, 9). However, N1 is also elicited in the auditory OD task, which is used to obtain MMN. The possibility thus remains that MMN derives from a difference in N1 responsiveness to standard and deviant stimuli. Two conflicting hypotheses have been advocated, namely, the adaptation hypothesis and the deviance detection hypothesis.

The adaptation hypothesis assumes that N1 amplitude is reduced in the sequence of repetitive standard stimuli as a consequence of repetitive suppression and lateral inhibition in the poststimulus suppressive mechanism (10–13). Since this adaptation only occurs in a proportion of neural populations contributing to N1 generation in the primary auditory cortex, deviant stimuli may elicit the activation of non-adapted N1 neurons, yielding larger, and possibly enhanced N1 (14). According to this hypothesis, MMN is a product of the difference in N1 between adapted and non-adapted neural populations in the auditory cortices, elicited by standard and deviant stimuli, respectively. This hypothesis was supported by previous studies on animals including macaques (15), cats (16), and rats (17), as well as human studies combining functional magnetic resonance imaging (fMRI) with magneto-encephalography (MEG) (18, 19). On the other hand, MMN is generally accepted to reflect a higher-order function in auditory processing distinguished from the primary function represented by N1, and contributes to the prediction-based error detection system. The deviance detection hypothesis is supported by findings such as the localization discrepancy between MMN and N1 (20) and the observation of MMN even in the omission OD task, in which each deviant stimulus is replaced by a silent gap (21, 22).

We support the deviance detection hypothesis and assume that MMN is spatiotemporally distinguishable from N1 adaptation. In a human ECoG study, we have previously demonstrated that high gamma oscillation induced by the mismatch paradigm was widely distributed in the superior temporal gyrus, rather than within a limited area adjacent to the Sylvian fissure. Furthermore, mismatch response was shown to be attributable to deviance detection rather than adaptation (23). N1 adaptation did not account for the characteristics of the mismatch response. Based on the deviance detection hypothesis, the following four reasons appear to account for why MMN has not yet been clearly differentiated from N1 adaptation. First, differences in the distribution of MMN and N1 adaptation are not large enough to separate these components due to the limits of the signal-to-noise (S/N) ratio and the spatial resolution of conventional scalp electroencephalogram (EEG). Although the excellent spatiotemporal resolution of MEG has contributed to the current understanding of the sources of N1 and MMN (18, 19), application of the single dipole model shows limitations in localization, particularly for an extended source. Second, although a limited number of studies on MMN, referred to as mismatch response in some reports, have been performed using human intracranial recordings (24–26), all have focused solely on the distribution of MMN. No human intracranial study with the aim of differentiating MMN from N1 adaptation has been reported to date. Third, studies on MMN using rodents and non-human primates (11, 15–17, 27) were conducted based on electrophysiological data obtained around A1. Although these studies revealed that N1 adaptation occurred in A1, MMN may have been distributed outside the recording area and was thus considered negligible. Finally and most importantly, performing a spatial comparison between N1 adaptation and MMN as defined by their latencies seems difficult, as these values partially overlap in most cases. Since N1 adaptation occurs within the neural population that generates N1, the localization of N1 adaptation is assumed to be included in the N1 signal source. Different distributions of N1 and MMN mean that N1 adaptation is spatially separated from MMN.

To differentiate MMN and N1 adaptation, the present study aimed to separate MMN from N1 adaptation temporally, and then to separate MMN from N1 spatially using intracranial electrodes to cover the lateral surface of the brain widely and provide fine spatial resolution and a high S/N ratio.



Materials and Methods


Subjects

Three subjects (two males, one female) with refractory epilepsy participated in the present study. Subdural electrode placement was performed to identify epileptic foci and adjacent functional areas. Demographic characteristics of each subject are shown in Table 1. We confirmed that 1,000-Hz tones were detected at 30 dB in all subjects using audiometric testing.


Table 1 | Subject demographics.



The present study was approved by the Ethics Review Board at the University of Tokyo Hospital. Written informed consent was obtained from all subjects and their family before participation in the present study.



Task

We adopted the classical OD task, in which standard stimuli were presented with a high probability of 90% and deviant stimuli with a low probability of 10% in random order, yielding 1,200 trials. A 1,000-Hz tone with a length of 50 ms and a 1,200-Hz tone with a length of 50 ms were used as the standard and deviant stimuli, respectively.

As a control task, we used the many standard (MS) task. Ten different pitches of stimuli (every 100 Hz from 700 to 1,600 Hz) were used, including the same pitches as the standard and deviant tones in the OD task. Each stimulus was presented at the same probability of 10%. The MS task was assumed to avoid adaptation/enhancement, since each stimulus is assumed to recruit different frequency-specific neurons.

All stimuli used in the tasks were sinusoidal tones with an 80-dB sound pressure level (Multi Trigger System; Medical Try System, Tokyo, Japan). Stimulus onset asynchrony (SOA) was set to 500 ms. Tones were presented binaurally through inserted earphones while the subject was instructed to watch a silent video presented on a desktop monitor without paying attention to the auditory stimuli from the earphones.



Data Acquisition

Subdural grid electrodes, consisting of silastic sheets with platinum electrodes (Unique Medical, Tokyo, Japan) were placed over the lateral surfaces of the frontal, temporal, and parietal lobes solely depending on the clinical purpose. Two types of grid electrodes were used in the present study: standard and higher-density electrodes with electrode diameters of 3 and 1.5 mm and inter-electrode (center-to-center) distances of 10 and 5 mm, respectively. Electrodes were placed for 2–4 weeks, during which time ECoG recordings for the present study were performed after obtaining clinically sufficient seizure information. No epileptic seizure events were identified in the 24 h before and after the recording.

ECoG data were recorded at a sampling rate of 2,000 Hz using a multi-channel EEG system (EEG 1200; Nihon Kohden, Tokyo, Japan). The band-pass filter for data acquisition was set at 0.09–600 Hz. A reference electrode was placed on the inner surface of the dura mater over the parietal lobe.



Electrode Localization

Electrode locations were identified by post-implantation computed tomography registered to pre-implantation MRI based on the mutual information method using Dr.-View/Linux (Infocom, Tokyo, Japan). The three-dimensional brain surface with fused subdural electrodes was reconstructed using Real INTAGE (Cybernet Systems, Tokyo, Japan) for individual analysis.



Data Analysis

All data were analyzed using custom script written in Matlab R2019b (MathWorks, Natick, MA) for each electrode. The band-pass filter between 2 and 30 Hz was applied to ECoG data. We chopped the filtered data from 250 ms prestimulus to 650 ms poststimulus for each stimulus into epochs of data. We defined data between 100 ms pre-stimulus and stimulus onset as the baseline. Each epoch was corrected for the baseline and was used in subsequent analyses.

In the MS task, all epochs were averaged, including those corresponding to the 10 different pitches of stimuli. We confirmed that the waveform and distribution of N1 evoked by all stimuli of the MS task did not differ from those with the 1,000-Hz tone only, and adopted all epochs of the MS task that included a higher number of trials and achieved higher S/N for the obtained N1. In the OD task, epochs of data were averaged separately for the standard and deviant stimuli. We then subtracted the average for the standard stimuli from that for deviant stimuli to obtain the subtraction waveform.

To validate the significance of N1 and MMN at each electrode, we defined N1 as the first negative peak observed at approximately 100 ms (from 80 to 120 ms) in the averaged waveform from the MS task, and MMN as the negative peak observed between 100 and 200 ms in the subtraction waveform from the OD task. We then performed a t-test for each electrode in every subject using corresponding epochs of data as follows. Each electrode was labeled as an N1 electrode when the potential of one of the time-points between 80 and 120 ms was significantly smaller than that at baseline. An MMN electrode was identified when the potential of one of the time-points between 100 and 200 ms in a deviant epoch was significantly smaller than that of the standard epochs. In each t-test, p < 0.05 was considered significant (corrected for multiple comparisons using false discovery rate [FDR] in terms of the numbers of channels and time points).




Results


Gross Observation of Waveforms at All Electrodes in the Three Subjects

In the averaged waveform from the MS task, the negative wave with a peak latency of approximately 100 ms poststimulus was observed at multiple electrodes in the superior temporal gyrus adjacent to the Sylvian fissure. In the subtraction waveform from the OD task, the negative wave with a peak latency between 100 and 200 ms was observed at multiple electrodes located in wide areas, including the temporal, parietal, and frontal lobes. These results in the MS and OD tasks were observed in common for all three subjects, supporting the tasks used in the present study as effectively evoking N1 and MMN.



Temporal Comparison Between N1 Adaptation and MMN

To examine temporal differences between N1 adaptation and MMN on single or adjacent electrodes at which both N1 and MMN were observed, we performed temporally detailed comparisons among the averaged waveforms from MS and OD tasks (Figures 1 and 2). At these electrodes, N1 was evoked by both standard and deviant stimuli in the OD task (upper right in Figure 1, right in Figure 2). Some of these evoked potentials canceled each other out in the subtraction waveform (upper right in Figure 1, right in Figure 2).




Figure 1 | ERP at representative electrodes in Subject 1. Localization of representative electrodes and averaged waveforms at each electrode in Subject 1. Averaged waveforms in the many standards (MS) task, of standard stimuli in the oddball (OD) task, of deviant stimuli in the OD task, and subtraction waveform in the OD task are indicated by green, blue, pink, and red lines, respectively. At an electrode, we observe a negative wave with a peak latency of around 100 ms in the MS task (lower left). At the same electrode, similar negative waves are evoked by both standard and deviant stimuli in the OD task (lower right). Subtraction of these two waveforms yields a sharp negative wave with a peak latency of around 100 ms, as well as another negative wave between 100 and 200 ms. On the other hand, at the adjacent electrode, negative waves at around 100 ms evoked by standard and deviant stimuli in OD task are reduced (upper right). In the subtraction waveform, these two negative waves cancel each other out, yielding no obvious deflection at the N1 latency, but a negative wave between 100 and 200 ms.






Figure 2 | ERP at representative electrodes in Subject 2. Localization of a representative electrode and averaged waveforms at the electrode in Subject 2. Averaged waveforms in the many standards (MS) task, of standard stimuli in the oddball (OD) task, of deviant stimuli in the OD task, and the subtraction waveform in the OD task are indicated by green, blue, pink, and red lines, respectively. We observe a negative wave with a peak latency of around 100 ms in the MS task (lower left). At the same latency, negative waves are evoked by both standard and deviant stimuli in the OD task (lower right). In the subtraction waveform, these two negative waves cancel each other out, resulting in a slight negative potential. Subtraction of the waveforms yields obvious MMN at a relatively early latency. Separating the N1 adaptation and MMN in the subtraction waveform is no longer possible.



At one electrode in Subject 1, an outstanding negative wave was observed in the subtraction waveform at the same latency as N1 (lower right in Figure 1). The amplitude of N1 evoked by deviant stimuli was larger than that in the MS task, suggesting the involvement of N1 enhancement. At the same electrode, another negative wave between 100 and 200 ms poststimulus was also observed in the subtraction waveform, which corresponded to MMN based on a comparison with the obvious MMN recorded at the adjacent electrode. The finding that N1 adaptation and MMN were observed separately at different latencies at a single electrode suggests that N1 adaptation and MMN represent different responses per se. N1 adaptation at the adjacent electrode should be noted to have been noticeably reduced as a result of subtraction between N1s evoked by standard and deviant stimuli, leaving MMN alone. Evoked responses to standard and deviant stimuli thus varied markedly within 5 mm, and were only observed in a limited area at which the N1 and MMN electrodes coexisted.

On the other hand, at a single electrode in Subject 2, temporally separating N1 adaptation from MMN was difficult due to the following reasons. First, the negative deflection at the N1 latency in the subtraction waveform was unremarkable as a result of cancelation between responses to standard and deviant stimuli, although N1 itself was recognizable in MS task. Next, the peak latency of MMN observed in this subject was earlier than that in Subject 1. N1 adaptation thus appeared partly incorporated into MMN. Such incorporation of N1 adaptation into MMN was also observed in Subject 3.

As these results show, separating N1 adaptation and MMN in the same waveform was not necessarily possible. The following analysis therefore spatially compared MMN with N1 instead of N1 adaptation, with the underlying assumption that N1 adaptation is observed only at electrodes that show significant N1. Since the waveform in the MS task does not include MMN, N1 evoked by the MS task can be localized independently of MMN.



Spatial Comparison Between N1 and MMN

We statistically defined the N1 electrode as an electrode showing a negative wave at approximately 100 ms in the MS task and the MMN electrode as that showing a negative peak between 100 and 200 ms poststimulus in the subtraction waveform from the OD task.

Figure 3 shows the distribution of the N1 and MMN electrodes of each subject. In every subject, N1 electrodes except for one electrode in the inferior temporal gyrus of Subject 3 were located in the superior temporal gyrus near the superior temporal plane, whereas MMN electrodes were widely observed in the superior and middle temporal gyrus, frontal lobe, and parietal lobe. Note that MMN response was poor in Subject 2 who had low FIQ. Although the localization of MMN electrodes overlapped with that of N1 electrodes in Subjects 2 and 3, the number of overlapping electrodes was lower than that of significant electrodes.




Figure 3 | Distribution of N1 and MMN electrodes in each subject. N1 and MMN electrodes are statistically selected and indicated on the three-dimensional brain surface as yellow filled circles and red open circles, respectively. N1 electrodes except for one electrode in the inferior temporal gyrus of Subject 3 were located in the superior temporal gyrus near the superior temporal plane, whereas MMN electrodes were widely distributed in the superior and middle temporal gyrus, parietal lobe, and frontal lobe. The distribution pattern of MMN electrodes differed markedly among subjects.





Discussion

In the present study, human ECoG was performed during the MS and OD tasks in three patients with epilepsy for whom the lateral aspect of each hemisphere was widely covered by high-density grid electrodes. The results demonstrated that N1 adaptation/enhancement was temporally separate from MMN at a representative electrode. Detailed observation of the waveforms also revealed that N1 adaptation was not necessarily able to be temporally separated from MMN even using ECoG. We therefore compared the spatial distributions of N1 and MMN derived from different tasks based on the assumption that N1 adaptation/enhancement could occur only in the N1 population; this comparison successfully separated MMN from N1. The novel spatiotemporal differentiation of MMN and N1 adaptation revealed by this human ECoG study may provide important insights into auditory information processing.



Temporal Separation Between N1 Adaptation and MMN

As shown in Figure 1, the N1 waveforms evoked by the standard and deviant stimuli of OD task canceled each other out at an electrode, whereas the difference between the two conditions formed a negative wave at the same latency as N1 at another electrode. These results in two adjacent electrodes indicate the involvement of N1 adaptation/enhancement in the OD task. However, these two electrodes also showed clear demarcation of MMN from N1 in the time course. The spatiotemporal pattern of ERP at these two electrodes, albeit under limited conditions, clearly demonstrates that MMN and N1 adaptation originate from different neural sources. Furthermore, the synchronicity of N1 latencies evoked by the standard and deviant stimuli suggested that the delayed N1 evoked by the deviant stimuli could not be the cause of MMN generation. Lower-density electrodes would have recorded these responses at a single electrode, resulting in a blurred picture of true ERP profiles and leading to difficulties differentiating between MMN and N1 adaptation, as has typically occurred in scalp EEG studies. This blurring effect from sampling errors is shown in Figure 2.

As depicted in the lower right of this negative waves at the same latency as N1 were noted just before MMN in the averaged waveforms from the OD task at a single electrode. Since N1 and MMN latencies were close at this electrode, the negative wave derived from the difference in N1 amplitude between standard and deviant stimuli was superimposed on the early phase of MMN, making the two components difficult to separate. The successful separation of MMN and N1 adaptation as independent ERP components in the same waveform appears to depend on individual differences in the spatiotemporal separation of the neural correlates of MMN and N1 and the spatial resolution of the recordings.



Spatial Separation Between N1 and MMN

N1 adaptation and MMN show similar latencies. Defining the two components in the same waveform based on their latencies therefore results in a similar distribution of electrodes. This seems to be the primary reason behind the long-lasting controversy regarding differences between MMN and N1 adaptation. To address this issue, the present study compared the localizations of N1 and MMN. Use of the MS task as a control task enabled us to delineate pure N1 on the brain surface independently of MMN. Since N1 adaptation/enhancement occurs in the neural population that produces N1, the spatial separation of N1 and MMN indicates that the origin of N1 adaptation differs from that of MMN. Although a small number of MMN electrodes overlapped with N1 electrodes, the distribution of MMN was well-demarcated from that of N1. The adaptation hypothesis, which argues that MMN is only generated by neural populations recruited for N1, fails to account for the spatial dissociation between MMN and N1. These results were obtained through wide coverage of the lateral surface of the hemispheres by high-density ECoG electrodes, which was unique to the present study. Furthermore, the spatial comparison between N1 and MMN highlights the present study among the limited number of human ECoG studies that have focused solely on MMN.

In summary, MMN may be spatiotemporally differentiated from not only N1, but also the N1 adaptation; that is, the negative wave derived from the difference in N1 responsiveness to standard and deviant stimuli. The present study demonstrated the spatiotemporal differentiation of two components by performing spatial and temporal analyses separately. At the same time, the present study revealed that spatiotemporal differentiation of N1 adaptation and MMN required not only the use of high-density electrodes, but also proper comparison between N1 from the MS task and MMN from the OD task. The novel methodological combination implemented in the present study was what made these results possible which may provide further evidence for important and fundamental issues underpinning the framework of MMN studies.



Limitation

In the present study, we showed MMN distributed in the larger areas than N1 using the OD and MS tasks. However, there are other MMN tasks using deviant stimuli such as duration deviance or omission deviance, which might have evoked different or even larger MMN responses in the lateral cortices (28). Moreover, oddball tasks with different oddball probabilities would have been helpful to identify MMN in a different way. In terms of a control task, a flip-flop task, in which the standard and deviant tones are flipped, would have been useful to eliminate the effect of the tone difference between the stimuli (29). Unfortunately, it was difficult to include the variety of the MMN tasks in the present study since the recording time for the MMN study was limited for clinical reasons. Although this issue does not reduce the validity of the present study essentially, combining the variety of these tasks is expected to enhance our knowledge and understanding of how and where MMN is generated.




Conclusion

The present study demonstrated for the first time the spatiotemporal differentiation of MMN from N1 adaptation using human ECoG in combination with MS and OD tasks. Close observation of a representative electrode succeeded in temporally separating N1 adaptation from MMN. Spatial comparison between MMN and N1 obtained from the MS task instead of N1 adaptation revealed a separated distribution of N1 and MMN, suggesting that the origin of N1 adaptation differs from that of MMN. These results will contribute to strengthening the foundation of future research in this field.
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Background

“Early-onset schizophrenia” (EOS) is defined as disease with onset before the age of 18 years. This subset of schizophrenia exhibits worse cognitive function and carries a worse prognosis than adult-onset schizophrenia (AOS). Olfactory impairment has been found in patients with schizophrenia-spectrum disorders. However, most research has focused on olfactory impairment in patients with AOS: olfactory function in EOS is not known. The aim of this study was to investigate the olfactory identification ability in EOS, and its relationship with negative symptoms.



Methods

We compared olfactory function between two independent samples: 40 patients with EOS and 40 age- and sex-matched healthy controls (HCs); as well as 40 patients with AOS and 40 age- and sex-matched HCs. The University of Pennsylvania Smell Identification Test was administered.



Results

The EOS group and AOS group exhibited worse olfactory identification ability than HCs; impairment correlated significantly with negative symptoms. Olfactory identification was worse in patients suffering EOS compared with those suffering AOS.



Conclusion

Olfactory identification impairment may be a trait marker of schizophrenia.
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Introduction

Within the sensory system, olfactory neural circuitry is associated most closely with temporo-limbic and frontal-lobe regions. These pathways overlap with brain regions that are typically defective in schizophrenia (1, 2). Several meta-analyses have consistently reported obvious olfactory impairment in patients with schizophrenia, especially in olfactory identification (3, 4). Impairment of olfactory identification has been reported to be related to negative symptomatology in schizophrenia (5–7). In addition, impairment of olfactory identification has been found among first-degree family members of patients with schizophrenia and youths at risk of developing psychosis (4, 7). These aforementioned findings suggest impairment of olfactory function to be a potential trait marker of schizophrenia.

Early-onset schizophrenia (EOS) is a rare, severe, and chronic form of schizophrenia. EOS is defined as disease with an onset before 18 years of age (8, 9). Scholars have reported that patients suffering from EOS exhibit more negative symptoms compared with those with adult-onset schizophrenia (AOS), which is defined as disease with the initial episode presenting after 18 years of age (10, 11). Numerous studies have revealed that patients with EOS show more severe impairment in cognitive function (9, 12), premorbid adjustment (13), and long-term outcome (14, 15) compared with those with AOS. The EOS phenotype is relatively homogenous, and may represent a subgroup with more salient genetic loading less affected by environmental alterations (9, 16, 17). These findings provide a unique opportunity to identify clinically relevant biomarkers in schizophrenia by studying EOS. Most studies regarding olfaction in schizophrenia conducted have focused on patients with AOS.

Only Corcoran and colleagues have examined olfactory function in EOS patients (18). They examined olfactory identification in 26 well-characterized adolescents with early-onset psychosis, including major depression (n = 5), bipolar disorder, mania (n = 3), otherwise unspecified psychosis (n = 5), and schizophrenia or schizoaffective disorder (n = 13). They revealed that deficits in olfactory identification were present in early-onset psychotic disorders (as they are in adults) and were related to cognitive and negative symptoms. However, the sample size was small (only 13 adolescents suffering schizophrenia or schizoaffective disorder). Thus, olfactory identification ability (OIA) in EOS patients is not clear.

Here, we investigated OIA in EOS patients and compared it with that of patients with AOS and healthy controls (HCs). EOS is a more severe phenotype of schizophrenia and shows more impairment in cognitive function compared with AOS, while cognitive function has a strong correlation with olfactory function (19, 20). Hence, we hypothesized that EOS patients and AOS patients would show worse OIA compared with that of HCs, and that impairment would be more severe in EOS patients compared with that in AOS patients. We also examined the relationship between OIA and negative symptoms. We hypothesized that olfactory performance would correlate negatively with negative symptoms in EOS and AOS patients.



Methods


Participants

The study protocol was approved by the ethics committees of Southern Medical University and Guangdong 999 Brain Hospital, both of which are in Guangzhou, China. Participants provided written informed consent to be part of this study.

Patients with schizophrenia were recruited from Zhujiang Hospital (Guangzhou, China), Southern Medical University, and Guangdong 999 Brain Hospital. Forty patients (26 males and 14 females; 20.5 ± 2.5 years) who experienced their first episode at age 13–18 years comprised the EOS group. Forty patients (17 males and 23 females; 25.4 ± 5.2 years) who experienced their first episode after the age of 18 years were assigned to the AOS group. The sample size was calculated by G*Power software (21) (t tests: difference between two independent means (two groups), two tails, α = 0.05, power = 0.8, d = −0.97) and the effect size was used according to a previous meta-analysis (5). Patients were diagnosed by trained psychiatrists according to guidelines set forth in Diagnostic and Statistical Manual of Mental Disorders (5th edition) (22). The Positive and Negative Syndrome Scale (PANSS) was used to identify clinical symptoms (23). Thirty-four patients of EOS were using antipsychotic medication during the experiment [aripiprazole (n = 7), risperidone (n = 15), olanzapine (n = 10), amisulpride (n = 2), Sertraline (n = 6), paliperidone (n = 10), or quetiapine (n = 5)], and 22 patients of AOS were taking antipsychotics [aripiprazole (n = 1), risperidone (n = 3), olanzapine (n = 8), amisulpride (n = 4), Sertraline (n = 3), paliperidone (n = 5), or quetiapine (n = 3)].

Exclusion criteria were: (i) history of brain injury; (ii) presence of other neuropsychiatric disorders; (iii) history of throat or nose diseases; (iv) severe infection with influenza during the week before study commencement; and (v) history of drug abuse.

Eighty healthy participants recruited from universities and nearby communities were divided into two groups. Participants were matched, respectively, with EOS and AOS patients based on sex and age. Identical exclusion criteria were applied to HC participants. Participants did not have a history of neuropsychiatric disorders. Smoking status was also recorded; only two patients in each patient group had a history of tobacco-smoking, and none had such history in the HC group.



Olfactory Identification Ability

The University of Pennsylvania Smell Identification Test (UPSIT) is a standardized forced-choice test, and is one of the most widely used smell tests in olfactory research. It is composed of four test booklets, each containing 10 items, for a total of 40 items (24). Each item includes “scratch and sniff” microencapsulated odors attached to a strip at the bottom of the page. The microcapsule was scratched directly by the examiner with a pencil to optimize performance. Subsequently, participants smelled the odor released from the microcapsules and were asked to choose one of four possible responses. If the participant was unsure of the odor emitted, the examiner scratched the patch again. Each correct response was awarded 1 mark. The total score ranged from 0 mark to 40 marks, with a higher score indicating better OIA.



Self-Reported Hedonic Traits

The Temporal Experience of Pleasure Scale (TEPS) was designed to measure the traits of individuals in anticipatory and consummatory experiences of pleasure (25). We used the Chinese version of the TEPS, which contains 20 self-reported items designed to distinguish the temporal aspects of pleasure. This test was rated using a six-point Likert scale, ranging from 1 (“very false for me”) to 6 (“very true for me”). Higher scores indicated a stronger ability to experience pleasure. The internal consistency of the Chinese version is good, and Cronbach’s α of the total scale is 0.83 (26).



Data Analysis

Comparison of olfactory function (UPSIT) and hedonic traits (TEPS) between patients with EOS, AOS, and their age- and sex-matched HCs was conducted by applying independent t-tests using SPSS v22.0 (IBM, Armonk, NY, USA). In addition, we calculated the effect size (Cohen’s d) to standardize the group difference of respective olfactory function among two samples (sample A: EOS, HCs; sample B: AOS, HCs) (27). In addition, we carried out a 2 × 2 two-way analysis of covariance (ANCONA) to examine the effects of sex and group on OIA in each sample using education as a covariate. Pearson’s correlation was used to assess the relationship between olfactory function and clinical symptoms (PANSS), age, illness duration, chlorpromazine equivalence (CPZ), and hedonic traits for each group. P < 0.05 denoted significance.




Results


Participant Characteristics, Hedonic Traits, and Olfactory Test Performance

For the complete sample, significant differences were found between EOS, AOS and sex- and age-matched HC participants. The demographic and clinical data of patients are summarized in Tables 1 and 2. Patients in EOS and AOS groups had less educational experience compared with HCs. People in EOS and AOS groups showed significant differences in UPSIT scores compared with HCs (EOS vs. HC: t[78] = −5.21, p < 0.001; AOS vs. HC: t[78] = −2.98, p = 0.004). Moreover, the calculated effect sizes of the two samples were medium-to-large [EOS vs. HC: dA = 1.19, 95% confidence interval (CI) (0.68, 1.63); AOS vs. HC: dB = 0.66, 95% CI (0.21, 1.11)]. Two-way ANCOVA showed that the main effect of sex was not significant [EOS vs. HC: F(1,75) = 3.30, p = 0.73; AOS vs. HC: F(1,75) = 0.42, p = 0.519], whereas the main effect of the group was significant (EOS vs. HC: F(1,75) = 9.27, p = 0.003; AOS vs. HC: F(1,75) = 5.45, p = 0.022) after controlling for educational experience. The interaction of sex and group was not significant in sample A or B (p > 0.05 for all).


Table 1 | Demographic and clinical characteristics for participants of Sample A.




Table 2 | Demographic and clinical characteristics for participants of Sample B.



Patients with EOS showed a significantly lower score in negative symptoms (t [78] = 2.18, p = 0.033) compared with those with AOS. However, there were no significant differences in positive symptoms or general psychopathology (p > 0.05 for all). CPZ and illness duration did not differ between EOS and AOS groups (p > 0.05 for all).

As shown in Tables 1 and 2, samples A and B differed significantly in terms of TEPS total score (EOS vs. HC: t[78] = −4.08, p < 0.001, dA = 0.91, 95% CI (0.45, 1.37); AOS vs. HC: t[78] = −4.57, p < 0.001, dB = 1.02, 95% CI (0.55, 1.49), respectively), TEPS anticipatory subscale score (EOS vs. HC: t[78] = −3.31, p = 0.003, dA = 0.74, 95% CI (0.28, 1.19); AOS vs. HC: t[78] = −3.63, p = 0.001, dB = 0.68, 95% CI (0.36, 1.27), respectively), and TEPS consummatory subscale score (EOS vs. HC: t[78] = −3.82, p < 0.001, dA = 0.85, 95% CI (0.39, 1.31); AOS vs. HC: t[78] = −4.47, p < 0.001, dB = 1.00, 95% CI (0.53, 1.46).



Correlational Analysis

The OIA of EOS patients correlated significantly with negative symptoms (r = −0.331, p = 0.037) (Figure 1). All clinical-subscale scores of patients with AOS correlated significantly with olfactory function (positive symptoms: r = −0.409, p = 0.009; negative symptoms: r = −0.345, p = 0.029; general psychopathology: r = −0.372, p = 0.018). Moreover, the olfactory function of HCs in sample B correlated significantly with the TEPS anticipation subscale score (r = 0.379, p = 0.016). There were no significant relationships between olfactory function and total or subscale TEPS scores in sample-A HCs and patients with EOS or AOS (p > 0.05). A significant correlation between age and olfactory function in the EOS group (r = −0.334, p = 0.035) was documented. In both patient groups, OIA was not related to age of onset, illness duration, or CPZ (p > 0.05).




Figure 1 | Correlation between olfactory identification ability (UPSIT) and negative symptom in EOS and AOS groups. UPSIT, University of Pennsylvania Smell Identification Test; EOS, Early-onset schizophrenia; AOS, Adult-onset schizophrenia.






Discussion

Here, we aimed to evaluate impairment of olfactory identification in patients with EOS and AOS. Such impairment has been reported in schizophrenia but the age of onset has not been addressed. This was the first study to investigate OIA in adults with EOS.

Our initial hypotheses were confirmed because patients suffering EOS or AOS exhibited significantly worse olfactory identification compared with sex- and age-matched HCs. These findings are in accordance with those of studies that consistently reported obvious olfactory impairment in patients with schizophrenia (3, 4). Furthermore, comparison of the effect size with regard to olfactory-identification impairment revealed differences between EOS (d = 1.19) and AOS (d = 0.66), suggesting impairment of greater severity in the former group of patients. In addition, results revealed that male patients did not differ from female patients with respect to OIA in the EOS group or AOS group, a finding that is consistent with that in other studies (28–30). Notably, Mossaheb et al. (31) found that female patients performed better than male patients in the olfactory-identification test, but the effect was only borderline significant (31).

Notably, there was no difference between patients with EOS and AOS in terms of illness duration or CPZ. Hence, the worse OIA observed in EOS compared with AOS may be attributed (at least in part) to brain maturity. Numerous studies have reported gray-matter volume in the frontal and temporal lobes of patients suffering EOS to be reduced (32–34). Matsumoto (32) reported a positive correlation between the volume of the bilateral superior temporal gyrus and age at disease onset. Although the findings of a longitudinal study revealed that the pattern of abnormal cortical thickness in EOS is similar to that observed in AOS, lower volume has been observed consistently in prefrontal and temporal cortices (35). These brain regions have a crucial role in olfactory function.

We found that only negative symptoms were more severe in EOS compared with AOS. Our findings are consistent with those of other studies, indicating that patients suffering EOS exhibit more negative symptoms than those with AOS (10, 11). In addition, our findings revealed that EOS and AOS patients experienced less pleasure than HCs. These findings are also in accordance with recent data from Zou and colleagues for patients with first-episode schizophrenia and individuals with schizotypy, who were of a similar age to the people evaluated in the present study. They revealed that the patient group suffered a significant loss of pleasure compared that in HCs (7). However, a significant difference in experiencing pleasure among patients suffering EOS and AOS was not observed.

Correlation analyses revealed a significant negative correlation between negative symptoms and OIA in EOS and AOS patients. In contrast with studies investigating individuals with schizotypy and patients with first-episode schizophrenia (7, 36), a significant association between olfactory function and self-reported experience of pleasure in chronically ill patients suffering EOS and AOS was not found. Several scholars have reported OIA to be associated with negative symptoms in adult patients with schizophrenia (5–7). Our findings are consistent with those reported by Corcoran et al. (18), who detailed a relationship between negative symptoms and OIA in early-onset psychosis. Corcoran et al. (18) stated that impairment of olfactory identification is a trait-like marker of vulnerability to schizophrenia and the manifestation of negative symptomology. A possible explanation for this phenomenon is that negative symptoms that occur during childhood and adolescence may affect acquisition of the language skills necessary to identify odors correctly (18).

Interestingly, our study did not reveal a correlation between the age of onset and reduced OIA in patients with EOS or AOS. This observation may be explained by the narrow range of the age of onset in both patient groups (EOS: 16.1 ± 1.5 years; AOS: 22.4 ± 4.3 years). In addition, reduced OIA did not correlate with illness duration or CPZ in either patient group. These findings suggest that the observed OIA reduction reflected olfactory function in schizophrenia itself.

Our study had several limitations. First, we recruited only adults with EOS. Future research should also investigate olfactory function in children and adolescents with EOS. Second, Seckinger suggested that the intelligence quotient (IQ) was related to OIA in schizophrenia (37). However, we did not test IQ due to time constraints, so whether olfactory impairment was because of IQ impairment in EOS was not investigated. Future studies must address this issue. Even so, OIA showed impairment in EOS and AOS after controlling for the educational level in our study. Third, we only assessed OIA in patients with EOS versus those with AOS. Future research should investigate olfactory function in a more differentiated way; that is, adding olfactory threshold and odor-discrimination tests using the Sniffin’ Sticks test (38). In addition, we only recruited EOS and AOS patients according to their first episode information in our study; future study should provide information about other episodes. Finally, this was a cross-sectional study; further longitudinal research is warranted to validate our findings.

In summary, we found the EOS group and AOS group exhibited worse OIA than HCs, and the impairment was correlated significantly with negative symptoms. Furthermore, OIA was worse in patients suffering EOS compared with those suffering AOS. With previous research revealed the olfactory identification impairment in first-episode schizophrenia and individuals with schizotypy (7), this continuity suggests olfactory identification impairment may be a trait marker of schizophrenia and emphasizes the significance of early diagnosis and intervention. Also, special olfactory treatment (e.g., olfactory training) may decrease the negative symptoms in schizophrenia, and future study need to address this issue.



Conclusions

EOS is linked to a more severe deficit in olfactory identification compared with AOS and is associated with the manifestation of negative symptoms. Our findings support olfactory identification impairment may be a trait marker of schizophrenia and also provide a new insight into the early intervention for schizophrenia.
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Sensory discrimination thresholds (i.e., the briefest stimulus that can be accurately perceived) can be measured using tablet-based auditory and visual sweep paradigms. These basic sensory functions have been found to be diminished in patients with psychosis. However, the extent to which worse sensory discrimination characterizes genetic liability for psychosis, and whether it is related to clinical symptomatology and community functioning remains unknown. In the current study we compared patients with psychosis (PSY; N=76), their first-degree biological relatives (REL; N=44), and groups of healthy controls (CON; N=13 auditory and visual/N=275 auditory/N=267 visual) on measures of auditory and visual sensory discrimination, and examined relationships with a battery of symptom, cognitive, and functioning measures. Sound sweep thresholds differed among the PSY, REL, and CON groups, driven by higher thresholds in the PSY compared to CON group, with the REL group showing intermediate thresholds. Visual thresholds also differed among the three groups, driven by higher thresholds in the REL versus CON group, and no significant differences between the REL and PSY groups. Across groups and among patients, higher thresholds (poorer discrimination) for both sound and visual sweeps strongly correlated with lower global cognitive scores. We conclude that low-level auditory and visual sensory discrimination deficits in psychosis may reflect genetic liability for psychotic illness. Critically, these deficits relate to global cognitive disruptions that are a hallmark of psychotic illnesses such as schizophrenia.
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Introduction

Disruptions in early sensory processing are prominent in psychosis-spectrum disorders (1, 2), and are hypothesized to underlie the clinical features of illnesses such as schizophrenia and bipolar disorder. Impairments in the integration of low-level sensory signals have been found to be a likely contributor to the neural pathophysiology observed in psychosis (3), as well as related to psychotic symptomatology (4–6) and cognitive deficits (7). Electrophysiological responses for both auditory and visual stimuli have consistently demonstrated impairments in sensory processing in patients with psychosis. For example, patients with schizophrenia show impaired passive and volitional attention in response to static auditory stimuli reflected in reduced auditory mismatch negativity (MMN) (8) and diminished P300 and N100 responses during an auditory oddball task (9, 10). Patients with schizophrenia also demonstrate deficits in perception of dynamic auditory stimuli, as evidenced by impaired discrimination of both temporally modulated and unmodulated tones (5). Individuals with schizophrenia also have well known visual processing deficits as evidenced by abnormal visual evoked potentials (11–16).

Bipolar disorder patients have also shown auditory MMN deficits (17), as well as visual sensory processing deficits indexed by altered visual MMN/P300 (18), diminished P100 response on a “Go-No-Go” task (19), and diminished P300 on a contour perception task (20). Across psychotic disorders, these deficits appear to have downstream consequences for ‘higher-order’ cognition such as memory and executive control, and contribute to global cognitive impairments observed in these populations (1). Sensory disruptions have also been shown to contribute to poor functional outcomes in these populations (21, 22), suggesting that early sensory processing is a critical treatment target.

Sensory discrimination thresholds refer to the level or intensity at which a stimulus can be reliably perceived. Recent efforts to behaviorally assess sensory discrimination of auditory and visual stimuli have relied on auditory and visual sweep paradigms. “Sound Sweeps” is an auditory frequency discrimination time-order judgement task wherein participants are asked to determine whether a pair of frequency-modulated tones are increasing or decreasing in frequency. Similarly, “Visual Sweeps” is a visual frequency discrimination time-order judgement task that requires the participant to determine whether a Gabor patch is modulating inward or outward. Both tasks use a staircase function to increase or decrease the duration of each stimulus, thereby adjusting the task’s difficulty and allowing for an adaptive and accurate assessment of an individual’s speeded auditory or visual sensory discrimination threshold. Developed by Posit Science Inc., these tasks can be delivered via a computer or a tablet, making them deployable at a larger scale than more traditional psychophysics tasks (i.e. in an outpatient clinic or remotely). Both auditory and visual thresholds have been previously shown to be impaired in schizophrenia (23), and reflect functional outcomes such as work performance or community functioning (21, 22).

Sound Sweeps have been studied extensively in prior work, with a focus on using this task as a part of targeted cognitive training (TCT) of the auditory system. TCT programs utilizing Sound Sweeps have been shown to enhance cognitive functioning in early (24), chronic (25), and treatment refractory schizophrenia (26). TCT has also demonstrated structural (27), functional (28, 29), electrophysiological (30, 31), and oscillatory (32) plasticity in these populations. Notably, target engagement of the auditory system indexed by Sound Sweeps was shown to mediate global cognitive improvements from TCT (33), and may therefore be an early marker of response to the treatment. This has also been established by studies demonstrating that a brief (1 h) course of Sound Sweeps is predictive of subsequent treatment gains in response to TCT (34, 35).

Previous work demonstrated a relationship between auditory sensory discrimination measured using the Sound Sweeps paradigm and measures of auditory working memory, attention, verbal memory, and executive functioning in a group of outpatient schizophrenia patients (36). These findings align with electrophysiological work demonstrating that early auditory processing plays an important role in cognitive and psychosocial functioning in schizophrenia (37). But what remains unknown is the extent to which visual sensory threshold disruptions may also reflect aspects of global cognitive dysfunction in this population. Additionally, given evidence of early sensory/attention processes being associated with a genetic liability for psychosis (38), the extent to which sensory discrimination thresholds also reflect this genetic liability is not known.

The current study used the Sound and Visual Sweeps paradigms to examine sensory discrimination in a group of patients with psychosis (PSY), their first-degree relatives (REL), and a sample of controls (CON) drawn from the community. We hypothesized that both auditory and visual sensory processing deficits would reflect a genetic liability for psychosis, where relatives as a group would occupy an intermediate deficit in sensory thresholds given varying levels of genetic liability for the disorder. We also investigated the extent to which auditory and visual discrimination thresholds correspond to psychotic symptomology, global cognitive measures, and role and social functioning.



Methods


Participants

Participants were recruited from three separate sources:

	Psychosis Human Connectome Project (pHCP): 78 outpatient participants with a primary psychotic (PSY) disorder (Schizophrenia N=25, Schizoaffective Disorder N=24, Bipolar Disorder I N=24, Psychosis NOS N=2), 44 first-degree biological relatives (REL) of the psychosis subjects (N=15 with a previous mood disorder diagnosis, N=2 with a previous substance use disorder diagnosis, N=2 with a previous psychotic-spectrum diagnosis, N=1 with a previous anxiety disorder diagnosis), and 13 healthy controls (CON) were all recruited and screened using the Structured Clinical Interview for DSM-V (SCID). All subjects completed both Sound and Visual Sweeps, in addition to assessment of symptoms, cognition, and functioning. Subjects were excluded for alcohol or drug abuse in the past month, and alcohol or drug dependence in the last 6 months. Subjects were also excluded if they had an estimated IQ<70, or had compromised vision or hearing (i.e. legally blind or unable to hear without a hearing aid).


	Minnesota State Fair (‘The Great Minnesota Get-Together’): 275 community control participants completed Sound Sweeps as part of a larger battery of assessments administered at the Minnesota State Fair.


	Amazon’s Mechanical Turk (M-Turk): 278 subjects remotely completed the Visual Sweeps task as part of a larger study performed by Biagianti and colleagues (23).




All study procedures were approved by the Institutional Review Board of the University of Minnesota, and all participants gave written informed consent.



Assessment Procedures


Sound and Visual Sweeps Paradigms

As described in Biagianti et al., (23) (see also Figure 1 in (25)), Sound Sweeps is a frequency time-order judgement task that indexes auditory psychophysical speed and efficiency. Participants are presented with a sequence of two tones, and are asked to determine whether the frequency modulation of each tone goes from a higher to a lower pitch, or a lower to a higher pitch. Using a 2-down-1-up staircase procedure, two correct responses will adaptively increase the difficulty by shortening the sweep duration and interstimulus interval (ISI; which are held equal), while 1 incorrect response will lengthen the sweep duration/ISI. The sweep duration starts at 251 ms, with a minimum of 31 ms, and a maximum of 1,000 ms. The staircase function terminates after 40 trials, ending the task. Auditory discrimination threshold is calculated by the logarithm with base 10 of the number of seconds of the ISI (in ms) divided by 1,000 (to ensure normally distributed data); this threshold is expected to converge on the ISI for which the participant correctly responded on 70.7% of trials (39). Therefore, lower thresholds reflect more sensitive discrimination ability and enhanced processing of brief auditory stimuli.

Visual Sweeps operates similarly in that it is also a frequency time-order judgement task, but indexes visual perceptual discrimination and attention. Participants are presented with two successive visual Gabor patches, and are asked to determine whether the spatial frequency modulation is moving from higher to lower (“outward”), or from lower to higher (“inward”). This task also operates using a 2-down-1-up staircase procedure, where 2 successive correct responses will adaptively decrease the sweep duration and ISI, and 1 incorrect response will lengthen the duration/ISI. The sweep duration starts at 200 ms, with a minimum of 10 ms, and a maximum of 1,000 ms. This task also terminates after 40 trials ending the task. The visual threshold is calculated using the logarithm with base 10 of the number of seconds of the ISI (in ms) at which the participant correctly responded on approximately 70.7% of trials.

In the pHCP and Minnesota State Fair samples, all participants performed both tasks on an Apple iPad using the Safari web browser from a comfortable viewing distance. The State Fair participants were given headphones to complete the task, while the pHCP subjects completed the tasks without headphones in a quiet room. The M-Turk participants completed the task on a personal device of their choosing. We could not ascertain whether individuals were using headphones or not, but only subjects who were determined to have adequately engaged in the task were included in the final analyses (see below).



Symptoms, Cognitive, and Functional Assessments

Participants from the pHCP sample underwent additional assessments of symptoms, cognition, and functioning. Positive, negative, and global psychiatric symptoms were measured using the Scale for Assessment of Positive Symptoms (SAPS) (40), the Scale for Assessment of Negative Symptoms (SANS) (41), and the Brief Psychiatric Rating Scale (BPRS) (42). Cognition was assessed using the Brief Assessment of Cognition in Schizophrenia (BACS) (43, 44). The BACS contains subtests measuring verbal learning and memory, working memory, verbal fluency, motor speed, processing speed, and problem solving, all of which are age and gender-normed to derive a ‘global cognition’ score. Functioning was measured using the Global Assessment of Functioning Role and Social Scales (45).




Planned Analyses

Group analyses compared PSY, REL, and CON using subjects from the pHCP and State Fair for Sound Sweeps, and pHCP and Mechanical Turk for Visual Sweeps. Subjects whose auditory or visual threshold was 3 SDs greater than the mean were removed, as these subjects likely did not understand or adequately engage in the task (2 PSY from the pHCP dataset, 0 REL, and 12 CON subjects from the M-Turk data set were removed). Next, ANCOVAs controlling for age and gender were performed for Sound and Visual Sweeps separately. These were then followed by Tukey’s HSD test to identify which groups may be driving an effect. Next we used linear models, again controlling for age and gender, to examine the relationships between auditory and visual thresholds and measures of symptoms, cognition, and functioning. We used a false-discovery rate (FDR) correction to account for multiple comparisons. Last, we followed up these analyses by performing within group correlations in the pHCP sample to determine the strengths of these relationships within the PSY, REL, and CON groups (this left N=13 in the CON group for these analyses), and also followed up on correlations between the PSY group and chlorpromazine equivalents (CPZ) to assess whether there were any relevant effects of medication.




Results

The PSY, REL, and CON groups differed on the basis of age (RELs were older), gender distribution (CON had more females), medication dosage, symptom severity measured by the SANS, SAPS, and BPRS, global cognition measured by BACS (PSY and REL showed deficits compared to CON), and both role and social global functioning (PSY showed lower global functioning; See Table 1). Auditory thresholds measured by the Sound Sweeps task (controlling for age and gender) differed between groups (F(2,394)=4.32; p=.01; See Figure 1A), driven by lower thresholds in the CON compared to PSY group (Tukey’s HSD p=.035), while the REL group showed lower but not significantly different thresholds from CON (REL vs. CON: Tukey’s HSDp=.13) and no differences from PSY (Tukey’s HSD p=.99). Visual thresholds measured by the Visual Sweeps task (controlling for age and gender) also differed between groups (F=3.90(2,383); p=.02; See Figure 1B), characterized by lower but not significantly different thresholds in CON versus PSY (Tukey’s HSDp=.14), a similar effect in the CON versus REL groups (Tukey’s HSD p=.053), and no differences between the PSY and REL groups (Tukey’s HSDp=.75). Within our 3 sub-groups of control subjects, neither auditory or visual thresholds differed between the pHCP and State Fair or M-Turk samples respectively (p’s>.19). Within the PSY group, we followed up on whether specific diagnosis affected sensory thresholds. Neither Sound (F(3,69)=2.26; p=.09; this trend was driven by higher thresholds in N=2 subjects with Psychosis Not Otherwise Specified) nor Visual Sweeps threshold (F(3,69)=.40; p=.78) differed on the basis of psychiatric diagnosis. These results indicate that auditory and visual discrimination performance are similar across dimensions of psychosis (e.g., among those with or without significant mood symptoms).


Table 1 | Demographics.






Figure 1 | Auditory and visual thresholds. Note: Lower thresholds indicate better performance. (A) Auditory thresholds (log10 of ISI x 1,000) from the Sound Sweeps task were found to be different between the CON, REL, and PSY groups (F=4.32 p=.01), driven by lower thresholds in CON vs PSY (p=.037). (B) Visual thresholds (log10 of ISI) from the Visual Sweeps task were found to be different between CON, REL, and PSY groups (F=3.90 p=.02), driven primarily by marginally lower thresholds in CON vs REL (p=.05). CON, Controls; REL, Relatives; PSY, Psychosis; ISI, Inter-stimulus interval. *=p<.05.



Next we examined the relationships between auditory or visual thresholds and symptoms, cognition, and functioning variables in the pHCP sample. No relationships were observed in either auditory or visual thresholds with symptoms measured by the SANS, SAPS, or BPRS (all FDR-p’s>.24; See Table 2). Additionally, no relationships were observed in auditory or visual thresholds with social or role function (all FDR-p’s>.24; See Table 2). Next we examined the relationship between auditory and visual thresholds and global cognitive scores measured by the BACS across the PSY, REL, and CON groups (controlling for age and gender). Auditory thresholds showed a strong relationship with global cognition across all groups (t=-4.83 FDR-p=.00002; df=121; See Table 2A and Figure 2A), where lower thresholds corresponded to higher global cognition scores. This was shown to be the case within the PSY (r=-.49; p=.00001; df=72; See Figure 2B), REL (r=-.37; p=.02; df=38), but not the CON group (though the direction of the association was the same; r=-.35; p=.26; df=10; here, the small sample size for CON in the pHCP group may limit our ability to form a strong conclusion). Visual thresholds also showed a relationship with global cognition across groups (t=-3.2 FDR-p=.01; df=121; See Table 2A and Figure 2C), again with lower thresholds corresponding to higher global cognition scores. The PSY (r=-.48; p=.00001; df=72; See Figure 2D) and REL groups (r=-.34; p=.03; df=38) showed this relationship when considered alone, while the CON group did not (r=-.1; p=.76; df=10). The regression models predicting global cognition remained significant for both auditory and verbal thresholds across groups when controlling for psychiatric symptoms measured by the BPRS (p’s<.002). We also confirmed that no effects on auditory threshold, visual threshold, or global cognition were being driven by a relationship with medication dosage in subjects receiving antipsychotic medication (all correlation p’s >.07). These findings point to a connection between impaired sensory discrimination and poorer cognitive functioning in people with psychosis, even when controlling for psychiatric symptoms.


Table 2 | Relationships with clinical, cognitive, and functioning variables.






Figure 2 | Note: (A) Lower auditory thresholds (log10 of ISI x 1,000) were associated with higher global cognition scores measured by the BACS across CON (Red), REL (Green), and PSY (Blue) groups controlling for age and gender (t=-4.83 p=.000004). (B) Within the PSY group, lower auditory thresholds correlated with higher cognition scores (r=-.49 p=.00001). This was also the case when examining individual DSM-V diagnoses: Bipolar Disorder 1 (r=-.46 p=.03), Psychosis NOS (not examined as N=2), Schizoaffective Disorder (r=-.46 p=.02), Schizophrenia (r=-.48 p=.02). (C) Lower visual thresholds (log10 of ISI) were also associated with higher global cognition across CON, REL, and PSY groups controlling for age and gender (t=-3.2 p=.002). (D) Within the PSY group, lower visual thresholds correlated with higher cognition scores (r=-.48 p=.00001). This was primarily driven by the subjects with a Schizophrenia diagnosis (r=-.70 p=.0001) and non-significant effects in the Bipolar Disorder 1 (r=-.36 p=.11) and Schizoaffective Disorder groups (r=-.30 p=.14). CON, Controls; REL, Relatives; PSY, Psychosis; BACS, Brief Assessment of Cognition in Schizophrenia.



We followed these analyses by performing post-hoc tests examining whether the relationships between auditory and visual thresholds and global cognition were driven by specific BACS sub-tests. Lower auditory thresholds showed a significant relationship across groups with all BACS sub-domains including higher verbal memory, working memory, motor speed, verbal fluency, processing speed, and problem solving (See Table 2B). Lower visual thresholds showed a significant relationship with higher verbal memory, working memory, processing speed, and problem solving (See Table 2B).

Last, we examined the relationship between Auditory and Visual thresholds in the pHCP group. Across groups, auditory and visual sensory thresholds were found to be strongly correlated with one another (r=.44; p=1x10-7; df=131), driven by a strong relationship in the PSY group (r=.55; p=2x10-7; df=74), a statistical trend in the REL group (r=.28 p=.06; df=42), and no relationship in the CON group (r=.16; p=.60; df=11).



Discussion

Deficits in sensory processing in both the auditory and visual domains may reflect the pathophysiology underlying psychosis and partially account for perceptual distortions and cognitive impairment noted in people with psychotic disorders. Sound and Visual Sweep paradigms are brief and standardized means for assessing sensory deficits and are easily deployed at relatively low cost on a large scale. These tasks provide indices of sensitivity to auditory and visual frequency modulation (i.e., measuring the briefest stimulus that can be reliably discriminated). Results of the present study provide evidence that auditory sensory thresholds differ among individuals with psychosis and healthy controls, with first-degree biological relatives of individuals with psychosis showing similar results to psychosis patients, but not statistically different from controls. Impaired auditory discrimination thresholds in this paradigm may serve as a psychosis endophenotype, where individuals with genetic liability for psychosis demonstrate a moderate deficit. Consistent with previous work (36), individuals with psychosis and their biological realtives who had worse auditory discrimination thresholds had worse global cognition, indicating that auditory processing deficits are related to downstream disruptions in various aspects of cognition, including memory, attention, processing speed, and problem solving. These findings were found to be significant even when controlling for psychiatric symptoms, and is consistent with recent findings demonstrating that deficits in early auditory processing in schizophrenia reflect cognitive impairments, but may not be related to positive or negative symptoms (46). Together, these findings suggest that early sensory processing disruptions may be more reflective of cognitive disruptions than psychotic symptomatology.

Similar patterns were observed in visual sensory thresholds on the Visual Sweeps task, where individuals with psychosis and their biological relatives did not differ from one another, though in the visual domain the biological relatives showed the strongest differences from the healthy control group. This suggests that visual discrimination thresholds may also possibly represent a psychosis endophenotype, though post-hoc tests revealed no significant between-group differences. Generally, worse visual discrimination thresholds in the psychosis patients and relatives were related to worse global cognition, and like auditory thresholds were associated with disruptions in memory, attention, processing speed, and problem solving. Notably, sensory thresholds in both modalities appeared to be similar across psychiatric diagnoses, suggesting that these sensory processing deficits affect a psychosis dimension more broadly.

A trend toward auditory threshold deficits in biological relatives in the present study is broadly consistent with previous electrophysiological findings that have demonstrated sensory disruptions in biological relatives of psychosis patients. Deficits in auditory MMN were found in first-degree relatives of patients with schizophrenia (47), while auditory P300 deficits have appeared in relatives of both schizophrenia and bipolar disorder patients (48–50). Not surprisingly, these electrophysiological deficits appear consistent with behavioral findings in patients and their relatives that affect higher-order auditory processes such as verbal working memory (51–53). However, key differences in auditory processing may also distinguish schizophrenia and bipolar illnesses, as well as their respective genetic liabilities. In a dichotic listening task, schizophrenia subjects and their relatives showed early (N100) auditory encoding deficits, while the bipolar subjects and their relatives did not, though both patient groups showed impaired modulation of N100 (54). This may reflect subtle differences in the role of early auditory processing with regard to pathophysiological and genetic risk markers of psychosis.

Similar electrophysiologic deficits have been observed in early visual processing in schizophrenia patients and their relatives (55), and appear to be heritable in schizophrenia and bipolar disorder (56). While the results from the Visual Sweeps task suggested that relatives had higher visual sensory thresholds (similar to that of the psychosis patients), literature examining visual surround suppression and visual motion integration across psychosis subjects and their relatives suggests a pattern of impairment associated with the clinical conditions themselves. In studies of schizophrenia, bipolar disorder, their respective relatives, and controls, surround suppression and contour detection were both found to be weaker in schizophrenia, relatively less weak in bipolar disorder, and functionally spared in both relative groups (57, 58). This suggests that gain control is impaired in psychotic illnesses, but is less likely to reflect genetic liability. A similar conclusion was drawn from a study examining visual motion integration, where patients with schizophrenia were shown to have elevated motion detection thresholds while relatives and bipolar subjects did not (59). However, select visual backward masking paradigms have yielded evidence of early perceptual abnormalities associated with genetic liability for schizophrenia (60).

In the current study, auditory and visual sensory processing thresholds were strongly correlated with one another, suggesting that perceptual dysfunction across sensory domains arrives from a common mechanism. Despite dysfunction that appears specific to the auditory and visual systems respectively (61, 62), n-methyl-D-asparate-type (NMDA) glutamate receptor dysfunction may be a common disrupted neurotransmitter pathway accounting for generalized sensory impairments (1, 63). Based on work showing impairments in both auditory and visual perception in response to NMDA blocking agents (64–66), we may speculate a model wherein NMDA receptor hypofunction impacts γ-amino-butyric-acid (GABA) interneurons that have direct influence on cortical oscillatory timing and affect attention and working memory (67). Relatedly, these GABA neurons may alter mesocortical dopamine pathways that impact aspects of sensory functioning and could potentially account for psychotic symptomatology (67). Further research will be required to understand the direct impact of NMDA dysfunction and its influence on auditory and visual sensory thresholds.

In the present study, Sound Sweeps was found to be most strongly related to the BACS processing speed subtest (Digit-Symbol Coding), which has been hypothesized to underlie the core generalizable cognitive deficit in psychosis (68–70). Thus, sweep paradigms could tap perceptual functions central to the general cognitive impairment noted in psychotic disorders such as schizophrenia. Given that neither the Sound nor Visual Sweep tasks rely on a linguistic component, they may serve as culturally unbiased perceptual assessment tools that are sensitive to global impairments. Additionally, either task is completed in three or four minutes, can be deployed remotely, and is understood by most participants without a proctor or additional instructions. As performance on these tasks can change over time and track cognitive improvements in real time (33), the sweep paradigm may be ideal for ecological momentary assessment of sensory processes related to global cognitive functioning.

A major limitation of the current study was that the control group was drawn from three separate samples. This resulted in uneven groups comparing healthy controls to psychosis probands and their relatives. Relatedly, the M-Turk Visual Sweeps group was collected remotely, so there may be subtle differences in this sample compared to other controls, though they did not statistically differ from the controls collected in person. We also note that there were only N=13 controls who were included in analyses examining the relationships between sensory thresholds and symptoms, cognition, or functioning. This limited the interpretability of these findings, as we were underpowered to confirm whether the relationship between impaired sensory thresholds and cognition is specific to psychosis subjects and their relatives, as opposed to characterizing a broader phenomenon unrelated to psychopathology.

Another limitation is that the relatives group was not limited to ‘unaffected’ relatives, such that some relatives had a psychiatric diagnosis or may have had a history of subsyndromal psychosis-like experiences. This may have contributed to higher observed thresholds in the relatives, though the results for both auditory and visual thresholds were unchanged after removing relatives with a previous psychosis diagnosis (N = 2). Further research on unaffected relatives will be important for clarifying the endophenotypic nature of this behavioral marker. Finally, while the overall sample size was modest, the delivery of the auditory and visual stimuli were not as precisely controlled as they may have been in a traditional perceptual psychophysics laboratory, and the reliability of these tasks remains to be fully tested. This limits the generalizability of findings, but did allow us to test these tools in a naturalistic setting. Further study will be necessary not only to validate auditory and visual sensory thresholds as a valid endophenotype, but also further establish their reliability and relationship to cognitive dysfunction.

Overall, the results of the current study demonstrate that sensory thresholds may represent endophenotypes present in individuals with genetic liability for a psychotic disorder. Crucially, impaired sensory thresholds were found to relate to general cognitive dysfunction across groups. Thus, these measures of early perceptual processing, which can be quickly obtained using computerized paradigms, are strongly predictive of downstream cognitive impairment.
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Mismatch negativity (MMN) is a widely used biological marker for schizophrenia research. Previous studies reported that MMN amplitude was reduced in schizophrenia and that reduced MMN amplitude was associated with cognitive impairments and poor functional outcome in schizophrenia. However, the neurobiological mechanisms underlying the reduced MMN amplitude remain unclear. Recent studies suggest that reduced MMN amplitude may reflect altered predictive coding in schizophrenia. In this paper, we reviewed MMN studies that used new paradigms and computational modeling to investigate altered predictive coding in schizophrenia. Studies using the roving oddball paradigm and modified oddball paradigm revealed that the effects of conditional probability were impaired in schizophrenia. Studies using omission paradigms and many-standards paradigms revealed that prediction error, but not adaptation, was impaired in schizophrenia. A study using a local-global paradigm revealed that hierarchical structures were impaired at both local and global levels in schizophrenia. Furthermore, studies using dynamic causal modeling revealed that neural networks with hierarchical structures were impaired in schizophrenia. These findings indicate that altered predictive coding underlies the reduced MMN amplitude in schizophrenia. However, there are several unsolved questions about optimal procedures, association among paradigms, and heterogeneity of schizophrenia. Future studies using several paradigms and computational modeling may solve these questions, and may lead to clarifying the pathophysiology of schizophrenia and to the development of individualized treatments for schizophrenia.
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Introduction

Schizophrenia is a psychiatric disorder characterized by positive symptoms such as delusion and hallucination, and negative symptoms such as impaired motivation and social withdrawal, and cognitive impairment. The onset of schizophrenia is usually in adolescence and early adulthood, and many patients experience long-term impairments in social and occupational functions (1, 2).

Mismatch negativity (MMN) is a widely used biological marker in schizophrenia research. MMN amplitude is reduced in schizophrenia, first-episode schizophrenia, and ultra-high risk (3). MMN latency is also altered in schizophrenia and ultra-high risk (4). Small MMN amplitude found in individuals at ultra-high-risk predicts the future onset of psychosis (5) and future remission (6). Reduced MMN amplitude is associated with cognitive impairments and poor functional outcomes (7), but not associated with genetic vulnerability (8). Therefore, the investigation of mechanisms underlying reduced MMN in schizophrenia may lead to an understanding of the pathophysiology of schizophrenia and the development of more effective treatments.

MMN is measured by electroencephalography (EEG) or magnetoencephalography (MEG) recorded during a passive auditory oddball paradigm (Figure 1). In the oddball paradigm, deviant and standard stimuli are randomly presented. Deviant stimuli are rare (e.g., 10%), while standard stimuli are frequently presented (e.g., 90%). In the figures of this article, deviant and standard stimuli differ in frequency. However, other features, such as duration, can be used to differentiate between deviant and standard stimuli. MMN is obtained as a negative deflection of the difference waveform between the event-related potentials (ERPs) elicited by deviant and standard stimuli. MMN was originally thought to reflect sensory memory (9). In the sensory memory hypothesis, the memory of auditory stimuli is formed in the auditory cortex, and MMN is elicited by comparison between standard and deviant stimuli. Another explanation for the MMN is the adaptation hypothesis (10). In the adaptation hypothesis, as neuronal responses to standard stimuli decline after repetitive presentation of standard stimuli (11), MMN is thought to represent the difference between intact neural responses to deviant stimuli and attenuated neural responses to standard stimuli. Recently, MMN was thought to reflect the prediction error based on predictive coding theory (12).




Figure 1 | Classical oddball paradigm and mismatch negativity.





Predictive Coding Account for MMN in Schizophrenia

In predictive coding theory, the brain generates a model to infer the causes of sensory inputs, predicts sensory inputs based on the model, calculates the differences between prediction and sensory inputs, and updates the model based on prediction error (13). Alterations in these processes generate a maladaptive model and make a false inference that leads to hallucination and delusion. Several studies reported that patients with auditory hallucinations put more weight on predictions than on sensory evidence when compared with healthy individuals (14, 15). Relying more on prediction rather than on sensory evidence may create false beliefs that lead to psychosis (16). In fact, enhanced prediction correlated with positive symptoms in patients with schizophrenia (17). However, other studies reported that patients with schizophrenia put little weight on prediction and much weight on sensory evidence (18, 19). Too much weight on sensory evidence may contribute to aberrant salience, which also leads to psychosis (20). Because many studies have reported altered predictive coding in schizophrenia (21), it is important to investigate neurobiological mechanisms underlying altered predictive coding in schizophrenia.

MMN is a candidate biomarker for investigating neurobiological mechanisms underlying altered predictive coding in schizophrenia. Several studies have shown that the predictive coding theory not only explains MMN (22) but also provides a more plausible model than the sensory memory hypothesis or the adaptation hypothesis (23). Because MMN can serve as a translational biomarker (24), animal studies measuring MMN can be used to investigate neurobiological mechanisms underlying altered predictive coding in schizophrenia.

Based on these findings, recent studies have explained reduced MMN as altered predictive coding in schizophrenia (12, 24). Furthermore, several studies have developed new paradigms to investigate whether reduced MMN amplitudes reflect altered predictive coding in schizophrenia (25–27). In this paper, we reviewed MMN studies that used new paradigms to investigate altered predictive coding in schizophrenia.



Paradigms to Investigate the Predictive Coding Account of MMN in Schizophrenia


Mismatch Negativity and Probability

MMN is considered to reflect the prediction error in predictive coding theory because MMN is elicited by deviant stimuli that are presented with low probability. As the brain usually predicts stimuli with high probability, stimuli with low probability do not match prediction and cause prediction errors. In the classical oddball paradigm, stimuli are randomly presented. If the probability of the next stimuli depends on previously presented stimuli, previously presented stimuli form predictions about what stimuli come next. Therefore, paradigms that have different conditional probabilities can manipulate prediction and prediction errors. Such paradigms are appropriate for investigating the association between prediction error and MMN. Several researchers have used paradigms with different conditional probabilities to investigate the effects of conditional probability on MMN.


Roving Oddball Paradigm

In the roving oddball paradigm, auditory stimuli are presented as trains (Figure 2A). Each train consists of repetitions of the same auditory stimuli. Usually, the first tone of a train is used as a deviant, and the last tone of the train is used as a standard. As the roving oddball paradigm uses the same tones as deviant and standard stimuli, tone differences between deviant and standard stimuli do not affect MMN in this paradigm. Another important point of the roving oddball paradigm is that the prediction of deviant stimuli depends on the length of the repetitions. Long repetitions of standard stimuli increase the conditional probability of standard stimuli (conditional probability that a standard stimulus comes next after a standard stimulus is presented) and make a strong prediction that the next stimuli will be a standard stimulus. Therefore, deviant stimuli after long repetitions are thought to cause a strong prediction error.




Figure 2 | Oddball paradigms in which conditional probability of stimuli depend on the length of repetitive standard stimuli. (A) Roving oddball paradigm. (B) Modified oddball paradigm. The numbers above standard stimuli represent conditional probability. The conditional probability that standard stimuli come after a deviant stimulus is 1.00, the conditional probability that 2 consecutive standard stimuli come after a deviant stimulus is 0.71, and so on. (C) Predictable oddball paradigms. In the predictable condition, auditory stimuli are repetitions of a series of “SSSDSSSS.”.



Baldeweg and colleagues measured MMN using a modified version of the roving oddball paradigm (28). In their paradigm, the last tones of trains differ in duration compared to other stimuli and are used as deviant stimuli. They found that healthy controls showed larger MMN amplitudes under longer repetition conditions, while repetition showed no effect on MMN for patients with schizophrenia. Although the authors called repetition effects “memory trace effect” in this paper, they interpreted the repetition effects as evidence for predictive coding (29). They also reported that impairments in repetition effects were observed in patients with schizophrenia, but not with bipolar disorder or Alzheimer’s disease (30).

In the usual roving oddball paradigm, Schmidt and colleagues showed that S-ketamine reduced repetition effects (31). McCleery and colleagues investigated repetition effects on not only MMN but also ERPs for both standard and deviant stimuli (26, 32). They found reduced repetition effects in schizophrenia patients with recent auditory hallucinations when compared to schizophrenia patients without recent auditory hallucinations (32). However, they also found relatively intact repetition effects in all schizophrenia patients (26).



Modified Oddball Paradigm

The roving oddball paradigm uses the length of repetitions to generate different conditional probabilities of stimuli. However, this can be applied to the classical oddball paradigm. Ford and colleagues used a modified oddball paradigm that had different conditional probabilities according to the length of repetitions (33) (Figure 2B). In this paradigm, longer repetitions of standard stimuli correspond to a lower conditional probability that the next stimulus is a standard stimulus. Healthy control participants showed MMN to the 4th consecutive standard. The MMN to the 4th consecutive standard was reduced in patients with schizophrenia.

Horacek et al. investigated MMN in predictable and unpredictable conditions (Figure 2C) (34). In the predictable condition, deviant stimuli always came after 7 consecutive standard stimuli. The unpredictable condition is the same as a classical oddball paradigm in which deviant stimuli are randomly presented. Patients with schizophrenia showed a reduction in MMN amplitude in the unpredictable condition but no reduction in MMN amplitude in the predictable condition.



Summary of the Findings

All studies listed above showed significant effects of conditional probability on MMN in healthy individuals. These findings suggest that predictive coding can explain MMN. Many studies have shown reduced effects of conditional probability on MMN in patients with schizophrenia. These findings suggest that reduced MMN amplitude may reflect altered predictive coding in schizophrenia. While several studies have shown no difference in repetition effects between healthy individuals and patients with schizophrenia, others reported an association of repetition effects with cognitive impairments (28) and hallucinations (32). These results suggest that heterogeneity of schizophrenia may affect findings among studies. Patients with schizophrenia have an intact MMN in the predictable condition. Therefore, altered predictive coding in schizophrenia may become clear in uncertain environments.




Prediction Error and Adaptation

All studies listed in 3.1. used repetitions to investigate the effects of conditional probability. However, repetitions of stimuli have been found to cause a reduced response to the stimuli (11). This is called adaptation which can explain repetition effects. Although adaptation and predictive coding are not mutually exclusive, the adaptation hypothesis is simple. If simple hypotheses such as adaptation can explain MMN sufficiently, more complex hypotheses such as predictive coding are unnecessary. Therefore, it is important to investigate MMN in paradigms that remove adaptation.


Omission Paradigm

In omission paradigms, the same tones are repeatedly presented, but sometimes not presented (Figure 3A). Because deviants are no stimuli in omission paradigms, omission MMN is not affected by sensory processing including adaptation. Kreitschmann-Andermahr et al. showed reduced amplitude of omission MMN in schizophrenia (35). Rudolph and colleagues used more complex omission paradigms (36). In their paradigm, 6 consecutive tones constituted one train, and many trains were presented repeatedly. In the deviant trains, the 4th or 6th tones are omitted. They also found a reduced amplitude of omission MMN in early psychosis. However, Kirino et al. showed no significant reduction in omission MMN amplitude in schizophrenia (37).




Figure 3 | Paradigms that remove or disentangle adaptation effect on MMN. (A) Omission paradigm. (B) Many-standards paradigm (left). ERP to control is compared with the same tone in the classical oddball paradigm (right), and calculated as deviance detection and adaptation.





Many-Standards Paradigm

Omission paradigms can remove adaptation effects on MMN. However, several studies have shown that patients with schizophrenia have impairments in neural adaptation (38). Therefore, investigating both prediction error and adaptation may be better than removing adaptation. Koshiyama and colleagues used a many-standards paradigm to disentangle MMN into adaptation and deviance detection (Figure 3B) (25). They recorded EEG during a classical oddball paradigm and a many-standards paradigm. In the many-standards paradigm, several different tones are randomly presented. In the classical oddball paradigm, one of the tones is the same as the deviant stimuli, while the other one is the same as the standard stimuli. Each tone in the many-standards paradigm is presented with equal probability, which is the same as the probability of deviant stimuli in the classical oddball paradigm. While standard stimuli are repetitively presented in the classical oddball paradigm, control stimuli are not repetitively presented in the many-standards paradigm. Therefore, the authors investigated adaptation by comparing ERP to standard stimuli in the classical oddball paradigm with ERP to control stimuli in the many-standards paradigm. Since deviant stimuli are detected as deviant in the classical oddball paradigm, but there is no deviance in the many-standards paradigm, they investigated deviance detection by comparing ERP to deviant stimuli in the classical oddball paradigm with ERP to control stimuli in the many-standards paradigm. They found that both adaptation and deviance detection affected MMN. Patients with schizophrenia showed impairments in deviance detection but not in adaptation.



Summary of Findings

Several studies have shown a reduction in the omission MMN amplitude in schizophrenia. As omission MMN reflects prediction error but not adaptation, these findings indicate that patients with schizophrenia have altered predictive processing. Another study that used the many-standards paradigm showed that both deviance detection and adaptation contributed to MMN while the reduction of MMN amplitude was mainly due to impairments of deviance detection in schizophrenia. Therefore, altered predictive coding rather than adaptation can explain the reduction of MMN amplitude in schizophrenia.




Hierarchical Structure of Predictive Coding

In predictive coding theory, higher-level neurons send predictions to lower-level neurons. Lower-level neurons receive sensory inputs, compare prediction with sensory inputs, calculate prediction error, and send prediction error to higher-level neurons. Higher-level neurons modify prediction based on prediction error. Therefore, predictive coding is thought to depend on the hierarchical structure of neurons (39). Several paradigms and analysis methods have been developed to investigate the hierarchical structure of predictive coding.


Local-Global Paradigm

In local-global paradigms, a series of several tones are presented as trains (Figure 4). A train of identical tones is a local standard. A train in which the last tone is different from other tones is the local deviant. Local standards and local deviants are presented randomly. If a local standard is presented with a high probability, the local standard is the global standard and the local deviant is the global deviant. On the other hand, if a local deviant is presented with a high probability, the local deviant is the global standard, and the local standard is the global deviant.




Figure 4 | Local-global paradigm.



Sauer et al. investigated MMN in a local-global paradigm (27). Patients with schizophrenia showed a reduction in MMN amplitude to both local deviants and global deviants. These findings suggest that patients with schizophrenia may have altered predictive coding at both local and global levels.





Computational Modeling of Mismatch Negativity In Schizophrenia


Dynamic Causal Modeling

Dynamic causal modeling (DCM) is a network model initially developed for functional MRI data (40). The aim of DCM is to make inferences about coupling among brain regions and how that coupling is influenced by experimental factors. DCM calculates effective connectivity, defined as the influence that one brain region exerts over another brain region. DCM can be used for EEG data (41). Garrido and colleagues applied DCM to MMN and found that the hierarchical structure of cortical regions and connectivity among them could explain MMN (Figure 5) (42). From the perspective of predictive coding theory, forward connections from the low-level cortex to high-level cortex may convey prediction error, and backward connections from the high-level cortex to the low-level cortex may convey prediction. Intrinsic connections may reflect precision that determines the relative weight of prediction error to prediction. However, it remains unclear whether each connectivity corresponds to each process of predictive coding.




Figure 5 | Dynamic causal modeling A1: Primary auditory cortex STG, Superior temporal gyrus IFG; Inferior frontal gyrus.



Dima and colleagues applied DCM to MEG data during the roving oddball paradigm (43). They found significant differences in the intrinsic connection of the right primary auditory cortex (A1) and backward connection from the right inferior frontal gyrus (IFG) to the right superior temporal gyrus (STG) between schizophrenia and healthy controls. Ranlund and colleagues applied DCM to EEG data during the classical oddball paradigm (44). They found significant differences in the intrinsic connections of the right IFG among patients with psychosis, unaffected relatives, and healthy individuals. Braeutigam and colleagues applied DCM to MEG data during the roving oddball paradigm (45). DCM selected different models among schizophrenia, bipolar disorder, and healthy controls.

All the DCM studies listed above supported complex models with hierarchical structures. These findings suggest that neural networks with hierarchical structures, but not single neurons or single neural circuits, underlie MMN. Patients with schizophrenia showed impairments of the neural network in most studies using DCM. However, neural network impairments in schizophrenia are inconsistent among studies.




Discussion

Previous studies showed that conditional probability affected MMN, that neural adaptation could not explain MMN, and that neural networks with hierarchical structures underlay MMN. Patients with schizophrenia showed impairments in the effects of conditional probability, prediction error but not adaptation, both at local and global levels in the hierarchical structure, and neural networks in hierarchical structure. All these findings support the predictive coding account of MMN. However, there are several questions that remain unanswered.

One of these unsolved questions is the optimal procedure for each paradigm. For example, in the roving oddball paradigm, several studies used the last tone (different from standard stimuli) as deviant, but other studies used the first tone (same as standard stimuli) as deviant. Studies also reported that MMN in the classical oddball paradigm depends on stimulus, probability, and interstimulus interval (46, 47), so slight differences in procedures may lead to inconsistent findings among studies. For example, Koshiyama and colleagues investigated both duration-deviant MMN (dMMN) and frequency-deviant MMN (fMMN) to disentangle MMN into adaptation and deviance detection (25). Patients with schizophrenia showed significant impairments in deviance detection in dMMN but not in fMMN. Future studies like this one are necessary to investigate how differences in procedures affect MMN in various paradigms.

The second question is the association among various paradigms. Repetition effects in the roving oddball paradigm, omission MMN in omission paradigm, and deviance detection in many-standards paradigm are thought to reflect prediction error. However, it is unclear whether MMN in different paradigms reflects a common process of predictive coding or different processes of predictive coding. Because predictive coding assumes a complex and hierarchical structure, MMN in different paradigms may reflect different processes of predictive coding. All of the repetition effects, omission MMN, and deviance detection are thought to reflect prediction error. Adaptation affects repetition effects, but not omission MMN or deviance detection. Therefore, repetition effects may reflect the activity of lower-level neurons. Because there is no sensory input, omission MMN may reflect the activity of higher-level neurons. However, few studies have investigated the commonalities and differences among repetition effects, omission MMN, and deviance detection. Future studies are necessary to investigate the commonalities and differences of MMN in various paradigms.

The third question is the heterogeneity of schizophrenia (48). From the perspective of predictive coding theory, the neural mechanisms underlying MMN have a complex and hierarchical structure. Therefore, various kinds of impairments can cause altered predictive coding that leads to a reduction in MMN amplitude in schizophrenia. It is unlikely that all patients with schizophrenia have impairments in the same neural circuit. Rather, it is likely that impaired processes differ among patients with schizophrenia. Therefore, it is important not to detect single specific neural impairments in schizophrenia, but to identify individually different impairments. However, researchers can investigate only one aspect of predictive coding in one paradigm (e.g., repetition effect in the roving oddball paradigm).

Computational modeling may be useful for answering these questions. Computational modeling can extract information about various aspects of predictive coding from one paradigm (e.g., forward connections, backward connections, and intrinsic connections for dynamic causal modeling). Therefore, computational modeling may be useful for identifying individually different impairments in patients with schizophrenia. Computational modeling may also become a common framework for comparing different paradigms because computational modeling can be applied to various paradigms and can be compared statistically. In addition, computational modeling can be applied to the classic oddball paradigm, and many studies have already investigated the effects of the procedure. The most often used computational model of MMN in schizophrenia is dynamic causal modeling. Previous studies using DCM investigated which connections are impaired in schizophrenia. However, the heterogeneity of schizophrenia leads to inconsistent findings among studies. Previous studies reported impairments of intrinsic connections within the right A1, intrinsic connections within the right IFG, and backward connections from the right IFG to the right STG. For example, patients with impaired intrinsic connections of the right A1, patients with impaired intrinsic connections of the right IFG, and patients with impaired backward connections from the right IFG to the right STG may have different clinical characteristics associated with different neurobiological mechanisms. Therefore, DCM can serve as a biomarker for classifying subtypes of schizophrenia. Although previous studies have shown the utility of dynamic causal modeling, other computational models have not yet been applied to MMN in schizophrenia. Future studies using various computational models may be useful for identifying individual differences in predictive coding in schizophrenia.

MMN is considered a translatable biomarker because paradigms for the measurement of MMN can be applied to non-human animals (24). Several paradigms shown in this article have been already used for investigations of MMN in non-human animals (49–51). Therefore, the neurobiological mechanisms underlying each paradigm can be investigated in animal studies. MMN can also be measured with electrocorticography (ECoG), which has high spatial resolution. Investigation of ECoG with various paradigms is useful for identifying the precise location of neural circuits underlying MMN in various paradigms (52). In addition, MMN is used as a biomarker for clinical trials (53, 54). Identifying individually different impairments using several paradigms and computational modeling may lead to the development of individualized treatments.

In conclusion, previous studies using various paradigms and computational modeling showed that altered predictive coding underlies the reduction of MMN amplitude in schizophrenia. As neural mechanisms underlying predictive coding have a complex and hierarchical structure, impaired neural mechanisms may differ among patients with schizophrenia. Future studies using several paradigms and computational modeling may clarify the pathophysiology of schizophrenia and help the development of individualized treatments for schizophrenia.
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Background

Pathologies of schizophrenia and bipolar disorder have been poorly understood. Brain network analysis could help understand brain mechanisms of schizophrenia and bipolar disorder. This study investigates the source-level brain cortical networks using resting-state electroencephalography (EEG) in patients with schizophrenia and bipolar disorder.



Methods

Resting-state EEG was measured in 38 patients with schizophrenia, 34 patients with bipolar disorder type I, and 30 healthy controls. Graph theory based source-level weighted functional networks were evaluated: strength, clustering coefficient (CC), path length (PL), and efficiency in six frequency bands.



Results

At the global level, patients with schizophrenia or bipolar disorder showed higher strength, CC, and efficiency, and lower PL in the theta band, compared to healthy controls. At the nodal level, patients with schizophrenia or bipolar disorder showed higher CCs, mostly in the frontal lobe for the theta band. Particularly, patients with schizophrenia showed higher nodal CCs in the left inferior frontal cortex and the left ascending ramus of the lateral sulcus compared to patients with bipolar disorder. In addition, the nodal-level theta band CC of the superior frontal gyrus and sulcus (cognition-related region) correlated with positive symptoms and social and occupational functioning scale (SOFAS) scores in the schizophrenia group, while that of the middle frontal gyrus (emotion-related region) correlated with SOFAS scores in the bipolar disorder group.



Conclusions

Altered cortical networks were revealed and these alterations were significantly correlated with core pathological symptoms of schizophrenia and bipolar disorder. These source-level cortical network indices could be promising biomarkers to evaluate patients with schizophrenia and bipolar disorder.
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Introduction

Schizophrenia and bipolar disorder are both major psychiatric disorders. Schizophrenia is frequently characterized by positive and negative symptoms, whereas bipolar disorder is generally characterized by mania and depression (1). Schizophrenia and bipolar disorder have both similarities and differences with respect to neuropsychological and neurophysiological levels. In addition, they have overlapping symptoms, such as psychotic symptoms, disorganized thinking, and depressive symptoms (2–4). However, the pathologies of these two diseases have not yet been revealed (2, 5). Therefore, studies that could help in understanding the pathologies of these two diseases are needed.

Electroencephalography (EEG) can detect the synchronous activity in neuronal populations. Because EEG is mainly produced by post-synaptic potentials, it is susceptible to alterations in neurotransmission secondary to pharmacological manipulations or brain dysfunction (6). Resting state brain activity reflects the baseline status of the brain and has been proposed as a means of exploring the underlying pathophysiological characteristics of psychiatric disorders (7). In addition, unique EEG patterns have been observed in mental disorders during resting state. These patterns were associated with the pathophysiological characteristics of the conditions (8, 9). The brain is active during the resting state and the additional consumption of glucose metabolism with task-related activity is often less than 5%, which is only a small portion of overall brain activity (10). Therefore, resting state analysis is necessary to understand the pathophysiology of mental disorders well.

Previous studies indicate abnormal EEG oscillatory activity during resting state in schizophrenia and bipolar disorder. Schizophrenia has shown increased low frequency power and coherence. Although findings for bipolar disorder have been less well characterized than schizophrenia, bipolar disorder has shown increased low frequency power and decreased alpha frequency power (11–14). In addition, Kam et al. (14) reported that bipolar disorder showed increased high frequency power and coherence while schizophrenia showed increased low frequency connectivity within and across hemispheres.

Recently, an increasing number of researchers have paid attention to changes in the cortical functional network to quantify global and local changes using graph theory (15–17). Graph theory has been introduced recently as a method to construct human brain networks. Brain networks based on graph theoretical approaches could help to understand brain mechanisms of psychiatric disorders including schizophrenia and bipolar disorder. Altered activation of resting-state functional connectivity or networks has been shown in schizophrenia (18–23) and bipolar disorder (24–26). For example, a resting-state fMRI study revealed reduced clustering coefficients (CCs) and reduced probability in high degree hubs for schizophrenia (19). For resting-state EEG studies, Rubinov et al. (18) showed lower CCs and shorter path length (PL) in whole frequency bands in schizophrenia. Furthermore, Kim et al. (26) showed decreased CC and efficiency and increased PL in the alpha band in bipolar disorder.

However, these previous EEG studies mainly conducted sensor-level (electrode-level) connectivity and network analyses. They could therefore not identify specific cortical regions contributing to the alteration of the cortical functional network in schizophrenia or bipolar disorder. In sensor-level analysis, EEG has some limitations such as low spatial resolution due to volume conduction (27), and poor signal-to-noise ratios due to diverse artifacts and noises (28); however, source-imaging can be a good alternative to circumvent these issues. The spatial resolution of EEG, in particular, can be considerably improved by mapping the scalp potential distribution onto the underlying cortical source space via source-imaging methods. To the best of our knowledge, no study so far has investigated and compared altered source-level cortical functional networks based on graph theory using resting-state EEG in patients with schizophrenia and bipolar disorder.

In this present study, we investigated cortical functional networks in patients with schizophrenia and bipolar disorder through a source-level weighted network analysis during resting-state EEG. Thus, we could observe the alteration of networks in both specific local cortical regions and the global network pattern. Furthermore, we examined the relationships between cortical network indices and psychiatric, clinical, or cognitive measures, which would help in comprehending the pathologies of schizophrenia and bipolar disorder. We hypothesized that patients with schizophrenia and bipolar disorder would exhibit an altered cortical functional network in both global and nodal levels during resting state, and that the altered cortical network indices such as strength, CC, PL, and efficiency would be significantly associated with psychiatric symptom scales.



Materials and Methods


Participants

In total, 102 participants with the ages ranging from 20 to 63 years participated in this study. The participants included patients with schizophrenia [n=38, age: 43.16 ± 11.16 (range: 21–60)] and bipolar disorder [n=34, age: 41.44 ± 12.57 (range: 20–63)] as well as healthy controls [n=30, age: 42.97 ± 12.40 (range: 23–63)]. All patients were evaluated for Axis I (29) and II (30) disorders based on the Structured Clinical Interview for the Diagnostic and Statistical Manual of Mental Disorders, 4th edition (SCID) by a board-certified psychiatrist. No patient had alcohol or drug abuse, mental retardation, a lifetime history of central nervous system, or head injury with loss of consciousness. All patients with bipolar disorder were diagnosed with type I. In addition, 10 patients with bipolar disorder had psychotic symptoms. Most of the patients with schizophrenia were being treated with atypical antipsychotics with or without mood-stabilizing agents (lithium, topiramate, lamotrigine, and sodium valproate) and most patients with bipolar disorder were being treated with atypical antipsychotics and mood-stabilizing agents. Thirty-three patients with schizophrenia were on antipsychotics and six patients with schizophrenia were on mood stabilizers. In terms of patients with bipolar disorder, 30 patients were on antipsychotics and 28 patients were on mood stabilizers. Thirty healthy controls were recruited through the local community via flyers and newspapers. An initial screening interview excluded participants with head injury or any personal or family history of psychiatric illness or any identifiable neurological disorder. Following the initial screening, potential healthy controls were interviewed through the SCID for Axis II Psychiatric Disorders (30) and were rejected if they had any psychiatric disorders. All participants signed a written informed consent form approved by the Institutional Review Board of Inje University Ilsan Paik Hospital (2015-07-23).



Psychiatric, Clinical, and Cognitive Measures

Psychiatric symptoms were evaluated using the Positive and Negative Syndrome Scale (PANSS) for schizophrenia (31) and the Young Mania Rating Scale (YMRS) for bipolar disorder (32). To evaluate neurocognition, the Korean Auditory Verbal Learning Test (K-AVLT) (33) was used. K-AVLT belonging to the Rey-Kim Memory Test (33) is a verbal memory test consisting of five immediate recall trials (trials 1–5), delayed recall trials, and delayed recognition trials. Immediate recall score is the sum of correctly recalled words (trials 1–5). The delayed recall score represents the number of correctly recalled words after a 20 min delay period. The delayed recognition score represents the correctly chosen words from the original list (15 words) which are spoken by the examiner among a list of 50 words after delayed recall. To evaluate functional outcomes, the Social and Occupational Functioning Assessment Scale (SOFAS) (34, 35) was used. The SOFAS was applied as a one-item rating scale from clinician’s judgment of overall level of functioning for Axis V in the Diagnostic and Statistical Manual for Mental Disorders 4th Edition. The SOFAS is a global rating scale, ranging from 0 to 100, for current functioning with lower scores indicating lower functioning (34, 35). In addition, the premorbid IQ was measured using the information test from the Korean Wechsler Adult Intelligence Scale (K-WAIS-IV), age, and education year (36).



Recording and Preprocessing of Electroencephalography (EEG)

Resting-state EEG data were recorded in a sound-attenuated room, while the participants closed their eyes for 5 min. EEG was recorded with a NeuroScan SynAmps2 amplifier (Compumedics USA, Charlotte, NC, USA) using an extended 10–20 placement scheme via 62 Ag-AgCl electrodes mounted on a Quik-Cap. The reference electrode was Cz and the ground electrode was on the forehead. Horizontal electrooculogram (EOG) electrodes were placed at the outer canthus of each eye. Vertical EOG electrodes were located above and below the left eye. The impedance was kept below 5 kΩ. EEG signals were bandpass-filtered from 0.1 to 100 Hz with a 1,000 Hz sampling rate.

Recorded EEG data were preprocessed via CURRY 7 (Compumedics USA, Charlotte, NC, USA). EEG data were re-referenced to an average reference. A high pass filter with a cutoff frequency of 1 Hz was applied to the EEG data to remove DC components from the data. Movement artifacts were removed via visual inspection of an experienced researcher without prior information regarding the data origin. Eye-movement related artifacts were corrected using a covariance and regression based mathematical procedure implemented in the preprocessing software (37) of CURRY 7. After dividing pre-processed EEG data into 2 s (2,048 points) epochs, all the epochs including significant physiological artifacts (amplitude exceeding ± 75 μV) at any of the 62 electrodes were rejected. In order to exclude any epochs with drowsiness, we calculated the relative power of theta (4–8 Hz) and alpha (8–12 Hz) bands. Then, we rejected any epochs with ratios of the theta band power to the alpha band power exceeding 1, since these epochs were regarded as drowsiness or sleep stage 1 (38–40). Finally, a total of 30 artifact-free epochs were prepared for each participant. The number of 30 epochs was decided by the different number of remaining epochs for each participant after rejecting artifacts and drowsiness, and also because of the previous study reporting acceptable reliability with resting-state EEG data longer than 40 s (41). In addition, basic power spectra were analyzed to compare relative global band powers among the three groups (supplementary materials).



Source Localization

The depth-weighted minimum L2 norm estimator from the Brainstorm toolbox (http://neuroimage.usc.edu/brainstorm) was used to approximate time series of source activities (42). A three-layer boundary element model from the MNI/Colin 27 anatomy template was used to compute the leadfield matrix. Cortical current density values at 15,002 cortical vertices were evaluated at every time point for each epoch. Noise covariance was calculated by each participant’s whole 30 epochs. Diagonal components in noise covariance were only used to estimate the weight of each individual sensor in the source reconstruction. Following approximating the cortical current density at every time point, 148 nodes were extracted from the Destrieux atlas containing 74 cortical regions in each hemisphere (43). The representative value in each region was assessed by the cortical source of the seed point located in each region based on the Destrieux atlas, which information was provided in the Brainstorm toolbox. The time series of the cortical sources at each of the 148 seed points were bandpass-filtered and divided into six frequency bands including delta (1–4 Hz), theta (4–8 Hz), alpha (8–12 Hz), low beta (12–18 Hz), high beta (18–30 Hz), and gamma (30–55 Hz). The band-pass filtering was applied to each epoch. We employed some techniques to reduce spectral edge artifacts. First, a high pass filter with a cutoff frequency of 1 Hz was applied to the raw EEG data before epoching. Since the filtering process removed DC components of the data, the spectral edge artifacts were mainly mitigated. Second, we used a 3rd-order Butterworth IIR band-pass filter with zero-phase filtering. Low order filter minimized the length where distortion existed and the zero-phase filtering removed half of the distorted signals.



Connectivity and Network Analysis

Functional connectivity between each pair of nodes was quantified via phase-locking values (PLVs) (44). PLVs result in normalized synchronization values ranging from 0 to 1, and thus no further modification is required before applying them to the weighted network analysis. PLV has been known for the fine performance with weighted minimum norm estimation (45) and has been widely used in the network analysis (46–48).

In this study, we performed a graph theory based weighted network analysis (16, 17). The weighted network preserves unique traits of the original network without distortion. A network is composed of several nodes connecting to each other at their edges. In the present study, we selected representative network measures. Four different global-level weighted network indices were assessed. First, “strength” refers to the degree of connection strength in the network. It is estimated by summing the weights of links connected to brain regions. A greater strength value suggests that the whole brain is strongly connected. Second, “CC” indicates the degree to which a node clusters with its neighboring nodes. An increased CC indicates that a network is well segregated between the relevant brain regions. The CC was calculated for the whole network. Third, “PL” indicates the sum of lengths between two nodes within the network, which is related to the speed of information processing. The shortened PL indicates a well-integrated network. Fourth, “efficiency” represents the effectiveness of information processing in the brain; high efficiency indicates rapid information propagation in the network. Weighted nodal CC was also evaluated for each node.



Statistical Analysis

Chi-squared tests and one-way analysis of variance (ANOVA) were used to investigate differences in demographic characteristics and psychiatric, clinical, and cognitive measures among the three groups. A multivariate ANOVA (MANOVA) was performed to compare the cortical network characteristics at the global level in each frequency band among the three groups, with premorbid IQ as a covariate. Bonferroni corrections with an adjusted p-value of 0.05/24 = 0.002083 (four global network measures with six frequency bands) were used to control for multiple comparisons. The same analysis was performed at the nodal level, followed by Bonferroni corrections with an adjusted p-value of 0.05/148 = 0.000338 (nodal CCs of 148 nodes). Furthermore, the variables presenting significant differences among the three groups were analyzed using post hoc pair-wise comparisons with Bonferroni corrections. Effect sizes were calculated using partial eta squared (η2).

A partial Pearson’s correlation was performed between network indices and psychiatric, clinical, or cognitive measures, with a 5,000-bootstrap resampling technique to correct for multiple correlations in each group. The bootstrap test estimated sampling distribution of an estimator by resampling with replacement from the original sample. For the bootstrap validation, the simple random sampling method which was provided in SPSS package was used. The number of the retest was set to 5,000 and the confidence interval was set to 95%. The bootstrap test is a weaker method than the Bonferroni test to solve the multiple-comparison issue. However, the stability and robustness of the bootstrap test have been established by diverse previous studies (49, 50). Further, the bootstrap test has been widely carried out in EEG analysis (51, 52). For the patient groups, the potential effects of medication (equivalent doses of chlorpromazine and sodium valproate) (53) and duration of illness were considered as covariates. The significance level was set at p < 0.05 (two-tailed). Statistical analyses were conducted using SPSS 21 (SPSS, Inc., Chicago, IL, USA).




Results


Demographic and Psychiatric, Clinical, and Cognitive Characteristics

Table 1 shows the comparison of demographic and psychiatric, clinical, and cognitive characteristics among the patients with schizophrenia or bipolar disorder and the healthy controls. There were significant differences in premorbid IQ, K-AVLT-trial 5, K-AVLT-delayed recall, and SOFAS. Premorbid IQ showed significant difference among the three groups; healthy controls presented a significantly higher premorbid IQ than patients with schizophrenia or bipolar disorder (100.60 ± 10.64 vs. 98.68 ± 8.15 vs. 108.23 ± 9.13, p < 0.001). The score of the K-AVLT-trial 5 was significantly lower in patients with schizophrenia than in those with bipolar disorder and healthy controls (K-AVLT-trial 5: 8.37 ± 2.79 vs. 10.61 ± 2.97 vs. 11.57 ± 1.75, p < 0.001). The score of the K-AVLT-delayed recall was significantly higher in healthy controls than in patients with schizophrenia or bipolar disorder (K-AVLT-delayed recall: 6.11 ± 3.29 vs. 7.97 ± 3.59 vs. 9.96 ± 2.01, p < 0.001). Furthermore, The SOFAS score was significantly lower in patients with schizophrenia than in those with bipolar disorder (64.54 ± 12.50 vs. 72.35 ± 11.76, p = 0.009). The order of all scores for group comparison is schizophrenia, bipolar disorder, and healthy controls.


Table 1 | Demographic characteristics of study participants.





Global-Level Differences in Cortical Functional Networks

Table 2 presents the comparison of global-level indices, including strength, CC, PL, and efficiency for each frequency band among the groups with schizophrenia and bipolar disorder and the healthy controls. There were significant differences in the four global-level indices of the theta band. The strength, CC, and efficiency of the theta band were significantly higher in the patients with schizophrenia or bipolar disorder compared to healthy controls (strength: 54.16 ± 2.73 vs. 53.31 ± 2.25 vs. 51.87 ± 2.07, p < 0.001; CC: 0.36 ± 0.02 vs. 0.35 ± 0.01 vs. 0.34 ± 0.01, p = 0.001; efficiency: 0.36 ± 0.02 vs. 0.36 ± 0.02 vs. 0.35 ± 0.01, p < 0.001). On the other hand, the PL of the theta band was significantly lower in patients with schizophrenia or bipolar disorder compared to healthy controls (3.00 ± 0.13 vs. 3.03 ± 0.11 vs. 3.10 ± 0.11, p = 0.001). There was no significant difference between the patient groups for the four network indices of the theta band. Furthermore, there was no significant difference among the three groups in other frequency bands. The order of all network values for group comparison is schizophrenia, bipolar disorder, and healthy controls. The violin plot figures were presented for the distribution of each network measure in the supplementary material (Supplementary Figure S1). In addition, the relative global band powers showed a significant difference among the three groups only in the theta band. The relative power of the theta band was significantly higher in the patients with schizophrenia compared to healthy controls (Supplementary Table S1).


Table 2 | Mean and standard deviation values of global network indices including strength, clustering coefficient (CC), path length (PL), and efficiency for each frequency band among the schizophrenia, bipolar disorder, and healthy control groups.





Nodal-Level Differences in Cortical Functional Networks

Based on the significant difference in the global theta-band CCs among the three groups, we determined to investigate possible differences at the local level in the theta band. The nodal CCs among the three groups were significantly different in 23 regions. Firstly, the nodal CCs of the schizophrenia and bipolar disorder groups were significantly higher compared to the healthy controls in eight regions (left anterior part of the cingulate gyrus and sulcus: 0.37 ± 0.02 vs. 0.36 ± 0.02 vs. 0.35 ± 0.02, p < 0.001; right anterior part of the cingulate gyrus and sulcus: 0.37 ± 0.02 vs. 0.36 ± 0.02 vs. 0.35 ± 0.02, p < 0.001; right frontomarginal gyrus and sulcus: 0.35 ± 0.02 vs. 0.34 ± 0.02 vs. 0.33 ± 0.01, p < 0.001; right middle frontal gyrus: 0.34 ± 0.02 vs. 0.33 ± 0.01 vs. 0.32 ± 0.01, p < 0.001; left superior frontal gyrus: 0.33 ± 0.02 vs. 0.33 ± 0.01 vs. 0.32 ± 0.01, p < 0.001; right superior frontal gyrus: 0.34 ± 0.02 vs. 0.34 ± 0.01 vs. 0.33 ± 0.01, p < 0.001; right middle occipital gyrus: 0.34 ± 0.01 vs. 0.34 ± 0.02 vs. 0.33 ± 0.01, p < 0.001; right superior frontal sulcus: 0.34 ± 0.02 vs. 0.33 ± 0.01 vs. 0.32 ± 0.01, p < 0.001).

Secondly, the nodal CCs of the schizophrenia group were significantly higher than those of the bipolar disorder group and the healthy controls in five regions (left opercular part of the inferior frontal gyrus: 0.35 ± 0.02 vs. 0.34 ± 0.01 vs. 0.33 ± 0.01, p < 0.001; left orbital part of the inferior frontal gyrus: 0.35 ± 0.02 vs. 0.34 ± 0.01 vs. 0.33 ± 0.01, p < 0.001; left triangular part of the inferior frontal gyrus: 0.35 ± 0.02 vs. 0.34 ± 0.01 vs. 0.33 ± 0.01, p < 0.001; left vertical ramus of the anterior segment of the lateral sulcus: 0.36 ± 0.02 vs. 0.34 ± 0.02 vs. 0.34 ± 0.01, p < 0.001; left inferior frontal sulcus: 0.35 ± 0.02 vs. 0.34 ± 0.02 vs. 0.33 ± 0.01, p < 0.001).

Thirdly, the nodal CCs of the schizophrenia group were significantly higher compared to the healthy controls in 10 regions (left short insular gyri: 0.37 ± 0.02 vs. 0.36 ± 0.02 vs. 0.35 ± 0.01, p < 0.001; left orbital gyri: 0.38 ± 0.02 vs. 0.37 ± 0.02 vs. 0.36 ± 0.02, p < 0.001; left polar plane of the superior temporal gyrus: 0.38 ± 0.02 vs. 0.36 ± 0.02 vs. 0.35 ± 0.02, p < 0.001; left horizontal ramus of the anterior segment of the lateral sulcus: 0.36 ± 0.02 vs. 0.35 ± 0.02 vs. 0.34 ± 0.01, p < 0.001; left temporal pole: 0.38 ± 0.02 vs. 0.37 ± 0.02 vs. 0.36 ± 0.02, p < 0.001; left anterior segment of the circular sulcus of the insula: 0.38 ± 0.02 vs. 0.37 ± 0.02 vs. 0.36 ± 0.02, p < 0.001; left superior segment of the circular sulcus of the insula: 0.38 ± 0.03 vs. 0.37 ± 0.02 vs. 0.36 ± 0.02, p < 0.001; left middle frontal sulcus: 0.35 ± 0.03 vs. 0.34 ± 0.02 vs. 0.33 ± 0.01, p < 0.001; left superior frontal sulcus: 0.35 ± 0.02 vs. 0.34 ± 0.01 vs. 0.33 ± 0.02, p < 0.001; left lateral orbital sulcus: 0.36 ± 0.02 vs. 0.35 ± 0.02 vs. 0.34 ± 0.01, p < 0.001) (Figure 1). The order of all nodal CC values for group comparison is schizophrenia, bipolar disorder, and healthy controls.




Figure 1 | (A) Brain regions showing significantly different nodal clustering coefficients (CCs) of the theta frequency band among patient groups and healthy controls. (B) Effect sizes of differences in nodal CCs of the theta frequency band among patient groups and healthy controls. Each bar indicates the effect size at each node. The upper bars indicate 74 regions in the left hemisphere and the lower bars indicate 74 regions in the right hemisphere. For reference, three dotted lines are drawn for small (0.01), medium (0.06), and large (0.14) effect sizes. The bars with numbers reveal significant differences among patient groups and the healthy controls (The p-value was adjusted via Bonferroni correction with 0.05/148 = 0.000338). The number “1” denotes brain regions where patient groups show significant differences from healthy controls. The number “2” denotes brain regions where patients with schizophrenia show significant differences from those with bipolar disorder. The number “3” denotes brain regions where patients with schizophrenia show significant differences from healthy controls.





Correlation Between Network Indices and Psychiatric, Clinical, or Cognitive Characteristics

The correlations between the network indices of the global and nodal levels and psychiatric, clinical, or cognitive measures were investigated in the theta band. There were significant correlations between them in the three groups. In the schizophrenia group, the nodal CCs in the right superior frontal gyrus and sulcus significantly positively correlated with positive PANSS symptoms (r = 0.398, p = 0.033; r = 0.397, p = 0.033). In addition, there was a significant negative correlation between the nodal CC in the left superior frontal gyrus and SOFAS scores (r = -0.414, p = 0.026). The PL significantly positively correlated with the K-AVLT-delayed recall (r = 0.390, p = 0.033). Furthermore, the nodal CC in the right superior frontal sulcus significantly negatively correlated with the K-AVLT-delayed recall (r = -0.368, p = 0.045). In the bipolar disorder group, there was a significant negative correlation between the nodal CC in the right middle frontal gyrus and SOFAS scores (r = -0.505, p = 0.006). In the healthy controls, the nodal CCs in the left triangular part of the inferior frontal gyrus and the right middle occipital gyrus significantly positively correlated with the K-AVLT-trial 5 (r = 0.391, p = 0.040; r = 0.411, p = 0.030) (Figure 2).




Figure 2 | Correlations between nodal clustering coefficients (CCs) and psychiatric, clinical, or cognitive measures in the theta band for each group. SOFAS, social and occupational functioning assessment scale; PANSS, positive and negative syndrome scale; KAVLT, Korean auditory verbal learning test.



Furthermore, the relationships between the medication dosage of antipsychotics and mood stabilizers and EEG network indices or clinical-neurocognitive measures were investigated. In patients with schizophrenia, there were significant positive correlations between the dose of mood stabilizers and nodal CCs in left orbital gyri, left polar plane of the superior temporal gyrus, and left anterior segment of the circular sulcus of the insula (r = 0.327, p = 0.045; r = 0.328, p = 0.045; r = 0.321, p = 0.049). There were no significant correlations between the dose of antipsychotics and EEG parameters or symptoms. In patients with bipolar disorder, there were no significant correlations between medication doses and EEG parameters or symptoms.




Discussion

This study evaluated cortical functional networks during resting-state EEG in patients with schizophrenia or bipolar disorder compared to healthy controls. We only observed significant differences between these groups in the theta band. First, at the global level, strength, CC, and efficiency were significantly higher, while PL was lower, in both patient groups compared to healthy controls. Second, at the nodal level, the CCs, mostly in the frontal lobe, were significantly higher in both patient groups; in particular, patients with schizophrenia showed higher nodal CCs in the left inferior frontal cortex and the left ascending ramus of the lateral sulcus, compared to patients with bipolar disorder. Third, the nodal-level theta-band CC of the superior frontal gyrus and sulcus (cognition-related region) correlated with positive PANSS symptoms, SOFAS scores, and verbal memory in patients with schizophrenia, while that of the middle frontal gyrus (emotion-related region) correlated with SOFAS scores in patients with bipolar disorder.

Schizophrenia and bipolar disorder have been revealed to have abnormalities in the structural and functional connectivity at the network level. Previous EEG studies have reported altered resting-state networks in patients with schizophrenia and bipolar disorder. Rubinov et al. (18) showed lower CC and shorter PL in whole frequency bands in schizophrenia. Jalili and Knyazeva et al. (54) found broad decreased synchronizability in several frequency bands including theta, alpha, beta, and gamma bands. In addition, Kim et al. (26) showed decreased CC and efficiency whereas increased PL in the alpha band in bipolar disorder. Resting-state fMRI studies to examine brain network topology in schizophrenia showed global and nodal topological changes with decreased CC and increased efficiency (55) and reduced CC and reduced probability in high degree hubs (19). Furthermore, a resting-state fMRI study with bipolar disorder reported regional abnormalities in default mode and sensorimotor networks (56). In terms of structural networks, structural network studies using diffusion tensor imaging have reported increased PL or decreased efficiency in patients with schizophrenia (20, 57). In bipolar disorder, structural brain networks from diffusion tensor imaging exhibited lower CCs and efficiency and longer PL (58, 59). These previous findings support our results that the patients with schizophrenia and bipolar disorder showed abnormal topological organization of cortical functional networks.

Although previous EEG studies did not show a consensus of a specific frequency band abnormality, our study revealed the theta band abnormality in schizophrenia and bipolar disorder patients. Theta oscillations index learning, memory, and cognitive performance (60, 61). Altered theta-band activities have repeatedly been reported in patients with schizophrenia and bipolar disorder. Resting-state EEG studies consistently reported that patients with schizophrenia show augmented theta-band power (9, 11). A study investigating source functional connectivity during resting-state EEG reported that schizophrenia patients had greater functional connectivity than healthy controls in theta band. Particularly, the patients with longer duration of illness showed higher theta band connectivity in frontal regions compared to those with shorter duration (62). Also, according to the review of the bipolar disorder literature, increased theta power of resting-state EEG is one of the most robust findings in bipolar disorder (13). Thus, abnormal theta oscillation might have a key role in schizophrenia and bipolar disorder. Moreover, the higher strength, CC, and efficiency as well as lower PL of the theta band during resting state in this study seem to represent the poor functioning of the network, which might be associated with potentially excessive or inefficient neural processing in patients with schizophrenia and bipolar disorder (14, 63, 64).

The nodal CCs of the schizophrenia and bipolar disorder group were significantly higher in the anterior cingulate cortex, which connects limbic structures with the prefrontal cortex. The anterior cingulate cortex plays an important role in frontolimbic networks regulating cognitive and emotional functions (65) in patients with schizophrenia (66) and bipolar disorder (67). The volume reduction and cortical thinning of this region have been consistently discovered in schizophrenia (68, 69) and bipolar disorder (67, 70). Structural brain abnormalities in the frontal lobe appear commonly in schizophrenia and bipolar disorder, indicating a biological feature shared by both patient groups (69, 71).

Interestingly, the nodal CCs were significantly higher in left inferior frontal cortex and the left ascending ramus of the lateral sulcus in patients with schizophrenia compared to those with bipolar disorder and healthy controls. The left inferior frontal gyrus plays a significant role in executive functions, such as cognitive inhibition (72) and semantic and language function (73). Volumetric reduction and cortical thinning of this region have been reported in schizophrenia (73, 74). The lateral sulcus is involved in language function (75). Patients with schizophrenia showed reduced lateral sulcus length asymmetry, indicating that schizophrenia is a neurodevelopmental disorder causing impaired cerebral lateralization (76–78). According to the preexisting notion, our findings might imply that executive and language functions are vulnerable in patients with schizophrenia compared to those with bipolar disorder and healthy controls.

Additionally, the nodal CCs of the schizophrenia group were significantly higher in the left insular cortex and the left middle frontal sulcus, compared to healthy controls. The insular cortex belongs to the limbic region that plays an important role in integrating perceptual experiences and affect to generate balanced behavior (79). There is robust evidence of functional and structural abnormalities of this region in schizophrenia (80–83). In addition, abnormalities in cortical gyrification of the left middle frontal sulcus have been reported in chronic patients with schizophrenia with auditory hallucinations (84).

In the schizophrenia group, the nodal CCs of the right superior frontal gyrus and sulcus were positively correlated with positive PANSS symptoms. The nodal CC of the left superior frontal gyrus was negatively correlated with social and occupational functioning. The PL was positively correlated with delayed verbal memory. In addition, the nodal CC in the right superior frontal sulcus was negatively correlated with delayed verbal memory. The superior frontal gyrus has been known to be involved in various processes relying on cognitive control, such as set-switching (85), working memory (86), and complex problem solving (87). A greater deactivation in the bilateral superior frontal gyrus has been associated with positive symptom severity in patients with schizophrenia (88). In addition, other studies that investigated the correlation between the superior frontal region and PANSS score in patients with schizophrenia showed significant correlations between only the PANSS positive score and the superior frontal region of gray matter volume or fractional anisotropy (89–91). These findings support our results indicating that the right superior frontal region is more related with PANSS positive score in patients with schizophrenia. The cortical thickness of the superior frontal gyrus is significantly decreased in patients with schizophrenia compared to healthy controls (92, 93), and decreased cortical thickness in this region has been shown to be related to functioning impairments (93). Furthermore, it is well known that verbal memory is the most impaired field of cognitive function in schizophrenia (94, 95).

In patients with bipolar disorder, the nodal CC of the right middle frontal gyrus was negatively correlated with social and occupational functioning. The middle frontal cortex has been suggested to be particularly implicated in the down-regulation of the emotional response (96, 97). The dorsolateral prefrontal cortex, which lies in the middle frontal gyrus, has been shown to be associated with the motivation factor and interest in social functioning (98). Furthermore, this region is one component of the neural network playing a key role in psychosocial functioning in bipolar disorder (99). Although the correlation between nodal CC of the right middle frontal gyrus and social and occupational functioning was observed in patients with bipolar disorder, the correlation between network measures of the right middle frontal gyrus and YMRS was not shown. This could be explained by the following reasons. Social functioning including social cognition demands cognitive and emotional capacity (100). Previous studies have shown that activities involving the right middle frontal cortex were correlated with emotion (101, 102). In addition, the relationship between YMRS and emotion has been only observed in manic patients, but not in euthymic and depressed phase patients (101, 103, 104). Since the bipolar disorder patients which participated in this study were almost all in euthymic phase, it was possible that the YMRS score was not correlated with emotion. These issues could be the reasons why patients showed only correlations with social and occupational functioning.

In healthy controls, the nodal CCs in the left inferior frontal gyrus and right middle occipital gyrus were positively correlated with immediate verbal memory. Previous studies indicate that increased theta-band oscillations of healthy controls are a remarkable EEG indicator of good cognitive functions such as attention and memory (105). In addition, high theta power has been associated with better cognitive functioning, including immediate and delayed verbal recall in healthy adults (106). Notably, the inferior frontal gyrus is associated with speech production and verbal working memory (107). One study reported that the activation in the middle occipital gyrus was associated with auditory verbal memory (108).

Taken together, our study reveals that the nodal CCs of the superior frontal gyrus and sulcus (relatively cognition-related region) correlate with positive PANSS symptoms, SOFAS scores, and verbal memory in patients with schizophrenia, while those of the middle frontal gyrus (relatively emotion-related region) correlate with SOFAS scores in patients with bipolar disorder. The impairment of brain function in these regions would affect impaired cortical functional networks. In addition, brain dysfunction could lead to abnormal changes in clinical and cognitive measures. The nodal CCs might be predictable biomarkers of psychiatric symptoms.

This study has the following limitations. First, most of the patients were chronic and were taking atypical antipsychotics and mood-stabilizing agents. Second, we did not use individual head models for EEG source imaging and source analysis of scalp-derived EEG might be inherently limited in its precision of spatial localization. Third, the PLVs did not exclude zero-degree phase lags, which could be caused by volume conduction. Even though we estimated connectivity from source time series, volume conduction might still be present. Despite these limitations, this study was the first attempt to compare the source-level cortical functional networks in schizophrenia and bipolar disorder using resting-state EEG. Our results demonstrate altered cortical networks at both global and nodal levels of the theta band in patients with schizophrenia or bipolar disorder. In addition, we found significant correlations between cortical network states and symptom severity scores. These source-level cortical network indices could be promising biomarkers to evaluate patients with schizophrenia and bipolar disorder.
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The past 5 years have seen a sharp increase in the number of studies using calcium imaging in behaving rodents. These studies have helped identify important roles for individual cells, brain regions, and circuits in some of the core behavioral phenotypes of psychiatric disorders, such as schizophrenia and autism, and have characterized network dysfunction in well-established models of these disorders. Since rescuing clinically relevant behavioral deficits in disease model mice remains a foundation of preclinical CNS research, these studies have the potential to inform new therapeutic approaches targeting specific cell types or projections, or perhaps most importantly, the network-level context in which neurons function. In this mini-review, we will provide a brief overview of recent insights into psychiatric disease-associated mouse models and behavior paradigms, focusing on those achieved by cellular resolution imaging of calcium dynamics in neural populations. We will then discuss how these experiments can support efforts within the pharmaceutical industry, such as target identification, assay development, and candidate screening and validation. Calcium imaging is uniquely capable of bridging the gap between two of the key resources that currently enable CNS drug discovery: genomic and transcriptomic data from human patients, and translatable, population-resolution measures of brain activity (such as fMRI and EEG). Applying this knowledge could yield real value to patients in the near future.
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Introduction

Drug discovery for brain disorders is a uniquely challenging endeavor (1, 2). One reason for this is that the brain’s output, i.e. behavioral responses to sensory input, is not sufficiently explained by genetics (3), as it is the result of complex computations performed by a vast network of neurons distributed in functionally distinct brain regions. To make progress towards new treatments for psychiatric disorders, it is crucial to understand brain functioning at the level of these neural circuits (4).

Action potentials (APs), electrical signals relayed between neurons via local and long-distance synaptic connections, are the mechanism by which neurons integrate and transmit information. While individual neurons’ firing patterns can be highly variable, at the population level, AP firing is reliable enough to form the basis for information coding in the brain (5). These population codes can be spatial, temporal, or both, with information represented by the subset or ensemble of active neurons, fluctuations in firing rates, or correlated activity between neurons (6). While many methods exist to record this activity, several lines of evidence suggest that cellular resolution is necessary to truly understand circuit functioning. While neurons exhibit diverse stimulus selectivity, behavioral output can often be reliably predicted by the activity of groups of individual cells (7). Inducing AP firing in specific neurons can disrupt a range of cognitive processes, including spatial navigation (8) and social behavior (9). Conversely, stimulating APs in specific subsets of neurons can be sufficient to elicit complex, clinically relevant behavioral responses, such as improved decision making (10) and mood (11).

Given their importance to brain functioning, it is unsurprising that many brain disorders can be attributed to dysfunctional AP firing. For example, studies using mouse models (12) or human induced pluripotent stem cells (13) have revealed that ion channel mutations associated with epilepsy also alter AP properties. While these changes are profound and detectable in individual cells, the pathophysiology underlying psychiatric disorders is less straightforward. This complexity begins at the genetic level: although diseases like schizophrenia and autism are highly heritable, much of this heritability is driven by common variants with small effect sizes (14, 15), whose individual impact on neuronal activity may be difficult to predict or detect. Copy number variants and de novo mutations, which can be more penetrant and form the basis for several disease models, are relatively rare but are enriched in patients with psychiatric disorders (16–18).

How do these varied risk factors ultimately produce a relatively consistent clinical phenotype? One explanation is that they converge on common pathways, and several lines of evidence suggest that specific neural circuit components represent this point of convergence (19). Functional genomics studies indicate that the genetic burden in psychiatric disorders disproportionately affects distinct excitatory neuron subpopulations (20–22). Other cell types, such as inhibitory fast-spiking interneurons, are implicated by postmortem and physiological reports (23, 24). In addition, gene ontology studies consistently point to impaired synapse formation as a core feature of schizophrenia and autism (25–27). Observations of altered excitatory-inhibitory balance (28, 29) and brain connectivity (30, 31) in psychiatric patients substantiate these inferences. If convergence underlies pathogenesis, we would expect to see similar circuit-level deficits in models with different etiologies. In fact, while the above studies are based on human data, similar commonly shared deficits are also observed at the level of neuroanatomy (32), population physiology (33), and cellular resolution physiology (34, 35) in mouse models of disease. Overall, these findings suggest that studying pathophysiology in neural circuits, ideally with cellular resolution and/or cell type specificity, is likely to provide mechanistic insight into psychiatric disorders.

In recent years, imaging intracellular calcium dynamics using genetically encoded calcium indicators (GECIs) has emerged as the method of choice to study activity in neural circuits. Current-generation GECIs can track the firing of single APs in individual cells, in awake, behaving mice (36). GECIs enable a range of experimental designs (Figure 1). Firstly, recording and subsequent analysis can be restricted to specific neuronal populations, defined by marker enrichment using Cre-dependent expression, functionality using inducible expression, or projection targets using retrograde virus transport. Secondly, activity can be recorded with population resolution (using fiber photometry or widefield imaging), supporting comparisons to LFP (local field potential) or EEG (electroencephalography) recordings, or with cellular resolution (using 1- or 2-photon fluorescent microscopy). While methods have been developed to allow head-fixed mice to perform several complex behavioral paradigms (37, 38), the advent of head-mounted cameras (39, 40) has allowed for recording brain activity during more naturalistic, disease-relevant behaviors such as reciprocal social interactions; when combined with endoscopy, this approach also allows the visualization of deep brain structures (41). Calcium imaging therefore represents a versatile and powerful approach to understanding neural circuit functioning.




Figure 1 | Calcium imaging in disease modeling and drug discovery. Different modalities (top panels) provide access to different units of analysis (circles), with calcium imaging bridging the cell, population, and animal levels. Numerous tools exist (arrows) to generate disease models of varying complexity, each of which has utility in drug discovery efforts (middle panel) that can be revealed using calcium imaging. Leveraging these platforms, to understand the mechanisms by which disease-related genes bring about clinical symptoms, can underpin a pathophysiology-based approach to drug design (bottom panel), which may be the key to discovering new therapeutics for patients with psychiatric disorders.



Disease-associated genes, as well as candidate drugs, often impact intracellular signaling, membrane properties, cytoarchitecture, or other features of individual cells. By gathering cellular resolution data at population scale, calcium imaging allows us observe the effect of genetic modulation on a computationally relevant readout (i.e., neuronal activity), as well as to contextualize this activity in the larger network, behavioral state, or translatable signal. In the following sections, we will discuss recent insights from this approach into psychiatric disease models and behavior paradigms, and how these efforts can support drug discovery.



Calcium Imaging During Spatial Cognition

Place cell dynamics in CA1 pyramidal neurons are well-established and readily detectable (42), leading them to be one of the first physiological phenomena to be studied in vivo using calcium imaging (43). These cells support navigation by reporting spatial location, and may be involved in cognitive processes such as episodic memory, which is disrupted in psychiatric disorders (44, 45). They represent a potential point of convergence for schizophrenia-associated genes (21), and have been implicated in mouse models of autism (46). In humans, altered hippocampal volume and functional connectivity is consistently observed in psychiatric disorders (47), but individual cells’ activity patterns cannot be detected using EEG. Three key factors therefore combine to make CA1 pyramidal cells a prime candidate for study using calcium imaging: existence of an expected activity pattern (providing a reliable basis for comparison between wild type and transgenic mice), disease relevance, and a gap in understanding of cellular pathophysiology.

Investigating place cell functioning in mouse models of schizophrenia and autism has yielded interesting results. Patients with microdeletions in chromosome 22q11.2 are at high risk for schizophrenia, and show cognitive impairment that is recapitulated in a mouse model (48). These mice show altered place field dynamics, including reduced stability, and fewer, narrower fields (49). Some of these phenotypic alterations, such as a reduction in place fields per cell, were also seen in DISC-1 mutant mice, another genetic schizophrenia model. In contrast, DISC-1 mutants also exhibited unique phenotypes, such as broader place fields (50). Fragile X syndrome (FXS), the most common monogenic form of autism, is caused by a loss of expression of the translational regulator FMRP, and FMR1 knockout mice provide a model for this disorder with good construct validity (51). In these mice, individual cells’ place tuning is intact, but coordinated activity of ensembles is significantly reduced (52). Interestingly, this instability correlates with impaired cognitive performance on a spatial learning task.

These findings illustrate how using calcium imaging in a forward translation approach, i.e. starting with a genetic perturbation and observing downstream effects, can provide mechanistic insight into disease. Place cell dynamics provide a robust platform to study how region 22q11.2 or FMRP target genes affect neuronal activity patterns associated with cognition. Using this platform to dissect the molecular mechanisms mediating the circuit level effects of these mutations could in turn identify routes to therapeutic intervention. More broadly speaking, understanding how different features of place cell dynamics distinguish schizophrenia models of different etiology, and how they correlate with cognitive performance, could support patient stratification and biomarker development respectively.



Calcium Imaging During Social Behavior

Reverse translation, i.e. starting with a face-valid paradigm for a disease-relevant phenotype and attempting to understand the neural circuitry underlying it, can also be a fruitful strategy in translational research (53). Several factors make social behavior a good candidate for this strategy. Deficits in sociability and social cognition are a key diagnostic criterion and clinical endpoint for psychiatric disorders (54). Furthermore, while many aspects of these diseases (such as psychosis or intellectual disability) are difficult to model in mice, several paradigms exist to test social behaviors (55). Targeted perturbations have shown that these behaviors require the coordinated activity of several interconnected cortical and subcortical brain regions (56), but the neurons involved, their normal activity patterns, and disease-state abnormalities are not known. Recent studies have used calcium imaging in inventive ways to address this question.

Several studies have used a fiber photometry approach to study region and cell type-specific activity patterns during social behavior. Although this is a population-resolution recording technique, these studies are able to provide cell-level insights by using cell type-specific or projection-specific expression to interrogate defined subpopulations of neurons. Labeling a genetically defined subpopulation of pyramidal neurons in the medial prefrontal cortex (mPFC) revealed that dopamine D2 receptor positive, subcortically projecting neurons are recruited during social exploration, and that this recruitment is attenuated in a mouse model of autism (9). A retrograde viral targeting approach was used to show that dopaminergic projections from the ventral tegmental area to D1 receptor expressing neurons in the nucleus accumbens (NAc), rather than the mPFC, support social behavior (57). Dopaminergic projections from the dorsal raphe nucleus also bidirectionally control sociability in an emotional state dependent manner (58). Multiple studies have used parvalbumin-Cre mice to obtain fast-spiking interneuron specific expression, and have consistently found that increased activity in these cells is associated with social behavior (59–61) [but not emotional state discrimination, which is driven by somatostatin expressing interneurons (62)]. Building on this insight, specific stimulation of fast-spiking neurons is sufficient to recover social behavior deficits of diverse etiology, including autism-like cortical hyperexcitability (63), fear conditioning (64), genetic alteration (61, 65), and juvenile social isolation (59).

Calcium imaging using endoscopy has corroborated many of these findings, while also revealing more subtle activity patterns during social behavior. Cellular resolution imaging of mPFC neurons confirmed that specific subpopulations drive social behavior, and that the NAc is an important target for this information (66). Imaging in the amygdala and hypothalamus confirms responses to social stimuli in these regions, and demonstrate that this activity encodes important social features, such as the gender of the target mouse (67, 68). In most cases, cellular resolution allows for a more nuanced understanding information coding—for example, mPFC neurons encode a combination of social and spatial information, and exhibit diverse responses (e.g. increased or decreased activity) to social stimuli (66, 69). Neuronal responses are also often context-dependent, with varying levels of activity during different behavioral phases (e.g. approach vs. withdrawal) (57).

In addition to refining our basic understanding of neural circuitry and behavior, these findings have novel and practical implications for drug development. Complex, de-correlated activity patterns may not be visible in population resolution signals, and suggest that a blanket enhancement or inhibition of activity (as may be the outcome of many pharmacological interventions) may not improve social cognition. Drugs with use-dependent mechanisms, such as allosteric modulators, or drugs that target molecules that are preferentially expressed in relevant neuronal populations, such as certain neurotransmitter receptors, may therefore be more effective. Similarly, projection-specific deficits may not be visible in postmortem tissue, and identifying these pathways could point to potential targets for emerging treatment modalities, such as transcranial magnetic stimulation or gene therapy.



Calcium Imaging During Sensory Processing

Even with carefully chosen transgenic models and behavioral paradigms, translatability remains a major challenge to drug discovery efforts. EEG can overcome this challenge by recording the same signals in mice and humans. Several brain activity endophenotypes have been identified in patients with psychiatric disorders using this approach (70), and these are often replicated in corresponding mouse models (71). Despite being a population resolution measure, some EEG endophenotypes have been linked to underlying deficits in specific neuronal subpopulations, such as gamma-band oscillatory power and fast-spiking interneurons (24, 72). Another class of deficits is in sensory processing, as measured using event-related potentials (ERPs). These sensory-evoked population signals are clearly altered in patients with psychiatric disorders, but a lack of understanding of the cellular underpinnings of these phenomena has made it difficult to use them to infer causal mechanisms.

A few recent studies have attempted to bridge this gap, by establishing disease-relevant sensory processing tests in mice and combining them with calcium imaging. The first study replicated a visual mismatch negativity test, often used as a biomarker in patients with schizophrenia, in mice (73). By combining this paradigm with LFP recordings, the authors confirmed that population-level signals evoked by deviant and redundant stimuli correspond with neuronal activity in layer 2/3 of the cortex, providing ground truth evidence for a crucial assumption of EEG recordings in humans. They went on to show that non-fast spiking interneurons modulate this effect at the local microcircuit level. This finding was supported by experiments in schizophrenia model mice, including the 22q11.2 microdeletion model, which showed disorganized population activity that was not reproduced by chemogenetic inhibition of fast-spiking interneurons (35). A separate study focused on activity in V1 during a visual discrimination task, in which Fmr1-KO mice were impaired (74). Importantly, the authors confirmed that patients with FXS showed deficits in the same test. Using calcium imaging to separately observe neuronal subpopulations, they found deficits in orientation tuning in pyramidal cells and in evoked activity in fast-spiking interneurons; the visual discrimination impairment was reversed by cell type specific chemogenetic stimulation of fast-spiking interneurons.

The above studies show that with careful validation in patients and recording of multimodal physiological signals, it is possible to establish informative tests of sensory processing that can provide convincing insight into human brain circuit functioning. By taking advantage of the increased accessibility of neural circuitry in mice, and the cellular resolution afforded by calcium imaging, these experiments have pinpointed circuit components and activity patterns that could be promising targets for treatment. Expanding this approach to other biomarkers, particularly those that may stratify patients (75), should be a priority for translational research.

Finally, we should note that cognitive impairment, which has been linked to sensory processing deficits (76, 77), is a critical component of many psychiatric diseases (54). Several high-quality studies have used calcium imaging to observe population activity during cognitive tasks (78, 79); however, given the diversity and complexity of behavioral tests for cognitive impairment, it can be challenging to extrapolate these findings to disease states. For example, the studies cited above used the T-maze and novel object test, but designed their tasks to test decision-making and object memory respectively [rather than working memory, a domain of psychiatric disorders (80) for which these tests are often used (81, 82)]. As the field progresses, we hope to see more examples of calcium imaging applied to cognitive behavior testing in psychiatric disease models.



Potential Impact on Drug Discovery Research

Over the past decade, large-scale efforts have generated sufficiently powered cohorts to identify significantly disease-associated genes, which should, in theory, be the key to selecting new drug targets. However, there are three fundamental gaps that need to be cleared before we can understand how a “hit” gene may impact disease: first, how the gene’s functioning affects network activity, second, how this network activity supports a disease-related behavioral domain, and third, whether this network activity is in fact disrupted in the disease, and if rescuing it recovers the disease-related behavior. Answering these questions represents a “pathophysiology-based” approach to drug discovery (83). Current treatments for psychiatric disorders, where available, were discovered empirically and are poorly understood, show limited efficacy, and have numerous side effects. A better understanding of pathophysiological mechanisms would allow more rational, and eventually more successful, drug design (4).

With this goal in mind, there is a compelling case for making calcium imaging central to modern neuroscience drug discovery programs. It can dramatically increase the throughput of measuring neuronal activity in vitro, using primary cultures from transgenic mice or patient-derived differentiated iPSCs. This approach can answer the question of how disease-associated mutations impact neuronal activity, by using patient cells containing the mutation, or introducing the mutation or its corresponding gain or loss of function into rodent neurons (by gene editing or viral transduction). Alternatively, it can be used to screen compound effects on physiology, with the advantage of also allowing unambiguous matching of neuronal activity to gene expression or other cellular phenotypes by post-hoc immunostaining. These effects can then be validated in vivo, enabling better tissue preservation and higher cell yields than the standard alternative of slice electrophysiology, as well as providing the ability to do long-term drug treatments. With calcium imaging, it is thus possible to build a screening pipeline that integrates molecular biology and physiology, and spans in vitro and in vivo models using the same modality.

Patients with psychiatric diagnoses are not a homogenous population (75), and a critical challenge in developing new therapies is to understand the differences between subgroups of patients and identify likely responders. Biomarkers of brain activity are necessary in this effort, and calcium imaging has the potential to reveal more sensitive and informative measures of circuit functioning than those currently available. Due to the invasive nature of calcium imaging, these cellular resolution biomarkers cannot be recorded in humans using current technology; however, several strategies can be used to obtain translatable insights. Firstly, recordings using a translatable modality can be made in parallel, to directly link cell and population resolution phenotypes. For example, a study in a mouse model of epilepsy found changes in calcium activity that accompanied behavioral and EEG manifestation of seizures (84); in fact, altered calcium dynamics preceded EEG detection of seizure onset, and provided a potential mechanism linking seizure activity with cellular damage. Second, models can be chosen or designed with sufficient construct validity that we can assume pathophysiological similarity between rodents and humans. Along these lines, recent studies have characterized network abnormalities in models of cocaine or alcohol dependence (85, 86), for which the etiology in mice and humans is similar; equivalent models for psychiatric disorders also exist (such as the Fmr1 knockout mice described above). Third, nonhuman primates are much more comparable to humans than mice. Transgenic marmosets expressing GECIs are now available (87), and can be used to model sophisticated, disease-relevant behaviors (88).

The last, and perhaps most powerful, strategy is to use existing clinically effective drugs to test the predictive validity of newly identified cellular resolution biomarkers. For example, a recent study using a rodent model of Parkinson’s disease (PD) identified cell type-specific, disease-associated activity patterns in distinct, genetically defined subpopulations of medium spiny neurons in the striatum (89). The authors found that clinically used treatments for PD rescued these patterns, with the greatest clinical efficacy associated with the drug that rescued altered activity patterns to the greatest extent. This approach is profoundly beneficial, as it directly identifies the cell types and circuit abnormalities associated with disease, while simultaneously providing a platform to screen new compounds for improved clinical efficacy. Opportunities exist to apply a similar approach to psychiatric disorders—for example, dopaminergic signaling is known to be involved in the pathophysiology of schizophrenia, but different pathological deficits have been associated with different brain regions and symptoms (i.e. striatal hyperdopaminergia with psychosis and cortical hypodopaminergia with cognitive impairment) (90). The antipsychotic drug aripiprazole, at one point the best-selling drug in the country, is a partial agonist of D2R receptors, meaning that its hypothesized mechanism of action is to stimulate D2R activity in the cortex while simultaneously competitively inhibiting D2R activity in the striatum (91). This could be confirmed by using calcium imaging to directly record the activity of D2R-expressing neurons and their postsynaptic targets in these regions, following treatment with aripiprazole or other antipsychotic drugs. Identifying the activity patterns modulated by existing antipsychotics would provide valuable insight into the mechanisms underlying psychosis, some of which could be targets for more clinically effective, domain specific, or conceptually innovative treatments in the future. As with PD, this approach could also provide the tools needed (i.e. screening platforms based on sensitive, informative cellular resolution biomarkers) to enable pathophysiology-based discovery of new drugs.



Conclusion

Calcium imaging is a powerful method to study patterns of activity in defined neural circuits during behavior, which may be critical to understanding brain dysfunction in psychiatric disorders. Exciting progress has been made in applying calcium imaging to psychiatric disease-relevant paradigms and models. The field has already yielded several insights linking gene functioning, cellular physiology, translatable biomarkers, and behavior; continuing to build on this progress could contribute to drug discovery in a meaningful way. Applied correctly, cellular resolution imaging can help generate and evaluate mechanistic hypotheses, screen drugs and targets, and ultimately provide a roadmap to more effective medications in the future.
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Background

In the early intervention in psychosis, ultra-high risk (UHR) criteria have been used to identify individuals who are prone to develop psychosis. Although the transition rate to psychosis in individuals at UHR is 10% to 30% within several years, some individuals at UHR present with poor prognoses even without transition occurring. Therefore, it is important to identify biomarkers for predicting the prognosis of individuals at UHR, regardless of transition. We investigated whether mismatch negativity (MMN) in response to both duration deviant stimuli (dMMN) and frequency deviant stimuli (fMMN) could predict prognosis, including remission and neurocognitive function in individuals at UHR.



Materials and Methods

Individuals at UHR (n = 24) and healthy controls (HC; n = 18) participated in this study. In an auditory oddball paradigm, both dMMN and fMMN were measured at baseline. Remission and neurocognitive function after > 180 days were examined in the UHR group. Remission from UHR was defined as functional and symptomatic improvement using the Global Assessment of Functioning (GAF) score and Scale of Prodromal Symptoms (SOPS) positive subscales. Neurocognitive function was measured using the Brief Assessment of Cognition in Schizophrenia (BACS). We examined differences in MMN amplitude at baseline between those who achieved remission (remitters) and those who did not (non-remitters). Multiple regression analyses were performed to identify predictors for functioning, positive symptoms, and neurocognitive function.



Results

Compared with the HC group, the UHR group had a significantly attenuated dMMN amplitude (p = 0.003). In the UHR group, GAF scores significantly improved during the follow-up period (mean value 47.1 to 55.5, p = 0.004). The dMMN amplitude at baseline was significantly larger in the remitter (n = 6) than in the non-remitter group (n = 18) (p = 0.039). The total SOPS positive subscale scores and fMMN amplitude at baseline could predict BACS attention subscore at the follow-up point (SOPS positive subscales, p = 0.030; fMMN, p = 0.041).



Conclusion

Our findings indicate that dMMN and fMMN predicted remission and neurocognitive function, respectively, in individuals at UHR, which suggests that there are both promising biomarker candidates for predicting prognosis in individuals at UHR.





Keywords: mismatch negativity, ultra-high risk for psychosis, longitudinal study, remission, neurocognitive function



Introduction

Early intervention for individuals with schizophrenia is important, as the duration of untreated psychosis is known to predict the outcomes of schizophrenia (1). Furthermore, detection of schizophrenia before the onset of psychosis may lead to its prevention. However, identifying individuals who will develop psychosis at a later time is difficult at the prodromal stage because the symptoms are not disease-specific. Consequently, the ultra-high risk for psychosis (UHR) criteria, which include the brief intermittent psychotic syndrome (BIPS), attenuated positive symptom syndrome (APS), and genetic risk and deterioration syndrome (GRDS) assessments were developed (2, 3) and have been used (4) to identify individuals at high risk for psychosis.

Previous studies that have investigated the prognosis of individuals at UHR have mostly focused on the transition to psychosis. When the concept of UHR criteria was introduced, the transition rate in the first year was 40% to 50% (2, 3). However, a recent meta-analysis showed a decreasing trend of 22% and 36% at the one-year and three-year follow-up time-points, respectively (4). Although many individuals at UHR do not transition to psychosis (non-converters), their prognosis is not necessarily good. A meta-analysis by Simon et al. reported that 73% of individuals at UHR did not transition to psychosis within 2 years of follow-up, and the percentage of non-converters who achieved remission from UHR status was 46% (5). In a six-year follow-up study of individuals who met the UHR or basic symptoms (BS) criteria, which is another tool for risk assessment for psychosis, approximately 40% of the participants achieved full remission from UHR symptoms (6). Further, the functional prognosis is also poor. Another six-year, longitudinal, structural magnetic resonance imaging study of UHR or BS individuals reported that more than half of the participants had poor functional outcomes with a modified Global Assessment of Functioning scale score of < 65 (7). A longitudinal study examining the natural history of 111 non-converted medication-naive individuals at UHR reported an improvement of baseline social and role functions over the course of 2 years. However, these functions were still significantly lower compared to those of nonpsychiatric participants (8). In summary, the prognosis of individuals at UHR is symptomatically and functionally poor, even if they do not transition to psychosis. Therefore, it is important to investigate and identify biomarkers for predicting prognoses and allowing for early intervention for individuals at UHR, regardless of whether they transition to psychosis.

To date, various indices have been studied to predict the transition to psychosis in individuals at UHR. Mismatch negativity (MMN), a negative component of event-related potentials (ERP) elicited by infrequent deviant stimuli occurring within a series of frequent standard stimuli, is considered a promising biomarker among other ERP components (9). In schizophrenia, the MMN amplitude decreases with a large effect size (10, 11). Moreover, MMN deficiency, which reflects functional impairment of N-methyl-D-aspartate receptors (12, 13), is associated with neurocognitive (14, 15) and functional decline (16, 17).

Although MMN is a promising biomarker for predicting the transition to psychosis (18, 19), it remains unclear whether MMN predicts the prognosis of individuals at UHR, regardless of transition to psychosis. Kim et al. showed that the amplitude of MMN in response to duration deviant stimuli (dMMN) predicted later remission, improvement in attenuated positive symptoms, and functional recovery (20). However, longitudinal studies using other deviant stimuli, such as intensity and frequency, have not been reported. Because the association between MMN to frequency deviant stimuli (fMMN) and global functioning differs from that between dMMN and global functioning (21), both fMMN and dMMN should be investigated. Further, neurocognitive function is also important since it mediates the association between MMN and functional outcomes in chronic schizophrenia (22). Therefore, the aim of this study was to investigate whether both dMMN and fMMN can predict future remission and neurocognitive function in individuals at UHR for psychosis.



Materials and Methods


Participants

This study was performed as part of our multimodal research project to investigate biomarkers for psychosis [IN-STEP: the Integrative Neuroimaging Studies in Schizophrenia Targeting for Early Intervention and Prevention (23)]. At study enrollment, 39 out of 53 participants recruited to IN-STEP as individuals at UHR underwent EEG recording; among them, 24 underwent follow up. The current study enrolled 24 individuals at UHR and 18 healthy controls (HC). Among these 42 participants, 41 had participated in our previous ERP studies (21, 24–26).

Individuals at UHR were recruited from the outpatient and inpatient units at the University of Tokyo Hospital while HC participants were recruited through advertisements at several universities in Tokyo. The inclusion criteria of individuals at UHR were: aged 12–30 years; a history of antipsychotic ≤ 16 cumulative weeks at the enrollment time in the IN-STEP project; and confirmed as being at UHR using the Structured Interview for Prodromal Symptoms (SIPS) (27, 28). The inclusion criteria of HCs were: aged 12–40 years; no history of psychiatric disease [confirmed using the Japanese version of the Mini International Neuropsychiatric Interview (29)]; and no family history of first-degree relatives diagnosed with an axis I disorder based on the criteria of the Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition (DSM-IV) (30). The exclusion criteria for all participants were any neurological illness, traumatic brain injury with cognitive consequences or loss of consciousness for > 5 minutes, a history of electroconvulsive therapy, a low premorbid intelligence quotient [IQ; < 70 as estimated using the Japanese version of the National Adult Reading Test (31, 32)], previous alcohol or substance abuse or addiction, and hearing impairment revealed by audiometer testing in both ears at a 30 dB sound pressure level and a tone frequency of 1,000 Hz and 40 dB at 4,000 Hz. Inclusion and exclusion criteria have been described in greater detail by Koike et al. (23). Written informed consent in accordance with the Declaration of Helsinki was obtained from each participant before enrolment in the study. For participants aged < 20 years, written informed assent and consent were obtained from the participant and his/her parents, respectively. This study was approved by the Research Ethics Committee of the Faculty of Medicine of the University of Tokyo (approval no. 629 and 2226).

At baseline, all of the participants underwent electroencephalogram (EEG) recording, and their global and neurocognitive functions were assessed by the Global Assessment of Functioning (GAF) (30) and the Brief Assessment of Cognition in Schizophrenia (BACS) (33, 34) scales, respectively. For individuals at UHR, psychotic symptoms were also measured by the Scale of Prodromal Symptoms (SOPS) positive subscale included in the SIPS assessment at baseline (Time 1). Further, individuals at UHR underwent assessment at > 180 days after baseline (Time 2) to determine prognosis, including the transition to psychosis, using the GAF and BACS scales, as well as the SIPS/SOPS (individuals who had transitioned to psychosis were not assessed by SOPS at Time 2). Remission from UHR status was defined by a score of ≥ 61 on the GAF and ≤ 2 on all SOPS positive subscales at the last follow-up time-point without transitioning to psychosis, according to previous studies (20, 35). For individuals at UHR, the prescribed antipsychotic drug doses were converted to chlorpromazine equivalent doses (36). Moreover, we examined the duration of untreated prodromal psychosis, which is the period between the appearance of the first prodromal symptom and the first hospital visit.



Stimuli and Procedure

Two auditory oddball paradigms using duration and frequency deviant stimuli were employed. For dMMN, 2,000 stimuli consisting of 90% standard tones (1,000 Hz, 50 ms) and 10% deviant tones (1,000 Hz, 100 ms) were used. For fMMN, 2,000 stimuli consisting of 90% standard tones (1,000 Hz, 50 ms) and 10% deviant tones (1,200 Hz, 50 ms) were used. The order of the two paradigms was counterbalanced across participants. All stimuli were presented binaurally through earphones while participants sat watching a silent cartoon. The auditory parameters were delivered at an 80-dB sound pressure level, 1 ms rise/fall time, and 500 ms stimulus-onset asynchrony.



EEG Recording and Analyses

EEG data were recorded using a 64-channel Geodesic EEG System (Electrical Geodesics Inc., Eugene, OR). The electrodes were referenced to the vertex with the impedances being maintained < 50 kΩ. The sampling rate was set at 500 Hz with the analog filter bandpass set at 0.1 to 100 Hz.

The data were analyzed with EEGLAB, which is an open-source toolbox for EEG analysis (37). EEG signals at each electrode were re-referenced using an average reference and digitally filtered at 0.1–20 Hz. Epochs were extracted from −100 to 500 ms relative to the stimulus onset; further, the baseline was corrected by subtracting the mean amplitude from −100 to 0 ms. Eyeblink artifacts were corrected through independent component analysis. Epochs exceeding ± 100 μV at each electrode were excluded. ERP waveforms for both standard and deviant stimuli were obtained through across-trial averaging. The MMN waveform was obtained as the difference in the average waveforms between the standard and deviant stimuli. We computed the dMMN and fMMN amplitudes as the mean amplitudes from 135 to 205 ms and from 100 to 200 ms post-stimulus, respectively, as we previously reported (21, 24–26).To analyze the MMN amplitude, we selected seven electrodes around the frontocentral electrode FCz (Geodesic Sensor Net (GSN) numbers: 3, 4, 5, 8, 9, 55, and 58) where the largest MMN amplitude was obtained (the selected electrodes were shown as white circles in the topographic maps in Figures 1 and 2). The average amplitude of these seven electrodes was used as the MMN amplitude for each participant.




Figure 1 | (A) The average waveforms for duration mismatch negativity (dMMN; left) and frequency mismatch negativity (fMMN; right) at the seven electrodes around the frontocentral electrode (FCz) in individuals at ultra-high risk for psychosis (UHR; blue line) and healthy control (HC) participants (red line). Between-group differences in the dMMN amplitudes were significant at the.01 level. (B) Two-dimensional topographic maps at the latency of peak amplitudes of dMMN (left) and fMMN (right) in both groups. The latency of peak amplitudes were 168 ms (dMMN, UHR), 188 ms (dMMN, HC), 126 ms (fMMN, UHR), and 152 ms (fMMN, HC). White circles represent the seven electrodes around the FCz.






Figure 2 | (A) The average waveforms for duration mismatch negativity (dMMN; left) and frequency mismatch negativity (fMMN; right) at the seven electrodes around the frontocentral electrode (FCz) at baseline (Time 1) in individuals at ultra-high risk for psychosis (UHR) who achieved remission (remitters) (UHR-R; remitted at Time 2; N = 6; blue solid line) and those who did not (non-remitters) (UHR-NR; not remitted at Time 2; N = 18; blue chain line). There were significant between-subgroup differences in the dMMN amplitudes at the.05 level. (B) Two-dimensional topographic maps of the latency of peak amplitudes of dMMN (left) and fMMN (right) in both subgroups. The latency of the peak amplitudes were 166 ms (dMMN, UHR-R), 170 ms (dMMN, UHR-NR), 128 ms (fMMN, UHR-R), and 126 ms (fMMN, UHR-NR), respectively. White circles represent the seven electrodes around the FCz.





Statistical Analysis

IBM® Statistical Package for the Social Sciences (SPSS®) Statistics version 25 (IBM Corp., New York, USA) was used for all statistical analyses. Chi-squared tests and t-tests were used for comparing categorical and continuous variables of demographic characteristics between the UHR and HC groups at Time 1. When the variances were not equal, Welch’s t-test was used instead of an independent t-test. For individuals at UHR, clinical characteristics between Time 1 and Time 2 were compared using paired t-tests to assess longitudinal changes. We compared demographic characteristics, clinical characteristics, and MMN amplitude at Time 1 between the 24 and 15 individuals at UHR who were followed and not followed up at Time 2, respectively.

Baseline demographic and clinical characteristics, including dMMN and fMMN amplitudes, were compared between the UHR-R and UHR-NR subgroups using Fisher’s exact tests and Mann-Whitney U-tests for categorical and continuous variables, respectively. To evaluate whether baseline MMN amplitudes could predict functional, symptomatic, and neurocognitive prognosis, we performed a multiple regression analysis using the stepwise selection method. Here, we used the following independent variables: both dMMN and fMMN amplitudes at baseline; demographic characteristics, including sex, age at baseline, and premorbid IQ; GAF score and total SOPS positive subscale score at baseline; follow-up period; and antipsychotics use. We adopted the GAF score; total SOPS positive subscale scores; and each BACS subscore, including the composite score, at Time 2 as the dependent variables. Statistical significance was set at .05.




Results


Demographic and Clinical Characteristics

The demographic and clinical characteristics at baseline (Time 1) are shown in Table 1. Individuals at UHR were categorized based on whether they met the criteria for BIPS, APS, and GRDS. The number individuals at UHR who met the aforementioned criteria were: 2 (8%) for BIPS only; 16 (67%) for APS only; 1 (4%) for GRDS only; and 5 (21%) for APS + GRDS. None of the individuals at UHR met the remission criteria at baseline. GAF scores were significantly different between the UHR and HC groups (t28.9 = −20.46, p < 0.001). Moreover, the dMMN amplitude at baseline in the UHR group was significantly attenuated compared to that in the HC group (t40 = 3.13, p = 0.003) while there was no significant between-group difference in the fMMN amplitudes. Figure 1 shows the grand-average waveforms and two-dimensional topographic maps of both dMMN and fMMN at baseline in both groups. There was no significant difference in the demographic or clinical characteristics at baseline between individuals with and without follow up at Time 2. The Supplementary Table shows the comparison between individuals at UHR with and without follow-up.


Table 1 | Demographic and clinical characteristics of the participants at baseline (Time 1).





Longitudinal Changes in Clinical Characteristics

Table 2 shows the longitudinal changes in clinical characteristics in individuals at UHR. The average follow-up time was 604 days (standard deviation: 297 days; range: 185–1,133 days). Further, 3 out of the 24 individuals at UHR developed psychosis during the follow-up period, all of whom were diagnosed with schizophrenia based on the DSM-IV criteria. GAF scores improved over time, even for those individuals who transitioned to psychosis (mean value: 47.1 to 55.5, p = 0.004). Further, the SOPS positive subscale scores improved among non-converters (mean value of total SOPS positive subscales: 9.4 to 5.2, p < 0.001). Six individuals met the remission criteria at Time 2. There was an improvement in the verbal memory (mean value: −0.33 to 0.25, p = 0.002); however, there were no improvements in the other BACS subscores, including the composite score. There were no significant differences in the chlorpromazine-equivalent doses of antipsychotic drugs between Time 1 and Time 2.


Table 2 | Longitudinal changes in clinical characteristics in individuals at UHR.





Relationship Between Baseline MMN Amplitudes and Prognosis

The dMMN amplitude at baseline were significantly larger in the remitter group (UHR-R; n = 6) than in the non-remitter group (UHR-NR; n = 18) (p = 0.039). However, there were no significant differences in the fMMN amplitude between the UHR-R and UHR-NR subgroups (p = 0.096). Figure 2 shows the grand-average waveforms and two-dimensional topographic maps for each group. Table 3 shows the between-subgroup differences in the baseline demographic and clinical characteristics, as well as MMN amplitudes. There was no between-subgroup difference in the GAF, SOPS positive subscale, or BACS scores, as well as the chlorpromazine-equivalent doses of antipsychotic drugs. The UHR-R group exhibited a longer follow-up period, had a younger mean age, and fewer years of education at baseline compared to the UHR-NR subgroup.


Table 3 | Baseline demographic and clinical characteristics of the UHR-R and UHR-NR subgroups.



Multiple regression analysis revealed that the total SOPS positive subscales and fMMN amplitude at baseline predicted the BACS attention subscores at follow-up (F2,21 = 4.98, R2 = 0.32, p = 0.017; SOPS positive subscales, beta = 0.13 [95% CI, 0.01 to 0.25], standardized beta = 0.42, t = 2.33, p = 0.030; fMMN, beta = −0.85 [95% CI, −1.66 to −0.04], standardized beta = −0.39, t = −2.18, p = 0.041). Figure 3 shows the association between fMMN at baseline and BACS attention subscore at the follow-up point, which was adjusted for total SOPS subscales at baseline.




Figure 3 | The correlation between the amplitude of frequency mismatch negativity (fMMN) of individuals at ultra-high risk for psychosis at baseline (Time 1) and the Brief Assessment of Cognition (BACS) attention subscore (z score) at Time 2 adjusted for total SOPS positive subscales at baseline (Time 1).






Discussion

This study assessed whether baseline dMMN and fMMN amplitudes could predict the prognosis of individuals at UHR, regardless of whether they transitioned to psychosis. There were significantly larger dMMN amplitudes at baseline in individuals at UHR who achieved remission compared with those who did not. Further, multiple regression analysis revealed that fMMN amplitude at baseline predicted the BACS attention score at the follow-up point.


Functioning and Neurocognitive Function in UHR

Compared with the HC group, the UHR group showed significantly reduced the GAF score; however, there was no between-group difference in the BACS score. There have been numerous reports of impaired functioning in individuals at UHR (8, 38). Moreover, a meta-analysis by Fusar-Poli et al. reported reduced functioning in the UHR group by around three in the effect size compared to HC participants (39). Further, neurocognitive function is reduced in various domains; however, the effect size is small with a maximum of around 0.5 (40). We found that neurocognitive functions were not significantly reduced in UHR. The effect sizes of neurocognitive impairments in UHR range from 0.14 to 0.79 (Cohen’s d). Therefore, impaired functioning in individuals at UHR could be attributed to clinical symptoms rather than neurocognitive impairments. Specifically, improvements in positive and negative symptoms contributed to improved social and role functioning in UHR, respectively (41). Further, depression and anxiety, which are often comorbid with UHR (8), may influence functioning. However, it was previously reported that neurocognitive function could predict future functioning in UHR (38, 42, 43). Since usual treatments, including pharmacotherapy and psychotherapy, can improve clinical symptoms but not neurocognitive function, neurocognitive impairments could limit functioning improvement in individuals at UHR.



Future Remission Prediction by Duration MMN

Compared with the UHR-NR group, the UHR-R group showed a large dMMN, but not fMMN. This indicates that dMMN may predict future remission in UHR, which is consistent with previous reports that dMMN can predict future remission in individuals at UHR (20). In addition, these findings indicate that prediction of future remission in individuals at UHR by MMN is dependent on deviant type.

Previous cross-sectional studies have reported an association of dMMN with functioning in schizophrenia (21, 44) and UHR (21, 45). Several studies (21, 45, 46), including this study, have reported reduced dMMN amplitude compared with HC. Moreover, neural circuits underlying dMMN could be impaired in UHR, which may not only affect current functioning but also future remission. For example, Kim et al. reported reduced dMMN current source density in the right frontal cortex and functional disconnection between the temporal and frontal cortices in UHR (46). Given the previous reports of MMN generators in multiple cortical sources (47) and connectivity among the cortical sources (48), these neural circuits could attribute to reduced dMMN and prediction of future remission in UHR. However, there is a need for further studies to clarify neural circuits underlying reduced dMMN and future remission prediction in UHR.



Prediction of Future Neurocognitive Function by Frequency MMN

We found that the fMMN amplitude along with the baseline positive symptoms predicted future neurocognitive function of attention. Although individuals at UHR presented intact fMMN as a group, inter-individual differences in fMMN could affect future neurocognitive function. To our knowledge, this is the first study to report that fMMN can predict the UHR prognosis.

In schizophrenia, impaired early auditory information processing, as indicated by reduced MMN, could affect neurocognitive deficits, which results in subsequent poor functional outcomes (22). However, previous cross-sectional studies have reported inconsistent findings regarding the correlations between MMN and neurocognitive function in UHR. Higuchi et al. reported a correlation between dMMN and verbal fluency in UHR (49). Moreover, Carrión et al. reported a correlation between fMMN and processing speed across individuals at UHR and HCs (45). A previous cross-sectional study of our group reported no significant correlation of either dMMN or fMMN with neurocognitive function in UHR (21). In this study, there was no correlation of MMN amplitudes with each BACS subscore at baseline. These current findings indicate that fMMN may be associated with future, but not current, neurocognitive function.

Contrastingly, the attention neurocognition domain, which we found to be associated with fMMN, has been found to predict functioning. Sawada et al. reported that BACS attention subscores could predict future modified GAF scores in individuals at UHR who do not develop psychosis (43). The attention subdomain of the BACS is measured using the symbol coding task. Further, the processing speed, which is indicated by similar digit symbol-coding subtests and Trail Making Test, could predict social functioning (38, 42). Therefore, fMMN may affect functional prognosis through neurocognitive function. However, we could not perform, for example, structural equation modeling to investigate the fMMN effect on the future functional outcome through neurocognitive function given the small sample size. There is a need for further studies to clarify this.



Limitations

This study had several limitations. First, we adopted a naturalistic design and did not control for the duration of the follow-up period or any medications used by the participants. The inter-individual difference in the follow-up period and medication use could have biased and affected the results. The impact of various psychotropic drugs on MMN remains unclear (50); however, antipsychotics and benzodiazepines have been shown not to affect MMN (51, 52). Second, some of the individuals at UHR had relatively short follow-up periods. Although the mean follow-up period was around 2 years, the follow-up period was < 1 year in 6 out of the 24 individuals at UHR. Following up on these 6 individuals at UHR for longer periods could have changed their prognosis. Finally, there were unavailable MMN data upon follow-up. Only 10 out of the 24 individuals at UHR had MMN data at the follow-up point; moreover, the sample size was insufficient for analyses. The availability of MMN data at both baseline and follow-up points could contribute to a more comprehensive understanding of the longitudinal association between MMN and prognosis.




Conclusion

In conclusion, we observed an association between future remission and dMMN in individuals at UHR. Moreover, we found that fMMN predicted neurocognitive function in UHR. These findings suggest that both dMMN and fMMN could be candidate biomarkers for predicting the prognosis of individuals at UHR.
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Impaired early auditory processing is a well characterized finding in schizophrenia that is theorized to contribute to clinical symptoms, cognitive impairment, and social dysfunction in patients. Two neurophysiological measures of early auditory processing, P50 gating (“P50”) and mismatch negativity (MMN), which measure sensory gating and detection of change in auditory stimuli, respectively, are consistently shown to be impaired in patients with schizophrenia. Transcranial magnetic stimulation (TMS) may also be a potential method by which sensory processing can be assessed, since TMS paradigms can be used to measure GABAB-mediated cortical inhibition that is linked with sensory gating. In this review, we examine the potential of P50, MMN and two TMS paradigms, cortical silent period (CSP) and long-interval intracortical inhibition (LICI), as endophenotypes as well as their ability to be used as predictive markers for interventions targeted at cognitive and psychosocial functioning. Studies consistently support a link between MMN, P50, and cognitive dysfunction, with robust evidence for a link between MMN and psychosocial functioning in schizophrenia as well. Importantly, studies have demonstrated that MMN can be used to predict performance in social and cognitive training tasks. A growing body of studies also supports the potential of MMN to be used as an endophenotype, and future studies are needed to determine if MMN can be used as an endophenotype specifically in schizophrenia. P50, however, has weaker evidence supporting its use as an endophenotype. While CSP and LICI are not as extensively investigated, growing evidence is supporting their potential to be used as an endophenotype in schizophrenia. Future studies that assess the ability of P50, MMN, and TMS neurophysiological measures to predict performance in cognitive and social training programs may identify markers that inform clinical decisions in the treatment of neurocognitive impairments in schizophrenia.
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Introduction

Impaired auditory processing is a consistent finding in schizophrenia and is thought to lead to failures in one’s ability to interact with the environment, contributing to delusional beliefs, hallucinations, social withdrawal, cognitive dysfunction, and decline in functioning (1–10). These deficits have been extensively studied using event-related potentials (ERP) corresponding to early sensory processing events that occur within milliseconds following the reception of an auditory stimulus (7). Mismatch negativity (MMN) and P50 are ERPs that have been extensively studied to examine auditory processing deficits in patients with schizophrenia (11–14). In addition, transcranial magnetic stimulation (TMS), which is an experimental modality with high test-retest reliability, can be used to explore molecular pathways involved in cortical inhibition that are associated with gating of auditory stimuli (15–18). MMN is evoked when there is a rare interruption in a repetitive sequence of stimuli by an “oddball” stimulus that differs from the original sequence by a specific physical quality, such as duration or pitch (19, 20). Deficits in MMN have been associated with decreased ability to orient to critical events occurring in the surrounding environment as well as impaired detection of sensory information that enables identification of social cues (7). Decrease in MMN amplitude has been reported by multiple studies in schizophrenia using a wide range of deviant stimulus characteristics (21–23). P50 is used to assess sensory gating, which represents inhibition of response to a repetitive stimulus (24). Sensory gating is thought to prevent organisms from receiving an overwhelming amount of information from the environment by minimizing response to redundant and irrelevant stimuli (25). Increased ratio of P50 to the redundant auditory stimulus compared to the original stimulus, termed P50 gating ratio, has been shown in patients with schizophrenia (26–39). GABAB receptor-mediated cortical inhibition, which is thought to underlie sensory gating (40), can also be measured using TMS markers, which were shown to be altered in patients with schizophrenia (41), presenting an alternative method to explore neurological processes involved in early sensory processing deficits (15–18). Dysfunction of such neurophysiological filtering may contribute to clinical symptoms and cognitive dysfunction in schizophrenia (42–44).

Biomarkers can aid the identification of molecular pathways, such as genes, underlying a particular disease and/or act as predictive markers to define interventions. While certain biomarkers can serve both functions, some are best suited for one of these purposes. Endophenotypes are conventionally regarded as biological measures that are thought to be closely related to the genetic variation responsible for causing upstream changes, and thus can help understand the molecular mechanisms underlying pathophysiology (45, 46), where recently proposed endophenotypes in schizophrenia have included EEG markers (47, 48). Predictive biomarkers, on the other hand, are those identified using a different set of criteria, as specified by the Measurement and Treatment Research to Improve Cognition in Schizophrenia (MATRICS) initiative, to aid in the development and selection of interventions, with an emphasis on association with a functional outcome and/or pharmacological response (49). Recent studies have explored EEG and neuroimaging markers as predictors of treatment response (50, 51), demonstrating a growing interest in identifying non-invasive endophenotypes and biomarkers in schizophrenia. Characteristics of an endophenotype and a predictive biomarker are summarized in Table 1.


Table 1 | Characteristics of an endophenotype and a predictive biomarker.



MMN and P50 are among the neurophysiological markers that are being considered as potential endophenotypes in this disease (52–54). In addition, as MMN and P50 are markers of neurological processes that are thought to be important for cognitive functioning in patients with schizophrenia, they have also garnered interest as predictive biomarkers to see if an intervention will improve cognition (55–60). Tolerability and practicality of ERP measurements are well understood, but their relationship with cognitive and psychosocial outcomes has yet to be fully elucidated (7, 12). TMS paradigms can also be used as an additional modality to explore deficits that may contribute to sensory abnormalities in schizophrenia by altering cortical inhibition. Therefore, in this review, we aimed to provide an updated overview of studies that have examined the potential of P50, MMN, and TMS paradigms to be used as endophenotypes in schizophrenia, as well as their relationship with psychosocial and cognitive functioning in patients to examine their potential to be used as predictive biomarkers for interventions targeted at these domains.



Mismatch Negativity

MMN is evoked passively when there is a rare oddball stimulus that is presented as an interruption to a sequence of repetitive identical stimuli that occurs within 50ms after the presentation of the oddball and peaks between 100–200 ms (13, 20). MMN is followed by another ERP component, P3a, that peaks between 250–300 ms that is thought to represent the shifting of attention to the oddball stimulus, and another ERP known as RON that peaks between 400–500 ms that is thought to reflect the reorientation of attention to detect further changes in the stimulus (61, 62). While MMN has been most extensively studied within the oddball paradigm and consistently shown to be decreased (i.e., less negative compared to controls) in different stages of schizophrenia (12, 14, 22, 23, 63–82), P3a, and more recently, RON, have also been shown to be impaired in patients with schizophrenia (81, 83–86).

A large body of studies has demonstrated decreased MMN in schizophrenia using different deviant stimuli, with one study reporting an effect size of 0.99 between patients and healthy controls (19, 22, 23, 67, 87, 88). MMN also has good test-retest ability, with studies reporting moderate to high interclass correlation coefficients (ICC) (22, 58, 89). The evidence for trait stability in MMN is mixed. A recent meta-analysis demonstrated that MMN is stable throughout the different stages of schizophrenia (90), while an older meta-analysis showed that MMN to frequency deviant stimuli correlated with illness duration (23). Also, MMN was shown to vary with nicotine, suggesting changes with pharmacological interventions (91). There are also a number of studies demonstrating that MMN varies with the presence and severity of positive and/or negative symptoms measured by scales such as the positive and negative syndrome scale (PANSS) or the psychotic symptom rating scale (PSYRATS) (66, 75, 85, 87, 92–97), while evidence to the contrary exists as well (22, 23, 70, 74, 78, 81, 98, 99). While many studies have consistently reported decreased MMN in schizophrenia, a meta-analysis by Erickson and colleagues have shown that MMN impairment is also present in patients with bipolar disorder (BD) (90). For heritability, Hall and colleagues reported significant heritability for MMN at 63% and 68% for peak amplitude and mean amplitude, respectively (89). An aforementioned meta-analysis showed that there was a trend for decreased MMN amplitude in relatives of patients (90), which was in agreement with another meta-analysis (100). A recently published study also demonstrated an intrinsic effect of 22q11.2 deletion syndrome, a molecular risk factor for schizophrenia, on MMN (54), suggesting a potential genetic link as well. Therefore, while a growing body of studies is supporting MMN as an endophenotype, the findings are mixed. Replication of these findings in future studies will help further demonstrate if MMN can be used as an endophenotype.

MMN has been consistently shown to correlate with various cognitive processes (9, 63, 101–104). Toyomaki and colleagues (105) reported that MMN amplitude was associated with executive functioning as measured by the Wisconsin Card Sorting Test (WCST), Stroop test and trail making test. Supporting this, verbal executive function and verbal IQ were associated with MMN amplitude in patients with schizophrenia (67) and verbal memory was enhanced in patients with prolonged MMN to frequency deviant stimuli (92). On the other hand, Kawakubo and colleagues reported that lower amplitude of MMN is associated with worse verbal memory but not with executive function in patients with schizophrenia (106). This difference in findings between studies may be because MMN amplitude change to different types of deviant stimuli may represent different changes that occur in the brain (92). For example, MMN amplitude change produced by duration and intensity deviance are identifiable in earlier stages of schizophrenia, while amplitude changes to frequency deviance may become more prominent in later stages of the illness (64, 93). The association between poor performance on cognitive tests and MMN amplitude abnormalities in patients with schizophrenia may have implications for daily functioning, as MMN deficits were found to be correlated with greater errors in identification of environmental sounds that are functionally relevant (19). Also, patients with higher MMN amplitude showed greater improvement after auditory perceptual training exercises, suggesting that MMN may be used as a predictive marker in schizophrenia as well (107). Furthermore, when early auditory processing (EAP) was measured by combining MMN, P3a and RON, it was found that EAP was directly associated with a comprehensive assessment of cognitive functioning as measured by the letter number span test, California verbal learning test, Weschler memory scale, and Penn computerized neurocognitive battery (1).

Poor psychosocial functioning as measured by scales such as the global assessment of functioning scale (GAF) and independent living scale (ILS) is considered to be one of the most consistent findings associated with lower MMN amplitude in schizophrenia (9, 22, 63, 64, 99, 106, 108, 109). Supporting this, patients with greater reductions in MMN amplitude were found to be less likely to live in independent settings (22). Also, using the social and occupational functioning assessment scale, lower MMN amplitude was correlated with lower day-to-day functioning (110). Furthermore, when patients with schizophrenia were asked to perform a series of tasks that measured skills necessary for daily functioning, it was found that peak MMN amplitude differences accounted for a significant portion of the variance in performance (9). Wynn and colleagues (108) also reported that higher MMN amplitude was correlated with independent living and higher social perception, possibly contributing to better ability to function in the real world. Supporting this, when patients with schizophrenia received social skills training for 3 months and were assessed on their total social skill scores using a structured role play test, MMN current density values predicted the degree of improvement in patients (63). Interestingly, when MMN, RON, and P3a measurements were used to quantify the EAP, it was found that EAP had a significant association with functional outcome that was mediated by general cognition or negative symptoms (1), suggesting a link between clinical symptoms, cognitive and psychosocial functioning. On the other hand, one study showed that while P3a, MMN and RON amplitudes were associated with psychosocial functioning as assessed with GAF in patients with chronic schizophrenia, this association was not found in patients with a recent onset (81). Also, a recently published study showed that MMN was not correlated with improvement in community functioning or performance on cognitive tasks after cognitive training (60). (1)



P50

P50 gating (or P50 suppression; “P50”) is a measure of sensory gating, which is thought to be one of the mechanisms underlying positive symptoms of schizophrenia since failure to gate unnecessary sensory input and consequent sensory overload is thought to contribute to hallucinations (26–30). P50 has been used to study auditory processes in schizophrenia for more than 30 years, where subjects are presented with two auditory stimuli that are separated from each other by 500ms, and the amplitude of the evoked potentials at 50ms and 100ms after each stimulus are classified as P50 and N100, respectively (26, 111, 112). The initial stimulus is termed S1, or conditioning stimulus (C), and the second stimulus is termed S2, or test stimulus (T), where the T/C ratio of less than 50% is typically considered to be normal gating (24, 31).

Patients with schizophrenia are consistently reported to have increased T/C ratios, also known as P50 gating deficits, including in meta-analyses (7, 27, 29, 37, 111, 113, 114). N100 gating has also been reported to be deficient in patients with schizophrenia (44, 115). P50 gating has gathered much attention as a potential endophenotype in part because of a genetic association with a polymorphism in the promotor region of the α7-nicotinic cholinergic receptor gene (CHRNA7) (116), which was found to be more common in patients with schizophrenia than controls and associated with gating deficiency (117). P50 also has an established biological basis through activation of the GABAB receptors on glutamatergic afferents, resulting in inhibition of pyramidal neurons from firing, which is thought to be impaired in schizophrenia (40, 118). This suggests, however, that P50 may be affected by pharmacological agents that act through the same receptor and therefore less likely to be a trait marker. Indeed, clozapine was shown to improve P50 gating in patients with schizophrenia, likely related to potentiation of the GABAB receptor (119). It has also been shown that while P50 may not be affected by agents that almost exclusively target dopaminergic neurotransmission, it is affected by atypical antipsychotics, such as clozapine and olanzapine (42, 119, 120). Studies have also demonstrated that P50 gating ratios differ with intensity, severity and frequency of hallucinations (26, 121–124), although the evidence for this is weak, as there are studies demonstrating the opposite as well (30, 120, 125–128). The same was found for negative symptoms, where studies have both demonstrated a lack of association with P50 (24, 30, 39, 120, 125, 126, 129–132) as well as a significant relationship (43, 133). Outside of positive and negative symptoms of schizophrenia, impaired P50 gating was found to be associated with anxiety, depression and anergia in patients who were recently diagnosed with schizophrenia (130). Therefore, evidence suggests that P50 is likely not a trait stable marker, although it is uncertain if it is a state marker. Studies also showed that P50 lacks in diagnostic specificity, as P50 suppression was found in patients with BD, relatives of patients with psychotic BD (134), and Alzheimer’s disease (135, 136). For heritability, a meta-analysis by de Wilde and colleagues showed a moderate to large effect size for P50 in relatives of patients with schizophrenia (114). Twin studies have also reported a significantly higher ICC for monozygotic twins compared to dizygotic twins (137, 138), suggesting heritability, with one study reporting heritability for the T/C ratio to be 68% (89). On the other hand, a study examined 183 nuclear families of patients with schizophrenia and found that heritability was not statistically significant (139). Lastly, P50 has been shown to have low test-retest reliability (58), with ICC being shown to be less than 0.5 in one study (33). However, another study reported that P50 gating ratio had a ICC of 0.66 (89), suggesting that the findings are inconsistent.

The relationship between P50 gating deficiencies and cognitive functioning has been extensively studied (8, 11, 24, 140). Patients with schizophrenia who were classified as having a high gating abnormality according to their P50 gating ratios were found to have impaired sustained attention (30). This was in agreement with several studies that also showed an association between impairment in P50 gating and poor attention, working memory and lower processing speed (24, 26, 30, 121, 130, 141, 142). Furthermore, in one study, P50 and N100 amplitudes were able to predict working memory, attention, and long delayed memory, where variance in attention remained significantly associated with P50 even after correcting for general cognitive ability as measured by IQ (121). Interestingly, one study showed that P50 gating deficiencies were associated with worse performance on the color pattern implicit learning task, suggesting that this gating deficiency may extend to other areas of learning as well (143). The same study demonstrated that P50 gating deficit may have different effects on visual and auditory learning, as one study found that P50 gating impairment was correlated with visual but not with verbal implicit memory test performance (143). In contrast, Cullum and colleagues reported that P50 gating ratio is not correlated with processing speed (26). Using the WCST and Repeatable Battery for the Assessment of Neuropsychological Status (RBANS), three studies also found a lack of relationship between P50 ratio and cognitive functioning (30, 59, 126).

While the relationship between P50 gating and psychosocial or global functioning have not been as extensively examined as for MMN, one study reported that patients with impaired P50 gating have worse community outcome (113), where they were found to have worse GAF scores and lower quality of life scores, suggesting that sensory gating impairments may contribute to functional impairment as well (8, 113).



TMS-EMG and TMS-EEG Paradigms

TMS uses magnetic fields to induce eddy currents in the cortex through electromagnetic induction (144). It is unique in that it can differentially stimulate inhibitory interneurons and pyramidal neurons, allowing for the measurement of GABA receptor-mediated inhibition (17), which was shown to be impaired in schizophrenia (40, 41, 145). Animal models have shown a direct link between GABAB receptor blockade and impaired sensory gating (146, 147). These findings, together with studies demonstrating the involvement of GABAB activation in sensory gating as measured by P50 in humans (40), suggest that TMS paradigms for measuring GABAB receptor-mediated cortical inhibition can be used to examine sensory gating in schizophrenia (17, 18, 144). Two TMS paradigms that can provide a measure of GABAB receptor inhibition are long interval cortical inhibition (LICI) and the cortical silent period (CSP) (15–17). LICI is analogous to the P50 paradigm, where a suprathreshold conditioning stimulus is followed by a suprathreshold test stimulus by 50–200 ms, producing an inhibition of the motor evoked potential (MEP) by 50% (148). LICI can also be examined using TMS-EEG by measuring P30, which is an early TMS-evoked cortical potential (149). CSP uses stimulation to the motor cortex which, at high intensities, causes cessation of all background EMG activity that is normally ongoing, where the duration of the “silent period” is measured to quantify the extent of GABAergic inhibition (150). EEG indices of CSP have also been explored, where power of alpha and delta oscillations were found to be related to CSP duration (151). Importantly, CSP and P50 were found to be significantly correlated (152), providing additional evidence that they work through the same mechanism (17, 153, 154) Furthermore, CSP was found to be impaired in patients with schizophrenia (41, 155), suggesting that CSP may be a good candidate for the study for GABAB receptor inhibition in schizophrenia, which is implicated in sensory gating deficits in this population. (156)

TMS paradigms have more recently emerged as potential endophenotypes of schizophrenia. Several findings support LICI and CSP as indices of GABAB receptor inhibition, including the ability of baclofen, a GABAB agonist, to increase LICI and CSP duration (153, 154), and the fact that slow inhibitory post-synaptic potentials mediated by GABAB receptors peak at 150s, which is the duration of LICI and CSP (17). These studies support a biological basis for these TMS paradigms. It was also demonstrated that TMS measures have a high test-retest reliability with ICC being greater than 0.8 in the motor cortex (18). One study examining prefrontal cortex LICI in patients with schizophrenia, obsessive compulsive disorder, and healthy controls found that LICI deficit was specific to schizophrenia (157), suggesting diagnostic specificity. For heritability, a lack of difference in LICI was found between first degree relatives of patients with schizophrenia and controls (158), while the heritability of CSP has yet to be examined. One study examining CSP in patients with chronic schizophrenia, recent-onset schizophrenia, and healthy controls reported a significant difference between the three groups, which was driven by the shorter CSP in recent-onset patients compared to health controls (159). In addition to baclofen, CSP was reported to increase with clozapine and quetiapine (160–162), while one study reported no difference in CSP between medicated and un-medicated patients (163). On the other hand, LICI was not found to differ with cannabis use in patients with schizophrenia (164), and transcranial direct current stimulation failed to modulate CSP in patients with schizophrenia (165). While these studies show mixed findings for trait stability, they suggest a potential for CSP and LICI to be used as markers of treatment response with certain medications as it shows modulation with pharmacological agents. TMS is also a non-invasive procedure with high tolerability (166, 167), making it ideal for the use of identification of endophenotypes and/or predictive markers.

CSP and LICI have not been extensively examined for their potential to be used as predictive biomarkers in schizophrenia. One study examined the relationship between LICI and social cognition and did not find a significant correlation (156). While more studies are needed to identify if TMS paradigms can be used as predictive biomarkers for cognitive and social functioning, their high-test retest reliability and clear association with a biological pathway suggest that it may be a promising avenue to explore for the identification of endophenotypes and/or predictive biomarkers for pharmacological agents that may impact sensory processing.



Discussion

Deficits in EAP have been extensively studied in patients with schizophrenia, where they are thought to contribute to failures in detecting important environmental cues and filtering of irrelevant stimuli, possibly leading to social withdrawal, hallucinations, cognitive dysfunction, and decreased level of overall day-to-day functioning (1, 3, 4, 6, 7, 9, 10, 12, 19, 88, 100, 114, 168). Here, we reviewed studies examining if MMN and P50 meet the 5 criteria for a marker to be considered an endophenotype (46), as well as their relationship with cognitive and psychosocial functioning to examine their potential to be used as markers to inform interventions targeted at improving these domains. Furthermore, we examined two TMS paradigms, CSP and LICI, for their potential to be used as markers of sensory gating and as endophenotypes in schizophrenia. A diagram summarizing the findings discussed in this review can be found in Figure 1.




Figure 1 | Summary of markers of early auditory sensory processing in schizophrenia. A growing body of evidence is supporting mismatch negativity (MMN) as an endophenotype in schizophrenia (denoted by the DNA icon), while evidence is weaker for P50. Both were shown to be associated with cognitive functioning (denoted by the cogwheel icon) and psychosocial functioning (denoted by the people icon). P50 gating ratio is thought to represent in part GABAB receptor-mediated cortical inhibition, which can also be measured using TMS (transcranial magnetic stimulation) paradigms, cortical silent period (CSP) and long-interval intracortical inhibition (LICI). CSP and LICI are promising candidates for endophenotypes that can be used to study sensory gating in schizophrenia.



Impairment in MMN is consistently demonstrated in patients with schizophrenia (14, 19, 88) with studies showing moderate to high test-retest reliability (58, 89). However, studies examining heritability, trait stability and diagnostic specificity of MMN have reported mixed findings (89, 90, 100) suggesting that while promising, future studies further demonstrating MMN’s suitability as an endophenotype for schizophrenia would be beneficial. A significant correlation between MMN and performance in cognitive tasks is consistently reported in schizophrenia (80). Furthermore, MMN amplitude was able to predict how a patient would perform in auditory perceptual training exercises (107), suggesting its utility as a predictive marker as well. (1, 11). Studies have also consistently shown that lower MMN is correlated with poor psychosocial functioning and ability to live in independent settings (1, 11, 22, 88, 108, 109, 169). Furthermore, MMN was also able to predict performance in social skills training in patients with schizophrenia, again demonstrating its ability to be used as a predictive marker (63), although evidence for the contrary exists as well (60). These studies demonstrate the potential for MMN to be used as a surrogate marker/endpoint and a predictive marker for cognitive and psychosocial dysfunction.

P50 is a marker of sensory gating, which is thought to be an important cognitive process involved in the development of schizophrenia (11, 24, 141). Like MMN, impaired P50 gating is consistently reported in patients with schizophrenia compared to healthy controls (111, 114). While P50 has a strong link to the CHRNA7 gene and the GABAB receptor (116, 117, 152), the evidence for P50 as an endophenotype of schizophrenia is inconsistent for heritability, test-retest reliability, and heritability (24, 39, 58, 89, 120, 122, 133, 134, 139, 170) suggesting that more studies are required to ascertain if P50 can be used as an endophenotype in schizophrenia. Sensory gating is also thought to play an important role in various cognitive processes (140), and accumulating evidence is supporting an association between P50 gating deficiencies and cognitive deficits (8, 26, 29, 121, 141, 143), although there are studies reporting the contrary (26, 30, 126). Evidence is also accumulating for N100 gating ratio and its potential to act as a marker for cognitive functioning in patients with schizophrenia (44, 58, 112, 121). While the relationship between P50 gating ratio and psychosocial and global functioning has not been extensively examined, (8) one study reported an association between P50 gating ratio deficit and poor community outcome (113). Together, these studies suggest that more studies are needed to elucidate the link between P50 and global functioning, while P50 may hold promise as a marker of cognitive impairment in schizophrenia.

GABAB receptor-mediated cortical inhibition is implicated in sensory gating (147, 171), which can be measured using two TMS paradigms, LICI and CSP (16, 17). Several lines of evidence support LICI and CSP as measures of GABAergic inhibition, including increased duration with a GABAB agonist, baclofen (153, 154). Furthermore, CSP was found to be significantly correlated with P50 (152), suggesting that it may be used as a marker to study GABAB receptor-mediated cortical inhibition in schizophrenia. TMS measures have a high test-retest reliability (18) and accumulating evidence is demonstrating impaired CSP and LICI (41, 155) in patients with schizophrenia, which may be specific to this diagnosis (160). Studies examining trait stability of CSP and LICI report mixed findings (160–165), and more studies are needed to establish heritability of these markers in schizophrenia. Together, these findings suggest that CSP and LICI are promising potential endophenotypes to examine sensory processing deficits in schizophrenia, although more studies are needed (152).

In summary, there is an accumulating body of evidence is supporting a link between P50, MMN and cognitive functioning in schizophrenia. Future studies are needed to assess the ability of P50 and MMN to inform clinical decisions as predictive biomarkers in the treatment of schizophrenia. While MMN is also correlated with global and psychosocial functioning, their association with P50 has not been extensively studied (92, 108, 109). Future studies may benefit from exploring the relationship between P50 and functional outcomes in schizophrenia as well to further understand the contribution of early sensory processing deficits in functional outcomes in this disease. P50 has inconsistent evidence at this time to support its suitability as an endophenotype, suggesting that it may represent more dynamic processes influenced by internal and external changes rather than upstream, genetically linked processes that are stable throughout the course of one’s life. On the other hand, studies have demonstrated potential for MMN to be used as an endophenotype. CSP and LICI may also represent promising biological targets for examining sensory processing deficits in schizophrenia, with accumulating evidence supporting their suitability to be used as endophenotypes as well. Future studies further investigating these markers may yield important findings for the identification of biomarkers in schizophrenia.
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Ketamine, an N-methyl-D-aspartate (NMDA) receptor antagonist, exerts broad effects on consciousness and perception. Since NMDA receptor antagonists induce cognitive impairments, ketamine has been used for translational research on several psychiatric diseases, such as schizophrenia. Whereas the effects of ketamine on cognitive functions have been extensively studied, studies on the effects of ketamine on simple sensory information processing remain limited. In this study, we investigated the cortex-wide effects of ketamine administration on auditory information processing in nonhuman primates using whole-cortical electrocorticography (ECoG). We first recorded ECoG from awake monkeys on presenting auditory stimuli of different frequencies or different durations. We observed auditory evoked responses (AERs) across the cortex, including in frontal, parietal, and temporal areas, while feature-specific responses were obtained around the temporal sulcus. Next, we examined the effects of ketamine on cortical auditory information processing. We conducted ECoG recordings from monkeys that had been administered anesthetic doses of ketamine from 10 to 180 min following administration. We observed significant changes in stimulus feature-specific responses. Electrodes showing a frequency preference or offset responses were altered following ketamine administration, while those of the AERs were not strongly influenced. However, the frequency preference of a selected electrode was not significantly altered by ketamine administration over time following administration, while the imbalances in the onset and offset persisted over the course of 150 min following ketamine administration in all three monkeys. These results suggest that ketamine affects the ability to distinguish between sound frequency and duration in different ways. In conclusion, future research on the NMDA sensitivity of cortical wide sensory information processing may provide a new perspective into the development of nonhuman primate models of psychiatric disorders.
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Introduction

Ketamine, an N-methyl-D-aspartate (NMDA) receptor antagonist, exerts broad effects on consciousness and perception. Several reports have documented that ketamine induced dissociative and extracorporeal sensations when patients recovered from ketamine-induced anesthesia (1–3). Furthermore, a subanesthetic dose of ketamine induces illusions and alterations in hearing, vision, or proprioception in healthy human volunteers, as well as psychotomimetic effects, such as hallucinations, paranoia, formal thought disorder, and cognitive impairment [e.g., (4)]. Based on reports where NMDA receptor antagonists induce cognitive impairments in nonhuman primates (NHP) (5–10), a subanesthetic dose of ketamine has been used for translational research on schizophrenia (6, 9, 11), Alzheimer’s disease (12), and autism spectrum disorder (8). These studies suggested that ketamine induces prefrontal cortical dysfunction, while recent studies reported aberrant neuronal oscillations in the prefrontal cortex of NHP (13, 14).

In addition to cognitive impairments, several studies on humans, nonhuman primates, and rodents have examined the effects of a subanesthetic dose of ketamine on neurophysiological indices of sensory information processing. Especially, auditory steady-state response (ASSR) (15, 16) and mismatch negativity (MMN) [e.g. (17, 18)] have been studied as more robust probes of abnormal auditory information processing in schizophrenia. ASSR is an electrophysiological response entrained to the frequency and the phase of periodic auditory stimuli, and is most evident when stimuli are presented in the gamma frequency range 30–50 Hz in humans (19). Alteration of ASSR has reported various neuropsychiatric illness, and is considered to reflect cortical excitation/inhibition imbalance (16). These dysfunctional oscillations may arise owing to anomalies in the networks of gamma-aminobutyric acidergic interneurons and pyramidal neurons (20, 21). Furthermore, recent animal studies suggested that ASSR modulations by ketamine is dose dependent (22, 23). On the other hand, MMN is an event-related potential (ERP) elicited most commonly in the context of auditory oddball paradigms [e.g., (24)], and is considered to reflect neural activity for deviance detections. Gil-da-Costa, Stoner (25) reported reduced MMN in monkeys following the subanesthetic administration of ketamine, as found in humans with schizophrenia (26, 27), and in healthy adult/young subjects having been administered ketamine (4, 28). These results based on electroencephalograms (EEGs) suggest that ketamine induces changes in neural activity related to early auditory information processing in humans and NHPs, like in schizophrenia patients. Furthermore, electrophysiological studies with depth electrodes reported that the primary auditory area of NHPs showed mismatch-related activity, which was inhibited by NMDA receptor antagonists (29, 30). Whereas auditory indices, ASSR and MMN, have been extensively studied, the effects of ketamine on auditory information processing itself have only been studied to a limited degree (28, 31).

In this study, we hypothesized ketamine affects even simple auditory feature processing (e.g., frequency or duration), and investigated the cortex-wide effects of ketamine administration by exposing common marmosets to auditory stimuli of different frequencies or durations. The marmoset, a small new-world monkey, has an anatomical organization homologous to that of humans and macaques (32, 33) and has been reported to have MMN-like auditory responses (34). Their lissencephalic brains enable direct access to the core auditory areas. The ECoG array covers a whole hemisphere of the marmoset from the frontal pole to the occipital and temporal poles. The array enables us to observe neuronal activity from an entire hemisphere with high spatiotemporal resolution.



Materials and Methods

This study was carried out in accordance with the recommendations of the National Institutes of Health Guidelines for the Care and Use of Laboratory Animals. The protocol was approved by the RIKEN Ethical Committee (No. H28-2-221 (3)). All surgical procedures were performed under anesthesia, and all efforts were made to minimize the number of animals used, as well as their discomfort. In so doing, we sought to deliver the most humane care and treatment possible. Parts of the dataset are shared on the public server Brain/MINDS Data Portal (brainminds.riken.jp).


Subjects

We used five adult common marmosets (Callithrix jacchus; three males and two females, 320–470 g, 14–53 months). Before the ECoG arrays were implanted into the monkeys, they were familiarized with the experimenter and experimental settings. The animals had ad libitum access to food and water throughout the experimental period. Three of these animals were used for experiments with ketamine administration.



Implantation of ECoG Array

The whole-cortical 96ch ECoG arrays (Cir-Tech Co. Ltd., Japan) (35) were chronically implanted and used for neural recordings. We epidurally implanted the array into the right (monkey O, R, and S) or left (monkey J and M) hemisphere of each monkey. Fifteen and three electrodes from monkeys M and R, respectively, were cut during the implantation. The surgical procedures for electrode implantation have been previously described in detail (35). Following the animals’ recovery, the positions of each electrode contact were identified based on computer tomography, and aligned to pre-acquired T2-weighted anatomical magnetic resonance images using AFNI software (36) (http://afni.nimh.nih.gov). Finally, we estimated the location of each electrode on cortical areas by registering a marmoset brain atlas (37) to the MRI with AFNI and ANTS (38). Based on putative cortical areas, we divided the electrodes into six groups, consisting of the prefrontal, sensorimotor, posterior parietal, visual, temporal, and auditory areas. In all monkeys, the electrode array covered the frontal, parietal, occipital, and temporal cortices (Supplementary Figure S1 and Supplementary Table S1).



Auditory Stimuli

We used auditory stimuli of different durations (AD) and frequencies (AF). In AD, 10 types of pure sinusoidal tones (1 ms rise/fall) with different durations (10, 25, 50, 75, 100, 125, 150, 175, 200, and 225 ms; 1,000 Hz; 2,000 stimuli in total) were randomly presented with an equal probability of 10%. In AF, 10 types of tones with different frequencies (700, 800, 900, 1,000, 1,100, 1,200, 1,300, 1,400, 1,500, and 1,600 Hz; 50 ms; 1,000 stimuli in total) were presented with an equal probability of 10%. The stimulus onset asynchrony was 503 ms. Stimulus presentation was controlled by MATLAB (MathWorks Inc., Natick, MA, USA) using the Psychophysics Toolbox extensions (39, 40). Tones were presented through two audio speakers (Fostex, Japan) with an average intensity of 70 dB SPL around the animal’s ear.



ECoG Recordings


General Settings

ECoG signals were recorded at a sampling rate of 1 kHz using a Grapevine NIP (Ripple Neuro, Salt Lake City, UT). In each recording session, only an auditory stimuli (AD or AF) was used. During the recordings, the monkeys were placed in a sphinx position in a custom bed in a dimly lit, electrically shielded and sound-attenuated chamber with their head fixed. For awake recordings, 5, 4, and 2 sessions were conducted on monkey S, R, and J on separate days. For monkeys M and O, one recording session was conducted. Different numbers of recording sessions were caused by experimental schedules of each animal used in different research projects.



Recordings From Marmosets With Ketamine Administration

We conducted experiments with ketamine administration on three monkeys (J, M, and O). On each experimental day, a recording session with awake marmosets was first conducted. Next, an anesthetic dose of ketamine (30 mg/kg i.m.) was injected 5 min after an atropine (0.08 mg/kg i.m.) injection. Ten minutes after the injection, ECoG recordings were repeatedly conducted at approximately 30-min intervals for up to 3 h. For monkey J, the AD and AF experiments were conducted on two different days. For monkeys M and O, the AD and AF experiments were conducted on one experimental day. We discarded the data from one experimental day for monkeys J and M since they struggled during the sessions. In the following analysis, we focused on 10, 30, and 150 min following administration (K10, K30, and K150) since increased muscle tone [a common side effect of ketamine (41)] causes artifacts on high-gamma activity during 60–120 min following administration.




Data Analysis


Preprocessing

Electrophysiological data were analyzed using custom scripts for MATLAB. For signal pre-processing, signals were re-referenced using a common median reference (CMR) montage, and band-pass filtered at 1–30 Hz (LF) and 80–160 Hz (HG). We calculated the envelope of the HG frequency band using the Hilbert transform (Figure 1A). We assumed that the LF mainly reflected a summation of post-synaptic potentials, while HG was related to mean firing activity (14, 42, 43). We segmented datasets from −100 to 450 ms relative to the onsets of the tones. To remove segments that contained outliers, we calculated a standard deviation (SDi, i = 1–nT, in which nT is a number of trials) for each segment and for all segments (SDall) and removed segments with an SDi above 3SDall. After excluding outlier, we applied a baseline correction by subtracting the mean of the 100 ms period prior to stimulus onset. The ERPs were then calculated for each channel.




Figure 1 | Cortex-wide auditory evoked responses. (A) An example of an ECoG signal of a single trial from the primary auditory area of monkey R. Left: an example of a low frequency (1–30 Hz) ECoG (LF). Right: an example of a high frequency (80–160 Hz) ECoG (HG). The vertical bars indicate the onset of sound stimuli. (B) The locations of electrodes and putative cortical areas. (C) Auditory evoked potentials of monkey R. LF (left) and HG (right) ECoGs are aligned to sound onset and averaged. The x-axis represents the times and the y-axis represents the labels of the ECoG electrodes in (B). The red dots indicate the electrodes and times that show significant responses (adjusted p < 0.00001). The bottom insets show the cortical map for auditory stimuli. The black dots represent the electrode positions. The blue circles represent the electrodes that showed significant responses. (D) Cortical maps for auditory information processing from the other four monkeys. The black dots represent the electrode positions. The blue and red circles represent the electrodes that showed significant responses in LF and HG, respectively. Individual AEPs are shown in Supplementary Figure 1.





Auditory Evoked Responses (AERs)

To distinguish spontaneous signals in the baseline period and responses to auditory stimuli, we conducted t-tests at each time point 0 to 450 ms after stimulus onset for every electrode. All p-values from each monkey and each recording session were false discovery rate (FDR)-adjusted (44). The significance level was set to 0.00001 unless otherwise specified.



Feature Specific Responses

To examine selective responses for auditory features, frequencies, and durations, we first conducted a one-way analysis of variance (ANOVA) on frequencies or on durations at each time point at 0 to 450 ms for each electrode. All p-values from each monkey and each recording session were FDR-adjusted. The significance level was set to 0.00001 unless otherwise specified. For frequency, we further determined the best frequency for each electrode. We calculated the means of responses for each frequency over statistically significant time points, and defined the frequency showing the maximum value of the means as the best frequency (BF).



Ketamine Effects

To evaluate the effects of ketamine on AERs, we quantified the effects of ketamine administrations as differences in the amplitudes and latencies of the peaks of LF and mean responses of HG. For LF, we identified the first and second peaks of the AERs of electrodes at the significant time points, and obtained their amplitudes and latencies. To statistically compare those values of awake with ketamine conditions, we conducted a two-sample t-test within each electrode group based on putative cortical areas. For visualization purposes, we then normalized the amplitudes by dividing by the value of the awake condition, and calculated the differences in the latencies by subtracting the values obtained from awake conditions. For HG, we calculated the mean values of early (0–30 ms) and late (30–100 ms) responses following tone onset. To investigate the effects of ketamine on the observed responses, we calculated the z-score across conditions (i.e., Awake, K10, K30, K150) at each electrode, then subtracted the z-score of awake conditions from that of ketamine conditions. We determined the significant effects as less than −1.96 or as more than 1.96.

To evaluate the effects of ketamine on auditory feature processing, we quantified the changes in BFs and in onset/offset response ratios of selected electrodes, which showed both significant frequency preferences and offset responses in awake conditions. To calculate onset/offset response ratios, we calculated the means of early (0–200) and late (200–400) HG responses for tones with 200 and 225 ms durations, since neural activity during the early time windows for those two tones do not include offset response. Then we obtained onset/offset response ratios by dividing early HG responses by late HG responses.

The numbers of electrodes showing significant responses following ketamine administration were compared with those of the awake condition using a two-sample t-test with a significance level set to 0.05.





Results


Cortex-Wide Auditory Responses in Awake Marmosets

We collected whole-cortical ECoGs from five awake marmosets on presentation of auditory stimuli of different frequencies and durations. First, we calculated event related responses (ERRs) averaged over all AF stimuli for both LF and HG, and then compared the amplitudes at each time point from 0 to 450 ms following stimulus onset with the baseline (100 to 0 prior to onset) activity of each electrode. Figure 1C shows the AERs of LF and HG from monkey R. For LF, significant auditory responses in LF occurred in a large part of the cortex, including frontal and parietal cortices, as well as in temporal cortex (62.5% of the electrodes of monkey R). HG responses appeared in more limited areas (12.5%). Similar tendencies were observed in all animals (Figure 1D and Supplementary Figure S2).

We next examined selective responses to auditory features, frequencies, and durations. For frequency, we conducted a one-way ANOVA on frequencies at each time point from 0 to 450 ms for each electrode. The electrodes around the temporal sulcus showed a tonotopic spatial distributions of electrodes, while other significant electrodes did not show any significant difference in frequencies. For example, in monkey J, electrode 36 showed larger responses to low frequency tones, while electrode 37 showed larger responses for high frequencies (Figure 2A). Furthermore, the frequencies yielding the largest responses varied over time. We calculated the means of responses for each frequency over statistically significant time points, and defined the frequency showing the maximum value as the best frequency (BF). The BFs of electrodes in dorsal auditory cortices tended to be high frequencies for both LF and HG, and the significant electrodes of HG (3.3 ± 1.5%; mean ± SD of all monkeys) showed more limited distributions than those of LF (18.6 ± 9.7%) (Figure 2B).




Figure 2 | Frequency preference. (A) Examples of representative ECoG responses to each frequency at selective electrodes of monkey R. Mean responses to each 10 frequencies are represented. The shaded areas correspond to 95% confidence intervals. The red dots represent time points which showed significant different responses to frequencies. The bar plot represents the mean responses to each frequency over time which were significant. The best frequencies of the electrodes are represented as asterisks. (B) Cortical maps of the tonotopy of LF (top insets) and HG (bottom insets). The circles indicate electrodes which show statistical significance, with colors representing the best frequency.



We conducted a one-way ANOVA on durations at each time point from 0 to 450 ms following tone onset for each electrode. The electrodes around the temporal sulcus showed sound offset responses (Figure 3). Unlike frequency-related responses, sound offset responses were found in the same electrodes. The significant electrodes of HG (2.6 ± 1.7%) showed more limited distributions than those of LF (11.3 ± 2.6%) (Figure 3B).




Figure 3 | Tone offset responses. (A) Examples of representative ECoG responses to each duration on selective electrodes of monkey R. Mean responses to each 10 duration are represented. The shaded areas correspond to the 95% confidence intervals. The red dots represent the time points which showed significantly different responses to durations. (B) Cortical maps of the tonotopy of LF (blue) and HG (red).





Cortex-Wide Auditory Responses in Marmosets With Ketamine Administration

We examined the effects of ketamine administration on cortex-wide auditory information processing in three marmosets at approximately 10 (K10), 30 (K30), and 150 (K150) min following administration. AERs were observed in temporal, parietal, and frontal areas (Figure 4A and Supplementary Figure S3A). The number of electrodes showing significant AERs did not change significantly across subjects following ketamine administration. Figure 4B and Supplementary Figure S3B show the signal changes in representative electrodes in auditory and frontal areas. We quantified the effects of ketamine administration as the differences in amplitudes and latencies of the peaks of LF and mean responses of HG. For LF, we identified the first and second peaks of the AERs of electrodes at significant time points and obtained their amplitudes and latencies. Figures 4C and S3C show the amplitudes and latencies of the representative electrodes in Figures 4B and S3B. We next calculated the differences from these values obtained from awake conditions (Supplementary Table S2, Figures 4D, E, and Supplementary Figures S3D, E). The amplitudes and the latencies of the first peaks remained relatively unchanged, while most of the amplitudes and latencies of the second peaks increased after 10 and 30 ms following administration. Moreover, the amplitudes of the first peaks did not change much in all monkeys, while the PFC latencies increased after 10 and 30 ms following administration. In the second peaks, both amplitudes and latencies of PFC were significantly increased after 10 and 30 ms following administration (Supplementary Table S2). For HG, we calculated the mean values of early (0–30 ms) and late (30–100 ms) responses. Most of the electrodes showed increased HG responses following ketamine administration (Figure 4F and Supplementary Figure S3). Only early responses in the auditory areas of monkey J decreased 10–30 min following ketamine administration.




Figure 4 | The effects of ketamine on auditory evoked neural responses over time following ketamine administration in monkey J. (A) Changes in cortical maps for auditory information processing of LF (blue) and HG (red). Data were acquired form monkey J. (B) Representative waveforms from electrodes in auditory (ch37 and ch36) and prefrontal (ch63) cortices. The top and bottom insets show LF and HG, respectively. The line color indicates the conditions of the recordings, and the dots represent significant time points. (C) The amplitudes and latencies of the 1st and 2nd peaks of LF of the selected electrodes. The marker color indicates the conditions of the recordings. The triangles represent positive peaks, and the inverted triangles represent negative peaks. (D) Normalized amplitudes and latencies of the 1st (left) and 2nd (right) peaks of the selected electrodes. (E) Normalized amplitudes and latencies of the 1st (left) and 2nd (right) peaks of all electrodes. The amplitudes are log scaled. (F) Changes in responses of HG at 0–30 ms (left) and 30–100 ms (right) after the sound onset. The bar plots in (B) show these values of the corresponding electrodes. Asterisks in the bar plots indicate significant (>2) changes.



We next examined the effects on auditory feature processing, and observed changes in all three monkeys. Regarding frequency preference, we observed a significant increase in the numbers of electrodes, which showed a frequency preference for HG in K10 (Figures 5A, B black lines). For HG in K30 and K150, the numbers of significant electrodes also increased but not significantly (paired t-test p = 0.07 and 0.10, respectively). Thereafter, we examined the frequency preference of selected electrodes. The preference for higher or lower tones was not strongly affected by ketamine. Changes in BF were not observed in monkey J, while few (<100 Hz) changes were observed in monkeys M and O (Figure 5C). For sound offset responses, no significant changes were observed in the number of electrodes which showed sound offset responses (Figures 5D, B gray lines), while some of the monkeys showed tendencies similar to the frequency preferences. The number of significant electrodes of HG at 10–150 min and 30–150 min following administration in monkeys M and J, respectively, were increased. Furthermore, we calculated the means of early (0–200) and late (200–400) HG responses for tones of 200- and 225-ms duration (Figure 5E left), and then calculated the onset/offset response ratios. Results demonstrated that onset/offset response ratios increased significantly over time following ketamine administration (Figure 5E right). The onset/offset balance 150 ms following ketamine administration of monkey O returned to its awake value, though the mean offset responses remained larger than the awake responses. Finally, to confirm that the different effects of ketamine on frequency and duration are not contingent on the different experimental days, we compared responses to a 50-ms tone at 1,000 Hz recorded in AF and AD experiments. Even though AF and AD experiments were conducted on different days, we observed similar wave forms (Supplementary Figure S4).




Figure 5 | The effects of ketamine on auditory feature processing over time following ketamine administration. (A) Changes in cortical maps for frequency preference of LF (top brain insets) and HG (bottom brain insets). The LF and HG signals of representative electrodes for LF and HG are shown. The dot and line colors represent each frequency. (B) Changes in the number of significant electrodes in terms of frequency preferences (black lines), and offset responses (gray lines). Data from monkey J (circle), M (square), and O (cross). Changes in BF (C). (D) Changes in cortical maps for offset responses of LF (blue) and HG (red) (top). The LF (middle) and HG (bottom) signals of representative electrodes for LF and HG are shown. The dot and line colors indicate each duration. (E) Means of onset (0–200 ms; filled markers) and offset (200–400 ms; open markers) responses for the tones with 200 (solid lines) and 225 ms (dashed lines) (left). On/off response ratio (right).






Discussion

To the best of our knowledge, this study is the first to demonstrate the effect of ketamine in cortex-wide auditory evoked responses in nonhuman primates. We first recorded ECoGs from awake monkeys on presentation of auditory stimuli of different frequencies or durations. We observed AERs across the cortex, including in frontal, parietal, and temporal areas, while feature specific responses were obtained around the temporal sulcus. Next, we examined the effects of ketamine on cortical auditory information processing. We conducted ECoG recordings from monkeys between 10 and 180 min following ketamine administration, and observed significant changes in stimulus feature-specific responses. The number of electrodes which showed frequency preferences or offset responses changed following ketamine administration, while that of AERs was not largely influenced. However, the frequency preference of a selected electrode was not heavily modulated by ketamine administration over time following administration, while the imbalances in onset and offset persisted over the course of the 150 min following ketamine administration in all three monkeys.


Cortex-Wide Auditory Responses in Awake Marmosets

We conducted ECoG recordings from awake marmosets on presentation of auditory stimuli, and found that auditory evoked potentials were observed across the cortex including in frontal, parietal, and temporal areas (Figure 1). Furthermore, feature-specific responses were obtained around the temporal sulcus. Regarding frequency, we observed a tonotopic organization whereby the BFs of electrodes in the dorsal part of the auditory cortices tended to be of high frequencies both in LF and HG (Figure 2). These results are consistent with those of previous studies on tonotopic representations in the primary auditory area of marmosets (45–47). However, the frequency range of the current study was limited to 600–1,700 Hz, while frequency ranges in previous studies varied from 125 to 38,100 Hz. Thus, more broad frequency ranges are required to construct a more complete tonotopic organization. As per duration, we found sound offset responses in the small number of electrodes which showed onset responses (Figure 3), although previous studies have reported that sound offset responses are found throughout the auditory cortex and subcortical structures. This may be due to the fact that we varied the durations of tones by only 1,000 Hz, and that offset responses also have frequency preferences (48).



Cortex-Wide Auditory Responses in Marmosets With Ketamine Administration

Next, we examined the effects of an anesthetic dose of ketamine on auditory responses, and observed a significant increase in the auditory evoked responses and latencies for both LF and HG signals from many electrodes. These observations are inconsistent with those of previous studies. Schwender, Klasing (31) reported that there was no change in the latencies or amplitudes of the mid-latency peaks of AEPs after induction of general anesthesia with ketamine according to human electroencephalography (EEG) data. Umbricht, Schmid (28) also reported that there were significant changes in N1 amplitude, though its latencies were not significant. Furthermore, Javitt and colleagues reported that PCP administration inhibits auditory N1 responses in the primary auditory area of macaque monkeys as shown using cranial electrodes on Cz (49) or depth electrodes on A1 (17). There are several possible reasons for these varied reports with regard to the effects of ketamine. First, these three studies used different doses and administration routes, which are known to strongly influence the effects of ketamine (50). Second, the nature of the sound stimuli was another modulating factor. The amplitude of N1 depends on the inter stimulus interval (ISI) of the tone sequence, and PCP enhances monkey N1 responses to tone sequences with short ISIs, while it decreases monkey N1 responses to tone sequences with long ISIs (49). Thus, the effects of ketamine may vary depending on the sound stimuli. Third, the timing of the recordings relative to the administration of ketamine also had an influence. In our study, increased amplitudes diminished over time. Thus, if we were to conduct observations for longer periods of time, there is a possibility that there may be a time zone during which auditory responses are less strong than those of awake conditions. Despite these inconsistencies, current results were consistent between all three subjects and appeared not to contradict the fact that ketamine induces auditory hallucinations.



Frequency- and Duration-Related Responses With Ketamine Administration

Finally, we investigated the effects of ketamine on feature-specific responses. The numbers of electrodes that showed frequency preferences or offset responses were altered following the administration of ketamine. However, the BF of a selected electrode was not modulated much by ketamine administration over time following the administration, while the imbalances in onset and offset persisted over the course of 150 min following the administration of ketamine in all three monkeys. These results suggest that ketamine affects the ability to distinguish between sound frequency and duration in different ways. Despite the difficulty in specifying the precise molecular mechanism of the observed ketamine effects, different influences of NMDA receptors blockade on sound duration and frequency may be able to explain the alterations in duration and frequency MMN at different stages of schizophrenia. Friedman, Sehatpour (51) reported that the deficits in duration MMN processing may be specifically related to impaired premorbid function, whereas deficits in MMN to frequency deviants may continue to worsen even during early disease stages (52, 53). Furthermore, a similar imbalance in the onset and offset responses in K10 has been reported in an electrophysiological study on the primary auditory area of aged monkeys (54). This study also showed that the increase in firing rates of auditory cortex neurons in aged monkeys was significantly higher than that in young monkeys, a result consistent with those of previous studies (55–57). The authors argued that this result was caused by weakened inhibition in the ascending auditory pathway. In addition to these experiments on aged monkeys, Scholl, Gao (58) reported that sound offset responses of rat auditory cortex are not only products of local inhibitory circuits but also of the auditory ascending pathway. Therefore, ketamine may suppress the auditory ascending pathway at least immediately following administration. Kopp-Scheinpflug, Sinclair (59) argued that specific abnormalities in sound offset responses may, rather than reflect problems in tone-detection thresholds, reflect impairments in temporal processing and the ability to rapidly perceive varying signals, such as auditory scene analysis and speech perception. As such, understanding the cellular and circuit origins of sound offset responses in the auditory brain may be key to advancing the treatment of auditory temporal processing deficits in aging and disease.

In this study, we focused on high-gamma band ECoG power as well as low-frequency ECoG. Aberrant gamma-band oscillations have been ubiquitously observed in schizophrenia and in animal models of ketamine administrations [e.g., (20, 60)]. Several studies have reported excessive gamma oscillatory activity in schizophrenia (61) and in animal with ketamine administrations (14). Skoblenick, Womelsdorf (14) argued that the increased gamma-band activity may reduce the signal-to-noise ratio of task related neurons. It may be that the increased significant electrodes observed in the auditory feature specific responses may be another manifestation of an increase in background noise and dysfunctions of auditory feature discriminations. Further investigation is required to confirm this hypothesis.

There are some limitations to this study. First, the variations in the frequencies and durations of sound stimuli were limited in scope. These current results need to be confirmed using a broader range of different parameters since onset/offset balance is affected by stimulus intensity and frequency. Second, the study was based on a small number of subjects. In this study, three monkeys showed several different results in response to the administration of ketamine. This was to be expected since psychotomimetic effects are reported in only 43% of human subjects (62). It is essential to acquire and accumulate larger dataset from animal models in order to compare these results with reports from human subjects. Third, we examined data from limited time frames. During 60–120 min following ketamine administration, increased muscle tone was observed and caused artifacts on high-gamma activity.

In conclusion, whole cortex ECoG allows us to investigate cortex-wide information processing. Recent results indicate that frontal and parietal areas are involved in auditory information processing, as are temporal areas. However, stimulus feature-specific responses were primarily observed around the temporal sulcus. The administration of ketamine affected these stimulus-feature specific processes. Future research on the NMDA sensitivity of cortex-wide auditory information processing may provide a new perspective which will help to develop NHP models to study psychiatric disorders.
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Abstract

Biomarkers are important in the study of the prodromal period of psychosis because they can help to identify individuals at greatest risk for future psychotic illness and provide insights into disease mechanism underlying neurodevelopmental abnormalities. The biomarker abnormalities can then be targeted with treatment, with an aim toward prevention or mitigation of disease. The human startle paradigm has been used in translational studies of psychopathology including psychotic illness to assess preattentive information processing for over 50 years. In one of the largest studies to date in clinical high risk (CHR) for psychosis participants, we aimed to evaluate startle indices as biomarkers of risk along with the role of age, sex, treatment, and substance use in this population of high risk individuals.



Methods

Startle response reactivity, latency, and prepulse inhibition (PPI) were assessed in 543 CHR and 218 Normal Comparison (NC) participants between the ages of 12 and 35.



Results

At 1 year follow-up, 58 CHR participants had converted to psychosis. CHR and NC groups did not differ across any of the startle measures but those CHR participants who later converted to psychosis had significantly slower startle latency than did those who did not convert to psychosis, and this effect was driven by female CHR participants. PPI was significantly associated with age in the CHR, but not the NC, participants with the greatest positive age correlations present in those CHR participants who later converted to psychosis, consistent with a prior report. Finally, there was a significant group by cannabis use interaction due to greater PPI in cannabis users and opposite PPI group effects in users (CHR>NC) and non-users (NC>CHR).



Discussion

This is the first study to demonstrate a relationship of startle response latency to psychotic conversion in a CHR population. PPI is an important biomarker that may be sensitive to the neurodevelopmental abnormalities thought to be present in psychosis prone individuals and the effects of cannabis. The significant correlations with age in this sample as well as the finding of greater PPI in CHR cannabis users replicate findings from another large sample of CHR participants.





Keywords: prodrome, schizophrenia, cannabis, latency, startle, prepulse inhibition, neurodevelopment, age



Introduction

A better understanding of the early stages of psychosis along with biomarkers linked to psychosis risk can lead to better treatments that target the mechanism of disease and perhaps alter the course of illness. The human startle paradigm is a well-studied translational biomarker with potential utility to better understand early psychopathological processes in the development of psychosis. Relatively few studies have reported on startle reactivity or prepulse inhibition (PPI) in participants at clinical high risk (CHR) for psychosis (1–5). One of the first studies by Quednow et al. (4) found reduced PPI in CHR (N = 52), consistent with findings in unmedicated first-episode patients with schizophrenia (N = 18). PPI deficits were also observed by Ziermans (5) who reported stable PPI deficits in CHR participants (N = 44), as did De Koning (1) who found reduced PPI in a small sample of CHR participants (N = 14) compared to normal comparison (NC) participants. More recently, Togay et al. (2) reported that (N = 29) CHR participants had reduced PPI deficits relative to NC and familial high-risk participants. Cadenhead (3) did not find PPI deficits in CHR (N = 89) compared to NC but did find significant sex, medication, cannabis and tobacco effects on startle measures. A small sample of CHR participants (N = 6) who later converted to psychosis in the Cadenhead study had greater PPI than both NC and CHR participants who did not convert to psychosis by 2 year follow-up. Importantly, a significant positive correlation between PPI and age was found in CHR participants in the Cadenhead study that was not present in NC, revealing possible neurodevelopmental differences in the early psychosis population (3).

PPI is an index of sensorimotor gating and is used to understand brain disorders that are characterized by gating deficits such as schizophrenia (6). PPI is stable with repeated testing (7–9) and has good within and between site reliability (10). PPI and other startle indices such as latency and magnitude of the startle response are also heritable (11, 12), suggesting the utility of startle measures as candidate biomarkers to better understand psychosis risk (13–15). A forebrain/pontine circuit has been identified in animal models that modulates PPI (16, 17). Neurotransmitters including dopamine, serotonin, and glutamate are central to this modulatory circuitry, and it is possible to use a variety of pharmacologic interventions (eg, amphetamine, apomorphine, phencyclidine, or ketamine) to disrupt PPI (18). Developmental models such as isolation rearing used to understand neurodevelopmental disorders such as schizophrenia can induce PPI deficits (19). Similarly, chronic pubertal cannabinoid administration during development in rats can also induce PPI deficits in adult animals after maturation (20) an interesting model for the possible epigenetic effects of cannabis in vulnerable CHR individuals.

The human startle paradigm was included in the second phase of the North American Prodrome Longitudinal Studies (NAPLS2) consortium to evaluate startle reactivity, latency, and PPI in participants at CHR for psychosis (N = 543) and non-psychiatric comparison participants (NC; N = 218). Given the mixed findings in previous CHR studies that could be accounted for by variables such as sex, age, drug or medication effects, another aim was to investigate group differences while further examining the role of these variables on startle measures (3). Finally, since the utility of startle measures in predicting risk for conversion to psychosis has not been assessed in an adequately powered sample, a final aim was to determine whether startle measures have utility as biomarkers of psychosis risk.



Methods


Participants

Startle magnitude (reactivity), latency, and PPI were assessed in 543 individuals at CHR for psychosis and 218 NC participants between the ages of 12 and 35 who participated in the NAPLS2 study (21). All eight sites used similar recruitment methods, and all participants were discussed as part of weekly consensus meetings to assure reliability across sites. All eight NAPLS sites received approval by institutional review boards. Written informed consent was obtained from all adult participants and parents/guardians of minors.



Assessment

The Structured Interview for Psychosis-Risk Syndromes (SIPS) (22) and Structured Interview for DSM-IV Axis I were used to establish diagnostic criteria. The Alcohol and Drug Use Scale (AUS/DUS) (23) was used to assess history of drug or tobacco use.

CHR participants all fulfilled the Criteria of Psychosis-Risk Syndromes (COPS) from the Structured Interview for Psychosis-Risk Syndromes (SIPS) (22). NC did not meet criteria for DSM-IV Axis I, meet CHR criteria or report a family history of psychosis. Exclusion criteria included hearing impairment, serious head injury, or current substance misuse.



Human Acoustic Startle Paradigm

Identical procedures and equipment were used at the nine NAPLS sites. Procedure manuals were developed and implemented across sites (10).

All research participants receive screening for hearing impairment (>45 dB 1000 Hz) prior to startle testing. Smoking was allowed up to 30 min prior to testing on the startle paradigm to avoid nicotine intoxication or withdrawal effects. We used a startle-stimulus generating program (Grace Design Model m902 Amplifier and Neurobehavioral Systems Presentation software) developed by UCSD at each site. We calibrated the sound at all sites with Quest 210 Sound Level Meters and assured 70 dB background noise and 115 dB for extended length startle bursts by adjusting the Amplifier. All sites used the same Biosemi systems (Biosemi, Amsterdam, Netherlands). Startle response was measured with EMG recording by electrodes (Ag/AgCl) placed at the outer canthus and below the right eye assuring resistances less than 10 kΩ (3). Headphones (TDH-39P) were used to present the startle stimuli binaurally. A background noise of 70 dB [A] and startle pulses (115 dB [A], 40 ms noise burst) were presented either alone or following a prepulse (86 dB [A], 20 ms noise burst) presented at interstimulus intervals (ISI) of 30, 60, or 120 ms. The paradigm includes a 5-min acclimation followed by five pulse alone stimuli (Block 1) then 30 trials that included six trials each of the three prepulse conditions and 12 pulse alone conditions presented in a fixed, pseudorandom order (Block 2). Then 5 more pulse alone stimuli (Block 3) were presented at the end of the paradigm for a total of 40 trials. Finally, EMG analysis was performed with Brain Vision Analyzer (Cortech Solutions, Wilmington, NC) after using a high-pass filter of 28 Hz at 12 dB/Oct. The waveform was then smoothed using a 40-Hz 24 dB/Oct low-pass filter. All trials were screened for errors. Startle data was wave-form averaged for each trial type within each block, baseline corrected and rectified. The highest point between 30 and 120 ms relative to baseline after onset of startle stimulus was defined as the peak startle response, or startle magnitude. Participants with a relative lack of startle response (<5 microvolts) to the second block of pulse alone stimuli were excluded from latency and PPI analyses per established methods (3). The following were examined: 1) reactivity, or the mean magnitude of startle response to pulse alone stimuli in blocks 1–3; 2) startle peak latency to the point of greatest magnitude for pulse alone and prepulse conditions in blocks 1 and 2; and 3) prepulse inhibition (PPI) in block 2. The latter measure was computed as a percentage [(startle magnitude to pulse alone − startle magnitude to prepulse + pulse conditions)/startle magnitude to pulse alone) × 100]. We previously established that the startle parameters are reliable between NAPLS sites (10).



Statistics

SPSS version 26 (IBM, Armonk, NY) was used for statistical analyses. The analyses of reactivity, latency, and PPI were initially conducted assessing group, site, and demographic factors (e.g., sex and age) that are known to affect startle variables using repeated measures ANOVAs (3). Given the association between startle magnitude and peak startle latency (24), startle magnitude was used as a covariate in latency analyses. If assumption of sphericity was violated, Greenhouse-Geisser epsilon corrections were used to adjust degrees of freedom, and no results were altered. Follow-up analyses assessed effects of psychotropics, cannabis, and tobacco on startle measures given previous findings in the literature (3). Antipsychotic as well as stimulant treatment effects were analyzed in separate analyses in the CHR participants. To better understand all significant interaction effects (e.g., smoking, cannabis, group, sex, ISI, medication) on startle reactivity, latency or PPI, ANOVAs were used to deconstruct the omnibus analyses. Analyses to examine risk for psychosis in the CHR sample were then performed comparing CHR participants who developed a psychotic episode to those who did not within 1 year from the time of startle testing. Area under the receiver operating characteristic curve (AUC, equivalent to Harrell’s c-statistic) was used to test the ability of the model to correctly distinguish between psychotic outcomes (discrimination performance).




Results


Clinical Assessment and Demographics

The sample included 543 CHR and 218 NC participants (Table 1). There were significant differences in age but no group differences in sex distribution between NC and CHR participants. Therefore, age was included in analyses of experimental variables as a covariate. Given previous findings of sex differences in PPI (25, 26), sex was also used as a between subjects factor in analysis of startle measures. A greater percentage of CHR participants reported a history of tobacco and cannabis use. The CHR sample was more symptomatic per the SOPS and a greater percentage were prescribed stimulants and antipsychotics. Among the 543 CHR participants, 58 converted to psychosis within 1 year while 255 are known to have not converted to psychosis within this time period. Other CHR participants (N = 229, 42%) were either lost to follow-up or refused further participation prior to 1 year follow-up. There were no differences in age, sex distribution, cannabis use, tobacco use, antipsychotic use or stimulant use between those CHR participants who later converted to psychosis versus those who did not.


Table 1 | Participant Characteristics.





Startle Magnitude

Pulse alone trial reactivity was analyzed using a repeated measures ANOVA design with block (3 levels) as a within subject factor and group (2 levels—NC and CHR), sex and site as between subjects factors and age as a covariate. There were no significant age, group, or sex differences. There was a significant effect of block (F[2,8496] = 15.7, p<.001) due to habituation, or decrement in startle magnitude, across the session. There were also significant site (F[7,715] = 10.0, p<0.001) (Figure 1), site × block (F[14,715] = 8.9, p<0.001) and sex × block (F[2,715] = 5.7, p<0.005) effects. Females had greater startle magnitude in block 1 and less in block 3 accounting for this effect. The significant site and site × block effects are driven by site 4 having greater startle magnitude relative to all other sites and sites 1 and 6 having less startle magnitude relative to other sites (Figure 1). These site differences were most evident in block 1 when participants were first exposed to the loud, startling sounds. We have previously observed site differences in the same direction during a traveling subjects study that found good within and between site reliability but site differences in only startle magnitude (10). We have therefore reviewed all methodologic variables that might affect the stimuli or measurement including the equipment and settings, calibration, ambient noise, electrical noise, location of electrodes, instructions to subjects, and testing environment. To assure the loudness of the startle stimuli was accurate and consistent across sites, a decibel meter was mailed to other sites. No equipment or methodological differences were identified across sites (10).




Figure 1 | The figure shows startle magnitude to pulse alone stimuli across the three blocks of the startle session across all 8 sites. There were significant site effects despite equivalent equipment, calibration, and methods across sites.




Cannabis and Tobacco Effects on Startle Magnitude

When lifetime cannabis and tobacco use were each added as between subjects’ factors, there was no main or interaction effects due to these variables.



Psychotropic Medication Effects on Startle Magnitude

To assess medication effects, both antipsychotic and stimulant treatment were added as between subjects’ factors in analyses of CHR subjects. There were no significant main effects of antipsychotics or stimulants on startle reactivity within the CHR group.



Startle Magnitude Prediction of Psychosis

The baseline startle reactivity of 58 CHR participants who developed a psychotic illness within 1 year was compared to that of CHR participants (N = 255) who had not developed psychosis by 1 year follow-up and NC participants. There were no conversion main or interaction effects.



Startle Magnitude Summary

There were no group, age, psychotropic medication, tobacco, cannabis or conversion differences in startle reactivity or habituation. There were significant site differences in startle magnitude that are similar to those found in a previous traveling subjects study despite identical methods and equipment (10).




Startle Latency

Startle latency to the first two blocks of startle pulse alone stimuli was analyzed using a repeated measures (block) ANOVA with group, sex and site as a between subjects’ factors with age and startle magnitude in block 2 as covariates. Startle magnitude was covaried given the correlation between startle magnitude and peak latency (24). There were no group, age, or site main effects but significant block (F[1,622] = 5.9, p<0.05) (block 1>block 2) and sex (F[1,622] = 6.7, p<0.01) (males > females) main effects as well as the expected significant startle magnitude effect (F[1,622] = 20.4, p<0.001) on startle latency and block × site × group interaction effects (F[7,622] = 2.2, p<0.05) (non-significant group differences that varied by block and site). In the prepulse latency conditions there were no significant main effects for group, age, site or sex but there were significant ISI effects (F[2,910] = 5.8, p<0.01).


Cannabis and Tobacco Effects on Startle Latency

When cannabis and tobacco use were added as between subjects’ factors, there was a significant cannabis effect in both the pulse alone (F[1,550] = 8.6, p<0.005) and the prepulse latency (F[1,550] = 5.8, p<0.05) conditions with those individuals with a history of cannabis use showing faster startle latencies relative to those who had never smoked cannabis (Figure 2). In addition, there was a significant sex × group × cannabis effect (F1,559] = 4.9, p<0.05) in the prepulse latency analysis. When males and females were analyzed separately, the significant cannabis (F[1,235] = 7.1, p<0.01) effects were only present in female participants accounting for the cannabis × group (F[1,235] = 6.4, p<0.05) effect. There were no main or interaction effects for tobacco in either the pulse alone or prepulse latency conditions.




Figure 2 | (A) shows startle latency to pulse alone and prepulse trials in CHR individuals who later converted to psychosis, those who did not convert to psychosis within 1 year and NC participants. CHR participants who later converted to psychosis had longer startle latency in the block 2 pulse alone condition compared to those who did not convert. (B) shows that Cannabis users had shorter startle latencies compared to non-users across all groups. *p<0.05.





Psychotropic Medication Effects on Startle Latency

There were no significant group effects of antipsychotics or stimulants on startle latency in CHR participants.



Prediction of Psychotic Risk and Startle Latency

When CHR participants who later converted to psychosis were compared to CHR participants who did not convert to psychosis within 1 year and NC participants, there was a trend group effect in the pulse alone trials (F[2,459] = 3.7, p = 0.056) due to longer startle latencies in CHR participants who later converted to psychosis versus those who did not convert to psychosis within 1 year (p<0.05, post hoc analysis) (Figure 2). There was also a significant Block × Sex × Conversion interaction effect (F[2,459] = 3.9, p<0.05) because the significant group differences were present in block 2 (F2,458] = 4.6, p<0.01, post hoc LCD conversion vs. non-conversion p<0.005) and present only in females (F[2,210] = 4.7, p<0.01). There were no significant main group or interaction effects in the prepulse latency conditions. AUCs were generated in females and males separately using block 2 pulse alone latency as well as P1 (unusual thought content) from the SOPS, a positive symptom domain found to predict conversion to psychosis in CHR participants and included in the NAPLS Psychosis Risk Calculator (27, 28). In male participants, P1 was more predictive of later conversion to psychosis (AUC 0.69) compared to startle latency (AUC 0.54) while the opposite was true in female participants where startle latency was more predictive (AUC 0.65) compared to P1 (AUC 0.55) (Figure 3). Comparisons of AUC between males and females for each of the variables showed trends that were short of significant (startle latency: z = −1.5, p = 0.1; P1: z = 1.9, p = 0.06).




Figure 3 | The figure shows AUC for female (A) and male (B) CHR participants since the significant conversion effects on startle latency were present in the females but not males. Startle latency (PA lat_t1) was more predictive of later conversion in females (AUC = 0.65) than males (AUC = 0.54) while P1, a measure of unusual thought content from the SIPS (P1_SOPSBL) was more predictive of later psychosis in males (AUC = 0.69) than in females (AUC = 0.55) but both were short of statistical significance.





Summary of Startle Latency Findings

There were no overall CHR vs. NC group effects in startle latency but the CHR participants who later converted to psychosis had significantly slower (i.e. greater) startle latency compared to those CHR participants who did not convert to psychosis within 1 year. This conversion group difference was most prominent in the second block of pulse alone stimuli and in females. In contrast, a history of cannabis use was associated with faster (i.e. shorter) latencies and this effect was driven primarily by female participants.




Prepulse Inhibition

An omnibus ANOVA with ISI (3 levels: 30, 60, 120 ms) as a within subjects’ factor; group, site and sex as between subjects factors and age as a covariate was performed. No significant site or group effects were observed but there were significant ISI (F[2,1254] = 56.74, p<0.001, increased PPI with larger ISI), age (F[1,627] = 21.16, p<0.001; greater PPI with increasing age) and ISI × age (F[2,1254] = 5.23, p<0.01) effects and a trend group effect for sex (F[1,627] = 3.28, p<0.08; males had greater PPI than females).


Prepulse Inhibition and Age

To examine the significant age and age × ISI effects on PPI, Pearson Correlations between age and each of the three PPI conditions were performed in both CHR and NC participants. There were significant correlations with age in all PPI conditions but this was driven by the CHR and not the NC participants (Table 2). Interestingly, it was the CHR sample who later converted to psychosis who had the greatest correlations with age. Figure 4 illustrates the correlations in the NC, CHR converters, and non-converters in the 30-ms ISI condition.


Table 2 | Age was associated with PPI using Pearson correlations in participants from the NAPLS2 study.






Figure 4 | The figure shows a scatter plot of the significant age correlations with PPI in CHR converters, non-converters and NC participants. There were significant correlations within the CHR but not the NC participants. The CHR participants who converted to psychosis had the largest correlations with age.





Cannabis and Tobacco Effects on Prepulse Inhibition

The effects of cannabis and tobacco on PPI were analyzed using a repeated-measures ANOVA with cannabis use and tobacco smoking as between subjects factors in separate analyses. There were no main effects for cannabis use but the previously observed significant sex effect was no longer present in the cannabis analysis, and a significant cannabis × group interaction was present F[1,555] = 4.23, p<0.05), suggesting that sex differences in PPI may in part be accounted for by substance use in this sample as was previously observed by Cadenhead (3). The cannabis users and non-users were analyzed separately to further understand the cannabis × group interaction effect. There were no significant group or interaction effects in either the cannabis users or non-users but there were trend differences (CHR>NC in cannabis users and NC>CHR in non-users) in the opposite directions as shown in Figure 5. Similarly, when CHR and NC groups were analyzed separately, there were no significant cannabis main effects in the NC participants but in the CHR sample there was a trend toward cannabis users having greater PPI relative to cannabis non-users (F[1,403] = 3.55, p = 0.06). There were no significant main effects for tobacco but there was a significant sex × tobacco interaction (F[1,625] = 4.0, p<0.05) that was accounted for by a trend in the females (F[1,268] = 3.58, p = 0.06) having less PPI in smokers versus non-smokers while the male smokers and non-smokers did not differ.




Figure 5 | The figure shows the group by cannabis by PPI interaction in which cannabis users (A) had the greatest PPI and there were opposite group differences in cannabis users (A) versus non-users (B).





Psychotropic Medication Effects on Startle PPI

There were no significant effects of antipsychotics or stimulants on startle PPI within the CHR participants.



Prepulse Inhibition and Risk of Future Psychosis

The baseline PPI data for CHR participants who later transitioned to psychosis was compared to that of CHR participants who had not developed psychosis by 1 year follow-up and NC. There were no significant conversion main or interaction effects.



Prepulse Inhibition Summary

In summary, the expected ISI effects on PPI were observed as well as a replication of an age effect we have observed previously (3) that was driven by greater PPI with increased age in the CHR sample that was greatest in those who later converted to psychosis. There was a trend toward sex effects and no group differences. Finally, there were no clear effects of psychotropic medication on PPI but there was a significant effect of cannabis on PPI in the CHR sample with cannabis smokers having greater PPI. Also, of interest is the fact that the normal sex effects on PPI (M>F) were no longer present when cannabis use history was added to the analysis.





Discussion

This is one of the largest datasets of CHR participants with startle data who are known to have converted to psychosis after shorter term follow-up. Detailed analyses demonstrate evidence of group differences in startle measures linked to psychotic conversion and complex interactions between startle measures, age, sex, and exposure to cannabis and tobacco in early psychosis.


Startle Reactivity

In this sample we did not observe significant group differences in startle magnitude or a relationship to tobacco, cannabis, or psychotropic medication. Previous animal and human literature has been mixed in regards to nicotine (29–37), antipsychotics (38, 39) and stimulant effects (40–42) on startle magnitude. Cadenhead (3) previously reported greater startle magnitude in an early psychosis sample who used cannabis but this finding was not observed in the current sample. The significant site effect for startle magnitude was found previously in a traveling subjects study (10). After extensive investigation, no methodological or equipment differences were identified that accounted for the site differences (10).



Startle Latency

This is the first study to show greater startle latency in CHR participants who later convert to psychosis. This result is only present in females, in whom startle latency is more predictive of later psychosis than PI (unusual thought content) from the SOPS that is most predictive of psychosis in the CHR sample as a whole (27, 28). It is therefore possible that startle latency represents a biomarker of psychosis risk in female CHR participants but this finding clearly needs replication, ideally in a sample that is followed for greater than 1 year since up to 1/3 of future psychotic conversions occur after 2 years (43). Hasenkamp et al. (12) have reported longer startle latencies in patients with schizophrenia compared to NC participants. In addition, startle latency is highly heritable and linked to the neuregulin gene (NRG1) (44). Interestingly, female transgenic mice that overexpress NRG1 have more anxiety in behavioral tasks suggesting some sex differences related to expression of NRG1 (45). Startle latency is an index of neural processing speed. Slower latency is associated with worse cognitive performance (46), which is also associated with risk for psychotic conversion (47). The mechanism by which startle latency may be increased in schizophrenia and CHR participants who later convert to psychosis is unknown but substances such as nicotine have been shown to increase startle latency, most likely by causing dopamine release in the striatum (48). In the current study, tobacco use did not appear to be related to startle latency but increased dopamine release in CHR individuals on the verge of psychosis could account for this finding. Preclinical work indicates that latency is prolonged under conditions of increased dopamine stimulation (49, 50). In addition, a history of cannabis use was associated with shorter startle latencies in the current sample but most prominently in CHR males and NC females. It is unclear why cannabis users would have shorter latencies relative to non-users or by what mechanism this might occur.



Prepulse Inhibition

Although we did not find group differences in PPI as noted in some (1, 2, 4, 5), but not all (3) CHR studies, we did find a significant age effect in CHR participants that Cadenhead (3) previously reported in a sample of CHR and first episode psychosis participants. In the current sample of teenagers and young adults, the significant age correlations were only present in the CHR sample but not NC participants. PPI is typically at a mature level by puberty (51), so the current replication of age effects in a CHR population suggests that the development of PPI is delayed in adolescents at risk for psychotic illness, consistent with neurodevelopmental abnormalities contributing to the emergence of psychosis. The positive correlations were greatest in those CHR participants who later converted to psychosis, suggesting evidence of neurodevelopmental immaturity or lag in the development of inhibitory circuitry in CHR participants. PPI age effects have been reported in older subject groups and show an inverse relationship with age (52, 53) in contrast to positive correlations noted in the young early psychosis population.

There was no evidence that PPI was associated with conversion to psychosis in the sample of 58 CHR participants who later converted to psychosis. The only other study to investigate conversion to psychosis was Cadenhead (3) who reported that a small sample of CHR participants (N = 6) who later converted to psychosis had greater PPI than both NC and CHR participants who did not convert to psychosis by 1 year. These findings are in contrast to the significant PPI deficits observed in patients with schizophrenia and their biological relatives (54).

Finally, there were no clear effects of psychotropic medication (55) or tobacco use on PPI as has been previously reported (56), but there was a significant effect of cannabis on PPI in the CHR sample with cannabis smokers having greater PPI. Also, of interest is the fact that the normal sex effects on PPI (M>F) were no longer present when cannabis use history was added to the analysis. There was also an interesting cannabis × group interaction due to opposite trends in cannabis users versus non-users. CHR participants who used cannabis had greater PPI relative to NC participants while non-users showed the opposite trend (>PPI in NC vs. CHR). Cadenhead (3) previously reported greater PPI in early psychosis participants who had a history of cannabis use and is in line with the finding of shorter starter latency being associated with cannabis use. The PPI paradigm has been used in translational studies of exogenous cannabinoids including cannabidiol (CBD) (57–59). Because many of the biochemical, physiological, and behavioral effects of CB1 receptor agonists can be reversed with CBD, recent studies have explored the possible role of cannabinoids in the treatment of psychosis (60). It is therefore possible that changes in the endocannabinoid system induced by cannabis use are reflected in PPI. Unfortunately the dosing or composition (THC to CBD ratio) of cannabis used was not controlled or assessed in this study although participants were not intoxicated at the time of startle testing.



Caveats and Conclusions

Startle latency represents a potential biomarker of risk for psychosis but this finding needs to be replicated. PPI is likely sensitive to neurodevelopmental abnormalities given that it has now been found to be associated with age in early psychosis patients across two large studies (3) when no such association is evident in a NC sample. Finally, startle parameters (latency and PPI) are paradoxically faster (latency) and show greater inhibition (PPI) in participants who have a history of cannabis use, and this finding is most prominent in early psychosis and female participants. Given that the PPI finding is a replication, this suggests that there is still much to learn about the complex interaction between psychosis risk, sex, and epigenetic risk factors such as cannabis.
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Background

Early-stage visual processing deficits are evident in chronic schizophrenia. Consistent with a cascade model of information processing, whereby early perceptual processes have downstream effects on higher-order cognition, impaired visual processing is associated with deficits in social cognition in this clinical population. However, the nature of this relationship in the early phase of illness is unknown. Here, we present data from a study of early visual processing and social cognitive performance in recent-onset schizophrenia (ROSz).



Method

Thirty-two people with ROSz and 20 healthy controls (HC) completed a visual backward masking task using stimuli of real world objects (Object Masking) to assess early-stage (i.e., 0–125 ms post-stimulus onset) visual processing. Subjects also completed two tasks of social cognition, one assessing relatively low-level processes of emotion identification (Emotion Biological Motion, EmoBio), and another assessing more complex, higher-order theory of mind abilities (The Awareness of Social Inference Test, TASIT). Group differences were tested with repeated measures ANOVAs and t-tests. Bivariate correlations and linear regressions tested the strength of associations between early-stage visual processing and social cognitive performance in ROSz.



Results

For Object Masking, the mask interfered with object identification over a longer interval for ROSz than for HC [F (3.19, 159.35) = 8.51, p < 0.001]. ROSz were less accurate on the EmoBio task [t (50) = −3.36, p = 0.001] and on the TASIT compared to HC [F (1, 50) = 38.37, p < 0.001]. For the TASIT ROSz were disproportionately impaired on items assessing sarcasm detection [F (1, 50) = 4.30, p = 0.04]. In ROSz, better Object Masking performance was associated with better social cognitive performance [r EmoBio = 0.45, p < 0.01; r TASIT = 0.41, p < 0.02]. Regression analyses did not provide significant support for low-level social cognition mediating the relationship between visual processing and high-level social cognition.



Conclusion

Early-stage visual processing, low-level social cognition, and high-level social cognition were all significantly impaired in ROSz. Early-stage visual processing was associated with performance on the social cognitive tasks in ROSz, consistent with a cascade model of information processing. However, significant cascading effects within social cognition were not supported. These data suggest that interventions directed at early visual processing may yield downstream effects on social cognitive processes.





Keywords: visual perception, backward masking, theory of mind, emotion identification, first episode psychosis



Introduction

Schizophrenia is associated with marked impairment across a variety of information processing domains, spanning from very early stages of perceptual processing, through complex, higher-order cognitive processes. Deficits in early-stage visual processing have consistently been reported in chronic schizophrenia (1–6). Consistent with a cascade model of information processing, whereby disruptions in early perceptual processes have downstream consequences for higher-order cognition and functioning, impaired visual processing is associated with deficits in social cognition (i.e., processing of social stimuli including emotion identification and mental state attribution) in this clinical population (7–14). Moreover, structural equation modeling analyses have demonstrated that social cognition mediates the relationship between visual processing and community functioning in people with schizophrenia (7, 12, 15). Thus, visual processing and social cognitive abilities are important components of the pathway toward functional recovery in schizophrenia.

Social cognitive deficits are well-documented in people with recent-onset schizophrenia (ROSz), with meta-analytic reviews reporting large effect sizes that are on par with those obtained from chronic phase schizophrenia samples (16–18). In contrast, considerably less is known about visual perception abnormalities in the early phase of illness. Similarly, the nature of the relationship between visual processing and social cognition in the early phase of illness is unknown. The available evidence strongly suggests visual processing abnormalities in ROSz (19–23), with patients exhibiting significantly impaired contour integration (19), visual perception organization (20), and motion processing (21) relative to healthy adults. However, the magnitude of impairment may be attenuated relative to what is observed in chronic phase schizophrenia (19, 24, 25).

The earliest stages of visual processing can be probed behaviorally with visual masking tasks (see (26) for a comprehensive review). In these tasks, a rapidly presented target stimulus is either shortly preceded by (for forward masking) or shortly followed by (for backward masking) a masking stimulus which interferes with processing of the target. Depending on the type of paradigm used, the masking stimuli may spatially overlap the target, or it may surround, but not touch, the target. The duration of the interval between the target and mask is brief (i.e., 0–500 ms), and is varied across trials. Accuracy for identifying the target, or some aspect of the target (e.g., target location, a feature of the target), is assessed yielding a masking function. For backward masking, the typical response function is S-shaped, with very poor accuracy at short intervals between target and mask, and improved performance as the interval between target and mask increases.

Prior studies of visual backward masking in ROSz indicate impaired performance relative to healthy adults (22, 25), an association with duration of untreated psychosis (i.e., short duration of untreated psychosis associated with better performance; (27)), and stability of performance over 6–24 months (22, 23). Here, we assessed visual backward masking and test the association between early visual processing and performance on social cognitive tasks that involve processing of visual cues in people with ROSz and healthy adults. We hypothesized that visual backward masking performance and social cognitive task performance would be significantly impaired in the ROSz sample compared to healthy adults. In addition, we hypothesized that visual backward masking performance would be significantly correlated with social cognitive task performance in the patient group.



Method


Participants

Thirty-two people with recent-onset schizophrenia (ROSz) and 20 healthy controls (HC) participated in this study. The patient participants were recruited from the UCLA Aftercare Research Program, an outpatient research clinic for ROSz. Inclusion criteria were: 1) onset of a first psychotic episode within 24 months of program entry, 2) fulfillment of DSM-IV (28) criteria for schizophrenia, schizoaffective disorder, depressed type, or schizophreniform disorder, 3) age of 18 to 45 years, and 4) sufficient fluency in English to allow for valid completion of the testing protocol. These participants met criteria for schizophrenia (n = 24), schizoaffective disorder, depressed type (n = 3), or schizophreniform disorder (n = 5). All ROSz participants were prescribed atypical antipsychotic medication, and chlorpromazine (CPZ) equivalent dosing information (29, 30) can be found in Table 1.


Table 1 | Demographic characteristics of the study participants.



The HC sample were recruited via advertisements (e.g., online classified ads, flyers in the community), and had no current psychiatric diagnosis, no lifetime history of any psychotic disorder, bipolar disorder, or recurrent depressive disorder, and no history of a psychotic disorder among their first degree relatives. For all subjects, current substance or alcohol use disorder, history of head injury with loss of consciousness, seizure disorder, and/or IQ below 70 were exclusionary. Demographic information for the study participants is presented in Table 1.



Clinical and Cognitive Characterization

DSM-IV diagnoses were made using the Structured Clinical Interview for DSM-IV (SCID) (31) and SCID-II (32). For the patient sample, current (i.e., within the 2 week period prior to testing) psychiatric symptoms were assessed by trained raters with the 24-item Brief Psychiatric Rating Scale (BPRS) (33). Each clinical rater achieved a median Intraclass Correlation Coefficient (ICC) of 0.80 or higher across all BPRS items compared with the criterion ratings and participated in a quality assurance program (34). For the SCID, clinical raters demonstrated an overall kappa coefficient, kappa sensitivity, and kappa specificity of 0.75 or greater, and a diagnostic accuracy kappa coefficient of 0.85 or greater. For all participants, cognitive performance was assessed using the MATRICS Consensus Cognitive Battery (MCCB) (35). The variable of interest was the age and gender-corrected neurocognitive composite score, which reflects performance on tasks assessing speed of processing, attention/vigilance, working memory, verbal learning, visual learning, and reasoning and problem solving.



Visual Processing

All participants completed a backward masking task using common household objects as targets (“Object Masking”; see Figure 1) (36). The task was run in Eprime (Psychology Software Tools, Inc., Sharpsburg, PA, USA) on a Dell Alienware Aurora R4 Intel Core i7 PC, using a Nvidia GeForce GTX 560 Ti video card. All stimuli were presented on a 120 Hz Asus V0236 LCD 23” monitor. Target stimuli from one of six different objects were presented for 8 ms. Target stimuli were followed by a masking stimulus (overlapping black and white curved lines that spatially overlapped the target location) that was presented for 75 ms after a variable inter-stimulus interval (ISI) of 8–125 ms (in 17 ms increments). There were 12 trials per ISI, plus 12 unmasked trials (i.e., target was presented without a mask). After each trial, a list of the six objects appeared and participants verbally reported which object they thought the target was and the tester entered the response into the computer. Because participants gave verbal responses, reaction times were not recorded. The dependent measure was accuracy, measured as proportion correct. Mean accuracy across ISIs was the variable of interest for the correlation and regression analyses (10).




Figure 1 | Object Masking task.





Social Cognition

Low-level emotion identification was assessed with Emotion in Biological Motion (EmoBio) (37), and higher-order theory of mind abilities were assessed with Part 3 of The Awareness of Social Inference Test (TASIT) (38). For EmoBio, the ability to perceive emotion based on limited cues from body motion (i.e., gait, limb movement, speed of movement) was assessed using the point-light walker stimuli (39) and adapted for clinical trials use (37). Twenty-four point-light walker clips of 5–10 s in length were presented on a computer screen. Participants were asked which of five emotional states (fear, anger, happiness, sadness, or neutral) best described the movement of the walker. The five choices for emotional state were presented on the computer screen immediately after presentation of the clip. The dependent measure was accuracy, measured as proportion correct.

The TASIT Part 3 is comprised of 16 audio-video vignettes of adults interacting with each other. After each vignette, participants respond to four yes/no questions probing the beliefs and intentions of the characters. Half of the vignettes involve a character lying to another character, and half of the vignettes involve a character making sarcastic comments. Participants detect lies and sarcasm based on integration of multiple sources of social information including facial affect, vocal prosody, body motion, mental state attributions, social knowledge, and contextual cues. The dependent measure was accuracy, measured as proportion correct for the Lies and Sarcasm conditions.



Data Analysis

The data were screened for univariate outliers using box plots, and for skewness with histograms. Group differences for the visual processing and social cognition tasks were tested with repeated measures ANOVAs and t-tests. When assumptions of sphericity were violated in the repeated measures analyses, a Greenhouse-Geisser correction was used. Bonferroni corrections were used to control the familywise error rate of the post-hoc analyses. For the post-hoc paired t-tests of the Object Masking data, critical α = 0.05/14 tests or 0.004. For post-hoc t-tests of the TASIT data, critical α = 0.05/4 tests or 0.01. In the ROSz group, bivariate correlations and multiple linear regression (method = enter) tested the strength of associations between early-stage visual processing and social cognitive task performance. For the regression analyses, the data were screened for multivariate outliers using Mahalanobis distances (critical α = 0.001). Effect sizes were interpreted as small (r = 0.10, partial η2 = 0.01, Cohen’s d = 0.20), medium (r = 0.30, partial η2 = 0.09, Cohen’s d = 0.50), or large (r = 0.50, partial η2 = 0.25, Cohen’s d = 0.80) (40, 41).




Results


Sample Characteristics

Demographic, clinical, and cognitive characteristics of the study participants are presented in Table 1. The two groups were well-matched on demographic characteristics, including age, gender, race and ethnicity, and level of parental education. Twenty-two (69%) of the ROSz participants met criteria for positive symptom remission (i.e., score of ≤3 on BPRS hallucinations, unusual thought content, and conceptual disorganization) for the 2 week period prior to testing (42). As expected, the ROSz participants exhibited significant neurocognitive impairment relative to the HC group [t (50) = 6.20, p < 0.001, Cohen’s d = 1.75]. The magnitude of impairment was similar to our previous findings with a different ROSz patient cohort (43).



Visual Processing

Results for the Object Masking task are presented in Figure 2 and Table 2. Mean accuracy (i.e., proportion correct) for the unmasked control condition exceeded 0.90, and performance did not significantly differ between groups [p = 0.12, Cohen’s d = 0.47]. Data for the individual ISIs were negatively skewed, as is typical for backward masking tasks, and were thus log transformed prior to repeated measures analysis. Across ISIs, a typical backward masking response profile was evident [main effect of ISI: F (3.19, 159.35) = 44.08, p < 0.001, partial η2 = 0.47]. Accuracy was poor at brief ISIs [8 ms ISI mean accuracy = 0.32, s.d. = 0.25], indicating that the mask interfered with processing of the target stimulus, and performance steadily improved as the ISI duration increased [125 ms ISI mean accuracy = 0.94, s.d. = 0.14], reflecting escape from the masking effect.




Figure 2 | Object Masking performance in recent-onset schizophrenia and healthy controls.




Table 2 | Descriptive statistics for visual processing and social cognitive task performance.



The interference by the mask was greater in ROSz compared to HC [group × ISI: F (3.19, 159.35) = 8.51, p < 0.001, partial η2 = 0.15]. For the HC group, follow-up paired t-tests indicated that accuracy significantly improved between 25 and 42 ms ISI [t (19) = 6.52, p < 0.001, Cohen’s d = 1.45], but tapered off between 42 and 58 ms ISI [t (19) = 1.87, p = 0.07, Cohen’s d = 0.19], reflecting escape from the masking effect. Compared to HC, the ROSz group exhibited worse performance across ISIs [group: F (1, 50) = 5.76, p = 0.02, partial η2 = 0.10]. Follow-up paired t-tests indicated that performance in the patient group steadily improved through 75 ms ISI [p’s < 0.001, Cohen’s d’s ≥ 0.75], before leveling off between 75 and 92 ms ISI [t (31) = 1.57, p = 0.13, Cohen’s d = 0.28] reflecting escape from the masking effect.1



Social Cognition

Results for the social cognitive tasks are presented in Figure 3 and Table 2. Scores were normally distributed and free of outliers. For the EmoBio task, the ROSz group were less accurate compared to HC [t (50) = 3.36, p = 0.001, Cohen’s d = 1.10]. Similarly, for the TASIT, the ROSz group exhibited overall poorer performance compared to HC [F (1,50) = 38.37, p < 0.001, partial η2 = 0.43]. There was a significant interaction between TASIT condition and group [F (1,50) = 4.30, p = 0.04, partial η2 = 0.08]. Compared to HC, ROSz exhibited impaired performance on lie [t (50) = −3.54, p = 0.001, Cohen’s d = −1.00] and sarcasm [t (50) = −5.17, p < 0.001, Cohen’s d = −1.46] detection. However, the ROSz group were disproportionately impaired on items assessing sarcasm detection [t (30) = 3.09, p = 0.004, Cohen’s d = 0.55] compared to HC [t (19) = 0.13, p = 0.90, Cohen’s d = 0.03].




Figure 3 | Social cognitive task performance in recent-onset schizophrenia and healthy controls. *Denotes group contrast p < 0.05. **Denotes group × condition interaction effect p < 0.05.





Relationship Between Visual Processing and Social Cognition

A scatterplot of the relationship between Object Masking performance and social cognitive task performance in the patient sample is displayed in Figure 4. Scores for mean Object Masking performance averaged across ISIs were normally distributed and free of outliers. In ROSz, better Object Masking performance was associated with better social cognitive task performance. This was true for both low- and high-level tasks, and the correlations were of similar magnitude (r EmoBio= 0.45, p = 0.01; r TASIT = 0.41, p = 0.02).




Figure 4 | Scatterplot of Object Masking performance and social cognitive task performance in recent-onset schizophrenia.



Regression analyses were conducted to test whether the relationship between visual processing and higher-level social cognition (i.e., TASIT part 3 performance) was mediated by lower-level social cognition (i.e., Emo Bio). The data were free of multivariate outliers. Object Masking performance was a significant predictor of the proposed mediator [Emo Bio, β = 0.45, t (29) = 2.70, p < 0.001] and the outcome variable [TASIT, β = 0.41, t (29) = 2.41, p = 0.02]. However, Emo Bio performance was not a significant predictor of TASIT performance [β = 0.28, t (29) = 1.58, p = 0.13]. Thus, these data do not provide significant support for mediation.2




Discussion

In this study, we evaluated early visual processing, assessed with visual backward masking, and social cognitive task performance in people with recent-onset schizophrenia (ROSz) and healthy controls (HC). We hypothesized that visual backward masking performance and social cognitive task performance would be significantly impaired in ROSz compared to HC. In addition, we hypothesized that visual backward masking performance would be significantly correlated with social cognitive task performance in the ROSz group. Our first hypothesis was supported. Congruent with the findings of Favrod et al. (25) and Perez et al. (22), early visual processing was significantly impaired in the early phase of schizophrenia. The masking effect was exaggerated in the ROSz group. Compared to HC, the ROSz group showed greater interference from the mask, as indicated by lower performance accuracy across ISIs, and the patient group required longer ISIs to escape the masking effect. Similarly, we found support for our second hypothesis: social cognition was significantly impaired in ROSz. The ROSz group exhibited an impaired ability to identify emotional states from body movement cues (low-level social cognition), and impaired theory of mind (high-level social cognition).

An association between visual processing and social cognition has previously been demonstrated in chronic phase schizophrenia (7–14). This relationship is hypothesized to reflect a cascading effect of disruptions of early stages of information processing on downstream cognitive functions (7, 12, 44). Consistent with a cascade model, early visual processing was associated with performance on the social cognitive tasks in this ROSz sample. Thus, our third hypothesis was supported. Consistent with prior findings in chronic schizophrenia (7, 9–14), the strength of the association between visual processing and social cognition was moderate in magnitude. Moreover, the relationship was consistent across low- and high-level social cognition processes.

Although the data supported a cascading effect between visual processing and social cognition, a cascading effect within social cognition, i.e., with low-level social cognition performance predicting high-level social cognition, was not supported by the regression analyses. Our results are in contrast to theoretical accounts and empirical data for a hierarchical stream within social information processing (45, 46). However, a major limitation of the current study was the small sample size, which likely rendered the analyses underpowered to detect mediation.

Remediation of the perceptual and cognitive impairments associated with schizophrenia using a neuroplasticity-based, bottom-up training approach is a growing area of research, and the visual system is amenable to training. The studies conducted so far suggest that targeted visual training holds promise for remediating visual processing impairments in people with schizophrenia. Improved performance on trained visual tasks, including visual backward masking, motion perception, contrast sensitivity, visual search efficiency, visual acuity, and perceptual organization have been reported (47–51). Beyond improvements on trained tasks, data from the present study suggest that interventions directed at improving early visual processing might also yield effects on downstream social cognitive processes in those with a recent onset of schizophrenia. This is a question for future research.



Conclusions

Early-stage visual processing, low-level, and high-level social cognition were all significantly impaired in ROSz. These data provide support for a cascade model of information processing between early-stage visual processing and social cognition in ROSz, but did not support significant cascading effects within social cognition.
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Footnotes

1 Note: Results from a follow-up repeated measures analyses in the ROSz sample that included CPZ equivalents as a covariate did not differ substantively from those reported in the manuscript (main effect of ISI, p < 0.001; main effect of CPZ, p = 0.11, ISI x CPZ, p = 0.68).

2Note: Subsequent analyses that included CPZ equivalents did not substantively differ from the results reported above. Specifically, the association between OM and the two social cognition measures remained statistically significant after controlling for CPZ equivalents.
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Mismatch negativity (MMN) is a negative deflection of the auditory event-related potential (ERP) elicited by an abrupt change in a sound presented repeatedly. In patients with schizophrenia, MMN is consistently reduced, which makes it a promising biomarker. A non-human primate (NHP) model of MMN based on scalp electroencephalogram (EEG) recordings can provide a useful translational tool, given the high structural homology of the prefrontal and auditory cortices between NHPs, such as macaques, and humans. However, in previous MMN studies, the NHP models used did not allow for comparison with humans because of differences in task settings. Moreover, duration-deviant MMN (dMMN), whose reduction is larger than that in the frequency-deviant MMN (fMMN) in patients with schizophrenia, has never been demonstrated in NHP models. In this study, we determined whether dMMN can be observed in macaque scalp EEG recordings. EEGs were recorded from frontal electrodes (Fz) in two Japanese macaques. Consistent with clinical settings, auditory stimuli consisted of two pure tones, a standard and a deviant tone, in an oddball paradigm. The deviant and standard tones differed in duration (50 and 100 ms for the standard and deviant tones, respectively). A robust dMMN with a latency of around 200 ms, comparable to that in humans, was observed in both monkeys. A comparison with fMMN showed that the dMMN latency was the longer of the two. By bridging the gap between basic and clinical research, our results will contribute to the development of innovative therapeutic strategies for schizophrenia.




Keywords: mismatch negativity, schizophrenia, electroencephalogram (EEG), macaque, animal model



Introduction

Abnormal auditory information processing is a key feature of schizophrenia (1). Mismatch negativity (MMN) is an electrophysiological response, generally elicited in an auditory oddball paradigm (2). Given its reliability across repeated experiments, MMN is a promising biomarker (3, 4). For example, MMN amplitude reduction is one of the most robust of several neurophysiological and neurocognitive biomarkers in patients with schizophrenia (5). Moreover, recent studies have shown that MMN is also reduced in patients at clinical high-risk (CHR) for psychosis (6–15), and that an MMN reduction in CHR predicts conversion to psychosis (16, 17). The relationship of MMN to the functional abilities of patients, assessed using the Global Assessment of Functioning Scale (GAF) (3, 18–23), for example, is also of clinical value.

MMN has been explored not only in the clinical setting, but also in basic research. As a translatable brain marker (24, 25), MMN can aid the development of new therapies, and facilitate studies of the pathophysiology of schizophrenia. MMN is elicited passively in the auditory oddball paradigm and does not require a behavioral response, which enables identical physiological activities to be monitored in experimental animals and patients. MMN has been examined in animal studies, including rodent (reviewed in (25, 26), cat (27, 28), guinea pig (29), rabbit (30), and non-human primate (NHP) [reviewed in (25)] models. The major advantage of NHPs is the high homology with humans, especially in the structure of the prefrontal and auditory cortices, both of which are essential for MMN generation (31). Following the pioneering work of Javitt and colleagues (32), several groups have investigated MMN in NHPs.

Despite the unique findings regarding MMN generation obtained in animal studies, their relevance to clinical MMN studies is unclear because of differences in the auditory paradigms used (i.e., sequence of tone stimuli, deviant stimulus type, inter-stimulus interval and proportion of deviant stimuli in the oddball paradigm). For comparative studies of animal models and humans, the auditory task should be the same. In conventional clinical studies, there are two types of auditory stimuli: a frequent, standard stimulus and an infrequent, deviant stimulus. The deviant stimuli commonly used in schizophrenia assessments are changes in the frequency and duration of pure tones. While a few studies have used the two-tone oddball task in NHP models, and both intensity-deviant (32–35) and frequency-deviant MMN (fMMN) (36–38) studies have been reported for NHPs, this is not the case for duration-deviant MMN (dMMN). However, in a meta-analysis (39), the effect size in patients with schizophrenia was significantly larger for dMMN reduction (0.94; confidence interval [CI] = 0.85–1.04) than for fMMN reduction (0.72; CI = 0.57–0.87). Whether a dMMN reduction predicts the onset of psychosis in CHR has also been considered (16).

In this study, we determined whether dMMN could be obtained in scalp electroencephalogram (EEG) recordings from awake macaque monkeys. We used an auditory oddball task with a long-duration deviant, to allow comparison with the results of our previous clinical MMN studies (13, 23, 40–42) demonstrating the validity of MMN reduction in patients with schizophrenia. We also recorded the fMMN and compared its waveform characteristics to those of the dMMN.



Methods


Subjects

EEGs were recorded in two male Japanese monkeys (monkeys F and N; Macaca fuscata, 5.0–6.6 kg). The monkeys were trained to sit calmly in a chair before they underwent head-post implantation, using standard aseptic surgical procedures, to allow head fixation during the experiment. Recordings were obtained at Tamagawa University and the University of Yamanashi. All animal care and experimental procedures used in this study were approved by Tamagawa University and the University of Yamanashi Animal Care and Use Committees, and were performed in accordance with the National Institutes of Health guidelines.

In addition, an EEG was recorded in a healthy human (30-year-old male) using the same EEG acquisition device to allow direct comparison between monkeys and humans. The participant was confirmed to have no hearing impairment, psychiatric/neurological condition, or first-degree relative with schizophrenia. This recording study was approved by the Ethics Committee of the Faculty of Medicine, University of Tokyo [approval no. 629-(18)].



Auditory Stimuli and EEG Data Acquisition Procedures

Two types of auditory oddball paradigm, both identical to those used in our previous clinical studies (13, 23, 40–42) in monkeys and humans, were employed in this study. In the monkeys, the dMMN was based on the two-tone auditory oddball paradigm and consisted of 1,000 stimuli (standard tones: 1,000 Hz, 50 ms, 90%; deviant tones: 1,000 Hz, 100 ms, 10%); in the fMMN, the 1,000 stimuli consisted of a standard tone (1,000 Hz, 50 ms, 90%) identical to that in the dMMN condition, and a deviant tone (1,200 Hz, 50 ms, 10%). Monkey F underwent 8 duration-deviant and 8 frequency-deviant sessions, while monkey N underwent 13 sessions of each. Previous macaque studies showed that monkeys were capable of discriminating differences well below 100 Hz at the 1,000 Hz tone frequency (43, 44), and that the Weber fraction for tone duration was 0.42 at 50 ms (i.e., monkeys can discriminate between 50 and 71 ms) (45). Identical tone stimuli were presented to the human participant over 1,000 trials in one session. The “flip-flop” control paradigm (46, 47) was conducted in monkey F. Here, the standard and deviant tones were reversed compared to the original oddball paradigm so that the 1,000 stimuli were as follows (standard tones: 1,000 Hz, 100 ms, 90%; deviant tones: 1,000 Hz, 50 ms, 10%). Monkey F underwent 8 flip-flop sessions. The auditory stimuli were provided at a sound pressure level of 80 dB, with a 1-ms rise/fall time. The onset of stimulus asynchrony was at 500 ms. Auditory stimuli were presented binaurally using earphones identically inserted in the monkeys and human. The two oddball conditions were counterbalanced. During the experiment, the monkeys sat in a primate chair positioned in a quiet, electrically shielded room. Monkey N was trained on a fixation task to minimize eye movement artifacts. A Polymate II-AP216 EEG, active electrode system (Miyuki Giken Co., Ltd., Tokyo, Japan) was used to record the EEGs. The electrode (Au) was manually placed on the frontal scalp just anterior to the head post, and was referenced to within 1 cm of the tragus of the left ear (Figure 1), because the mastoid area was not accessible due to the head-post surgery. The ground electrode was located just above the external occipital protuberance. In the human, a frontal electrode (Fz) was also used for the recording. The reference electrode was located at the left mastoid and the ground electrode was located at the right mastoid in keeping with a previous multi-site study (48). Impedance was below 20 kΩ, the sampling rate was 1,000 Hz, and the analog filter bandpass was set at 0.5–100 Hz.




Figure 1 | Electrode location. The EEG signal was recorded from an electrode positioned in the frontal area (Fz). The reference electrode (Ref) was placed in front of the ear.





Data Analysis

Off-line analyses were performed using EEGLAB (49), as described in our previous clinical studies (13, 23, 40–42). Continuous EEG data from the Fz electrode were digitally filtered at 3 to 20 Hz and segmented from −100 to 500 ms relative to stimulus onset. The mean of the pre-stimulus baseline was subtracted for baseline correction. Epochs exceeding ±50 μV were rejected. As a result, there were 3,924 out of 7,200 standard and 438 out of 800 deviant trials in monkey F, 5,977 out of 11,700 standard and 680 out of 1300 deviant trials in monkey N, and 899 out of 900 standard and 100 out of 100 deviant trials in human. The ERPs to the standard and deviant stimuli were calculated as mean values across trials, and the differential waveform was calculated by subtracting the standard response from the deviant response at each time point. Peak time latencies were used to evaluate waveform characteristics.

All statistical analyses were conducted using custom scripts written in MATLAB R2014a (MathWorks, Natick, MA, USA). MMN was evaluated using two-sample t tests (two-tailed) by comparing the trial-wise responses to the standard and deviant stimuli at each time point (every 1 ms from 100 ms before to 499 ms after tone onset). The false discovery rate (FDR, Benjamini-Hochberg method) was used to adjust for comparisons across multiple time points.




Results


Duration and Frequency of MMN in Monkeys

Figure 2A shows the grand average waveforms obtained from the two macaque monkeys during the duration-deviant experiment. The black line indicates the responses to the standard stimulus, the blue line the responses to the deviant stimulus, and the red line the differential waveform. The triphasic pattern in the differential waveform showed an initial negative deflection around 100 ms (peak latency 88 ms; −1.03 μV), followed by a positive deflection around 150 ms (peak latency 143 ms; 3.00 μV) and a second negative deflection around 200 ms (peak latency 195 ms; −1.32 μV). The ERPs to the standard and deviant stimuli were significantly different between the positive deflection (from 121 to 163 ms) and second negative deflection (from 188 to 205 ms) (two-sample t-test, p < 0.05, FDR corrected; t[11,017] > 2.82). The latency of the first negative deflection was similar to that reported for various types of MMN in NHPs (32–38). The latency of the second negative deflection was compatible with the dMMN reported in humans (13, 23, 40–42).




Figure 2 | dMMN and fMMN in macaque monkeys. (A), Grand average waveforms in the duration-deviant experiment conducted on two macaque monkeys. The electrical potential is plotted as a function of the time from tone onset. The black line shows the responses to the standard stimulus, the blue line the responses to the deviant stimulus, and the red line the differential waveform. The stimulus duration (indicated at the bottom of the graph) was 50 ms for the standard stimulus (black) and 100 ms for the deviant stimulus (blue). The stimulus frequency was 1,000 Hz for both the standard and deviant stimuli. Red dots on the top of the graph denote the times at which the responses to the standard and deviant stimuli were statistically different (two-sample t test, p < 0.05, FDR corrected). (B), Grand average waveforms in the frequency-deviant experiment conducted on two macaque monkeys. The stimulus frequency (shown at the bottom of the graph) was 50 ms for both the standard (black) and deviant (blue) stimuli. The stimulus frequency was 1,000 Hz for the standard stimulus and 1,200 Hz for the deviant stimulus. There were no statistical differences between the responses to the standard and deviant stimuli. The figure conventions are the same as in A.



For comparison, Figure 2B shows the grand average waveforms obtained during the frequency-deviant experiment conducted in the macaques. The differential waveform showed a single negative deflection around 130 ms (peak latency 128 ms; −0.53μV), but it was not significant. The latency of this negative deflection was comparable to the fMMN reported in humans (13, 23, 40, 41). Therefore, human-compatible MMNs were observed in the monkey in both the duration- and frequency-deviant experiment, with each MMN producing prototypical waveforms.



Evaluation of the Waveform Characteristics of dMMN and fMMN

Next, the waveform characteristics of the ERPs associated with the standard and deviant stimuli in the duration- and frequency-deviant experiments were evaluated. Figure 3 shows the ERP and differential waveforms for the duration- and frequency-deviant experiments conducted on the two monkeys. The ERP to the standard stimulus was characterized by the typical P1–N1–P2 complex (Figures 3A, B, E, F). The P1 and N1 waveforms were mostly identical between the standard and the deviant stimuli in both the duration- and frequency-deviant experiment. However, the P2 response to the deviant stimulus was delayed compared to the P2 response to the standard stimulus in the duration-deviant, but not the frequency-deviant, experiment. Consequently, the differential waveform in the duration-deviant experiment had an initial negative deflection followed by a positive deflection (Figures 3C, G), as described in the previous section.




Figure 3 | Waveform characteristics of ERP. Responses to the standard (black) and deviant (blue) stimuli, and the differential waveform (red), are shown for the duration-deviant (A, C, E, G) and frequency-deviant (B, D, F, H) experiments conducted on monkey F (A–D) and monkey N (E–H). Conventions are the same as in . The yellow shaded area denotes the time window of the dMMN (C, G) and fMMN (D, H) in Nagai et al. (13).



The latencies of the deflections in the differential waveforms were compared to the MMN latencies reported in our previous clinical studies (13, 23, 40–42). In Figure 3, the time windows of the human dMMN and fMMN are shaded in yellow (dMMN, 135–205 ms: Figures 3C, G; fMMN, 100–200 ms: Figures 3D, H). The latency of the second negative deflection in the duration-deviant experiment was compatible with the human dMMN. Similarly, the negative deflection in the frequency-deviant experiment was compatible with the human fMMN. The differential waveforms in the duration- and frequency-deviant experiments were roughly similar between the two monkeys (duration: Figures 3C, G; frequency: Figures 3D, H).



Tone Duration Controlled MMN in the “Flip-Flop” Paradigm

The above-described duration-deviant experiment was performed using different tone durations, and the difference in stimuli might have affected the differential waveforms (specifically, the delayed P2). We therefore performed a control study wherein the standard and deviant tones were reversed in one monkey (monkey F). In this “flip-flop” paradigm (46, 47), the standard tone was 100 ms, and the deviant tone was 50 ms.

Figure 4 compares ERP responses to identical 100-ms tones in different contexts. Here, the ERP responses to the standard tone in the flip-flop paradigm (black in Figure 4A) and the deviant tone in the original paradigm (black in Figure 4A) both had a delayed P2. Thus, the corresponding differential waveform (thick line in Figure 4A) had a much smaller first negative deflection and positive deflection compared to the original differential waveform (thin line in Figure 4B). In contrast, the second negative deflection did not differ between the two waveforms. We therefore conclude that the delayed P2 and corresponding first negative and positive deflections observed in the original differential waveform were due to the difference in tone duration. Furthermore, the second negative deflection in the original duration-deviant experiment may be considered an MMN-like response.




Figure 4 | Responses to 100-ms-duration stimuli in different contexts. (A), Response by one macaque monkey (monkey F) to 100-ms stimuli in a standard context (standard condition in the “flip-flop” paradigm: black) and a deviant context (deviant condition in the original oddball paradigm: blue). (B), Comparison of differential waveforms using ERPs to the standard stimulus in the original oddball paradigm (thin line: same as ) and ERPs to the standard stimulus in the flip-flop paradigm (thick line).





Comparison of Monkey and Human dMMN

A direct comparison of the results of the NHP model with those obtained in the human is provided in Figure 5, which shows the differential waveforms during the duration-deviant experiment in one monkey (monkey F) and the human participant, obtained using the same EEG acquisition device (Polymate II-AP216). A similar triphasic pattern, consisting of a negative deflection around 100 ms followed by a positive deflection around 150 ms and a second negative deflection around 200 ms, was obtained in both the monkey and the human.




Figure 5 | dMMN in macaque monkeys and in a human. (A), Waveforms in the duration-deviant experiment from one macaque monkey (monkey F). (B), Waveforms in the duration-deviant experiment from one human. Conventions are the same as in.






Discussion

Although previous studies have reported MMN-like responses in NHPs, this is the first NHP study to report an MMN-like response during a duration-deviant experiment. Specifically, we aimed to determine whether a dMMN would occur in awake macaque monkeys subjected to an auditory oddball task compatible with that used in our previous clinical MMN studies (13, 23, 40–42). We observed a triphasic MMN-like response in the duration-deviant oddball paradigm, and confirmed that the second negative deflection was not due to differences in tone duration using the flip-flop paradigm. This suggests that the second negative deflection was an MMN-like response, although we cannot preclude the possibility that the first negative deflection was also an MMN-like response. On the other hand, a triphasic MMN has previously been illustrated as an MMN-P3a-RON chain (50). Although the latencies seem to suggest otherwise, this is a possibility if we assume that neural latencies are shortened considerably in the monkey brain. Further studies are necessary to investigate this possibility.

In addition, an fMMN in the monkeys was recorded, and its waveform characteristics were compared to those of the dMMN. In both the duration- and frequency-deviant experiment, an MMN-like negative deflection was elicited with a latency compatible to those of the dMMN and fMMN in humans (13, 23, 40–42). In previous NHP studies, the negative deflection around 100 ms was interpreted as an MMN-like response. Gil-da-Costa and colleagues (33) reported an MMN-like response at 100 ms after tone onset using an intensity-deviant paradigm. The latency of the fMMN (around 130 ms) in our study was comparable. The latency of the second negative deflection in the dMMN was longer, but that may be explained by the difference in auditory stimulus; both frequency and intensity differences can be detected at tone onset, but duration differences can only be detected after 50 ms at the earliest.

Because deviant-type effects have been examined in previous clinical studies, we also investigated the difference between dMMN and fMMN in monkeys. Not only the MMN latencies, but also their forms, were similar between the monkeys and the human: the dMMN had a sharp deflection, whereas the fMMN had a shallow, trapezoidal shape [Figure 4 in (13)]. We further observed a delay in the P2 response to the deviant stimulus compared to the P2 response to the standard stimulus, but only in the duration-deviant, and not the frequency-deviant, experiment. The P2 latencies were around 100 ms, consistent with a previous study conducted on awake monkeys (7). The P2 latency was compatible with tone termination, such that tone offset detection (51) was presumably reflected in the P2 responses of the monkey. This was also consistent with the results from the flip-flop paradigm, in which the P2 was delayed for the 100ms standard stimulus. Indeed, a delay in the offset response has previously been observed more clearly in macaque than human (52). Nonetheless, the delayed P2 had a non-negligible effect on the waveform of the MMN-like response in the duration-deviant paradigm in the macaque.

Recognition of the different clinical characteristics of these two MMNs is critical if MMN is to be used as a biomarker of the early stages of schizophrenia. Our previous studies showed a significant reduction in the dMMN of patients with first-episode schizophrenia, and in CHR individuals, compared to healthy controls, whereas the fMMN reductions were not significant (13). These findings suggest that a reduction in dMMN reflects the pathophysiology of early stage illness or an altered developmental process; fMMN reduction is known to be associated with progressive brain changes and illness chronicity (24). In translational research, both dMMN and fMMN should be investigated to elucidate different mechanisms underlying the pathophysiology of schizophrenia. In the present study, identical EEG recording systems (including in terms of the auditory stimuli, earphones and EEG acquisition device) were used in the two monkeys and the human, allowing for direct comparison of their results. The probability of the deviant stimuli appearing in the sequence of tone stimuli is known to affect MMN amplitude; here we used a 10% probability, as in previous patient studies [reviewed in (24)]. Although careful comparisons are needed to determine whether MMN-like responses occur in experimental animals, our study demonstrated MMN-like responses, in terms of both duration and frequency, occurring within a similar time window in macaques and the human participant. Gil-da-Costa and colleagues (33) also used homologous scalp EEG acquisition systems, including noninvasive EEG caps, in monkeys and humans and obtained MMNs that were similar in terms of their latency and topography. Translational studies are needed before MMN can serve as a brain marker in preclinical and clinical studies. The present study could contribute to future translational investigations aiming to understand the neural mechanism of reduced dMMN in the early stage of schizophrenia, using dMMN as a marker for pharmacological or neurophysiological intervention in NHP models.

We were only able to record from Fz because the head-post was located at the top of the skull (i.e., the central electrode [Cz]). While the most robust MMN is obtained at the frontocentral electrode site (FCz), the amplitude of MMN is known to be reversed at the mastoids in human scalp EEG recordings. Therefore, in future NHP studies, EEGs should be recorded from a wider area. Indeed, a previous NHP study showed that the ERP amplitudes and latencies of the MMN-like response were topographically organized in temporal, frontal, and occipital electrodes under the frequency condition (53). Another previous study showed comparable topography of MMN between NHP and human (33). Moreover, because we could not record electrooculograms, we could determine whether slow potentials with low amplitude affected the results.

In conclusion, this study demonstrated homologous MMNs between macaque monkeys and humans in an auditory task identical to that applied in the clinical setting. By bridging the gap between basic and clinical research, our results will contribute to the development of innovative therapeutic strategies for patients with schizophrenia.
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Background

Sensory gating describes neurological processes of filtering out redundant or unnecessary stimuli during information processing, and sensory gating deficits may contribute to the symptoms of schizophrenia. Among the three components of auditory event-related potentials reflecting sensory gating, P50 implies pre-attentional filtering of sensory information and N100/P200 reflects attention triggering and allocation processes. Although diminished P50 gating has been extensively documented in patients with schizophrenia, previous studies on N100 were inconclusive, and P200 has been rarely examined. This study aimed to investigate whether patients with schizophrenia have P50, N100, and P200 gating deficits compared with control subjects.



Methods

Control subjects and clinically stable schizophrenia patients were recruited. The mid-latency auditory evoked responses, comprising P50, N100, and P200, were measured using the auditory-paired click paradigm without manipulation of attention. Sensory gating parameters included S1 amplitude, S2 amplitude, amplitude difference (S1-S2), and gating ratio (S2/S1). We also evaluated schizophrenia patients with PANSS to be correlated with sensory gating indices.



Results

One hundred four patients and 102 control subjects were examined. Compared to the control group, schizophrenia patients had significant sensory gating deficits in P50, N100, and P200, reflected by larger gating ratios and smaller amplitude differences. Further analysis revealed that the S2 amplitude of P50 was larger, while the S1 amplitude of N100/P200 was smaller, in schizophrenia patients than in the controls. We found no correlations between sensory gating indices and schizophrenia positive or negative symptom clusters. However, we found a negative correlation between the P200 S2 amplitude and Bell’s emotional discomfort factor/Wallwork’s depressed factor.



Conclusion

Till date, this study has the largest sample size to analyze P50, N100, and P200 collectively by adopting the passive auditory paired-click paradigm without distractors. With covariates controlled for possible confounds, such as age, education, smoking amount and retained pairs, we found that schizophrenia patients had significant sensory gating deficits in P50-N100-P200. The schizophrenia patients had demonstrated a unique pattern of sensory gating deficits, including repetition suppression deficits in P50 and stimulus registration deficits in N100/200. These results suggest that sensory gating is a pervasive cognitive abnormality in schizophrenia patients that is not limited to the pre-attentive phase of information processing. Since P200 exhibited a large effect size and did not require additional time during recruitment, future studies of P50-N100-P200 collectively are highly recommended.
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Introduction

Schizophrenia is a brain disorder characterized by abnormal mental functions, including cognitive symptoms (1). Before the onset of cognitive and behavioral problems, a complex cascade of pathophysiological processes in the brains of schizophrenia patients had been noted, including alterations of gene expression, neurochemical-metabolic disturbances, alteration of brain connectivity, and impaired information processing (2). The combined changes ultimately lead to behavioral, cognitive, and emotional deficits, which are the clinical hallmarks of the disease.

Sensory gating describes neurophysiological processes of filtering out redundant or unnecessary stimuli during information processing, which potentially protects higher-order functions from being overloaded (3, 4). Sensory gating deficits have been proposed to cause sensory flooding and defective information processing to the brain and contribute to the symptoms of schizophrenia (5). To measure sensory gating deficits, mid-latency auditory evoked responses (MLAERs), comprised of P50, N100, and P200, have been studied while utilizing the auditory paired-click paradigm. The paired-click paradigm employs two identical auditory stimuli 500 ms apart to measure the amplitude changes in auditory evoked potentials between the two stimuli (S1 and S2), while the degree of sensory gating can be measured by its reduction with stimulus repetition, expressed either as the ratio between the P50 amplitude evoked by S2 divided by the amplitude evoked by S1 or as the absolute difference in amplitude between S1 and S2. An increased gating ratio (S2/S1) or decreased amplitude difference (S1-S2) are interpreted as auditory sensory gating deficit (6–9). The sensory gating deficit may be due to either one of the following two mechanisms: First, the S1 amplitudes are smaller in patients than in the control group. Second, the S2 amplitudes are attenuated less in patients (10).

Among the three MLAERs induced by the paired-click paradigm, P50, N100, and P200, have been studied in patients with different psychiatric disorders. P50 sensory gating deficit has been the most extensively documented in patients with schizophrenia (11–15). This deficit was also found in their first-degree relatives and individuals with ultra-high risk for schizophrenia and does not alter with clinical manifestations, so it has been regarded as an endophenotype for schizophrenia (5, 16). Furthermore, the P50 sensory deficit was also found in other mental illnesses, including Alzheimer’s disease, anti-social personality disorder, bipolar disorder, cocaine use disorder, panic disorder, posttraumatic stress disorder, and so forth (17–24).

In comparison to P50, which has been extensively documented in patients with schizophrenia, previous studies on N100 and P200 were relatively inconclusive. There are only few literatures of P200 with limited sample size in patients with schizophrenia (9, 25). Turetsky et al., using a large sample, measured N100 in 142 schizophrenia probands, 373 unaffected first-degree relatives, and 221 community comparison subjects, and proposed that there were no group differences for either S2 amplitude or the gating ratio (26). In addition, Rosburg, in a systemic meta-analysis of 29 auditory N100 gating studies in patients with schizophrenia, suggested a similar conclusion of decrease in the S1 amplitudes without significant change in the S2 amplitudes (27). In fact, the amplitude difference (S1–S2) was not noticed in above mentioned studies. Although Rosburg pointed out that ‘‘the gating ratio and alternatively used S1–S2 difference are less reliable measures than the individual amplitude measures” (page 2109), there were various N100 studies showing that patients with schizophrenia displayed decreased amplitude difference (S1–S2) instead of gating ratio (9, 28–31). Therefore, all gating measures, including amplitude difference, should be reported in future sensory gating studies, with higher ratios or smaller difference scores reflecting weaker gating.

Moreover, there are several methodological issues in the study of P50-N100-P200 auditory sensory gating deficits. The first is the issue of attention. While P50 reflects the pre-attentive filtering of information processing, N100 sensory gating may be related to the filtering mechanism involved in triggering of attention, and P200 gating may be related to the filtering mechanism involved in the allocation of attention (8, 9, 32). Accordingly, some N100/P200 studies used auditory stimulation distractors (20, 33), while some others used visual attention tasks (34–36). However, there are still some studies without distractors providing positive results(7, 24, 26, 32).

A second point is the acquisition of P50-N100-P200 via one paired-click paradigm collectively and clarifying their interrelationship in schizophrenia patients. Instead of schizophrenia, P50-N100-P200 has been studied in other psychiatric disorders, such as panic disorder (20), bipolar I disorder (21), antisocial personality disorder (24), cocaine users (22, 23), and autism spectrum disorders (32) in recent years.

The third point is the issue of filter settings. It should be noted that the filter settings of 29 studies reported in Rosburg’s systemic meta-analysis were diverse. For example, the two N100 studies with large numbers of subjects utilized different filter settings (1–50 Hz vs. 0.5–20 Hz) (26, 37), which made the comparison inappropriate. Methodological issues regarding different filter parameters have been mentioned (13, 31, 38, 39), and it will be appropriate to use similar filter settings that are generally accepted.

Besides methodological concerns, the relationship between these neurophysiological indexes and schizophrenic symptoms is also of concern. The correlation between clinical symptoms and P50-N100-P200 indexes is inconclusive in previous studies. For example, Adler et al. found that auditory sensory processing defects (P50/N100) in schizophrenia appear to be independent of negative symptoms measured by the SANS (40, 41). In contrast, some scholars have claimed that more severe negative symptoms are associated with more severe sensory gating in schizophrenia (42–44). In fact, P50 and N100 are often labeled as candidate endophenotypes or “trait” deficits in schizophrenia that are state-independent and enduring across different symptom statuses (13, 26, 45).

In the present study, with a relatively large sample of participants, we aimed to investigate whether patients with schizophrenia have P50, N100, and P200 gating deficits measured collectively by the auditory paired-click paradigm without control of attention. S1 amplitudes, S2 amplitudes, gating ratio (S2/S1), and amplitude difference (S1-S2) were explored. Correlations between the above parameters and PANSS were also evaluated. We hypothesized that patients with schizophrenia would display gating deficits of P50, N100, and P200.



Methods


Participants

The Institutional Review Board of the National Taiwan University Hospital approved this study. All participants gave written informed consent in accordance with the Declaration of Helsinki after the objective and procedures of the study were fully explained. We recruited patients with schizophrenia from the outpatient clinics of the Department of Psychiatry, National Taiwan University Hospital. Board certified psychiatrists made the diagnosis of schizophrenia based on the diagnostic criteria of the Diagnostic Statistical Manual Fourth Edition (DSM-IV). Patients with a diagnosis other than schizophrenia, such as bipolar affective disorders, organic mental disorders, and substance-related disorders, were excluded. The patients’ clinical symptomatology was evaluated using the Mandarin version of the Positive and Negative Syndrome Scale (PANSS) for schizophrenia (46). Patients met predetermined criteria for clinical stability, as they had been treated with the same antipsychotic medications for at least 3 months and had no inpatient stay during the past year. Medications were not experimentally controlled in this study. The healthy controls were recruited through advertisement with the requirement of neither having current or lifetime psychiatric diagnosis, nor had family history of psychotic disorders. Those with prior epileptic disorders, history of central nervous diseases, or traumatic brain injury were excluded from recruitment. Subjects were also required to refrain from smoking for at least 1 h prior to testing.



Recording Environment

Electroencephalography (EEG) signals were recorded with a Quik-Cap (Compumedics Neuroscan, El Paso, TX, USA) from 32 scalp locations. All electrodes were placed according to the International 10–20 electrode placement standard, while electrodes placed at the tip of the nose (at Fpz) served as the reference and ground, respectively. Four additional electrodes were located above, below the left eye, and at the outer canthi of both eyes to monitor blinks and eye movements. Data were recorded on a Neuroscan ACQUIRE system (Compumedics Neuroscan, El Paso, TX, USA). Stimuli were digitized at a rate of 1 kHz and an on-line band-pass filter at 0.5–100 Hz, without applying 60-Hz notch filters. All electrode impedances were kept below 5 kΩ before recording.



Testing Procedures

The auditory stimuli were generated by a Neuroscan STIM system, while auditory stimuli were presented to the subjects binaurally via foam insert earphones. The standard procedures for the auditory P50-N100-P200 paradigm were based on established protocols (6, 9, 11, 21, 30, 47). Before ERP recording, audiometry testing was used to exclude subjects who could not detect 40-dB sound pressure level tones at 500, 1,000, and 6,000 Hz presented binaurally. The participants had not smoked for at least 1 h before sessions and were instructed to lie down supinely in a comfortable recliner in a sound-attenuating, electrically shielded booth, and asked to relax with their eyes open and to focus on a fixation point. No tasks were performed during the test. EEG and stimuli were recorded continuously during the testing, and subjects were closely observed through a video monitor. If signs of sleep were detected visually or by slow way activity on EEG, the experimenter would talk briefly to the subject.

Online averaging was used to monitor the number of trials free from gross artifacts (defined as activities exceeding ± 100 μV in the −100–500 ms time-window following stimuli). Paired auditory clicks (1 ms, 85 dB) were presented every 8–12 s throughout the whole test session (average: 10 s), with a 500-ms interstimulus interval (39). When a minimum of 120 artifact-free trials had been obtained, the paired-click session was terminated, which took about 20–30 min.



Offline Data Processing

Using Neuroscan Edit 4.5 software (Compumedics Neuroscan, El Paso, TX, USA), we followed the protocol regarding offline signal analysis formulated in previous publications (12, 30, 48). All data were processed by researchers who were blinded to the subject’s group assignment (49). Semiautomated procedures using the Tool Command batch processing Language (TCL) began with EOG artifact reduction through a built-in pattern-recognition algorithm (50). The data were epoched for the time window from -100 to 923 ms of the first click, with both S1 and S2 covered in the same epoch. All epochs containing activities surpassing ±50 μV were excluded, and retained pairs were compared between groups. To prevent temporal aliasing, we averaged the epochs digitally and band-pass-filtered them (10–50 Hz for P50, 1–50 Hz for N100 and P200) in the frequency domain. Peaks and preceding troughs were then detected at the Cz electrode using preset intervals automatically. The P50 peak was deﬁned as the largest positive deﬂection identified in the 40 and 75 ms poststimulus interval, with its amplitude defined as the difference between this peak and the preceding trough (not earlier than 30 ms poststimulus). The N100 peak was identiﬁed as the most negative deﬂection in the 80 to 150 ms poststimulus interval, and N100 amplitude was deﬁned as the absolute difference between the N100 peak and the preceding positive trough. The P200 peak was defined as the most positive deﬂection in the 150 to 250 ms poststimulus interval, with its amplitude measured as the absolute difference between the P200 peak and the preceding trough. Data from subjects with an S1 amplitude <0.5 μV were removed from further analysis. The P50, N100, and P200 parameters included S1 amplitude, S2 amplitude, amplitude difference (S1–S2), and gating ratio (S2/S1). A maximum gating ratio of 2 was applied to prevent outliers from disproportionately distorting the group mean (30, 48, 49, 51).



Statistical Analysis

Statistical analyses were performed using IBM SPSS v22. For demographic characteristics, smoking amount, illness duration, CPZ equivalent dose, and ERP parameters, the results are presented as means and standard deviations (± SD). Chi-square tests were used for categorical variables when appropriate. Distributions were tested for normality using the Kolmogorov–Smirnov test with a significance level set at p=0.01. Distributions differing significantly from normality were normalized with a logarithmic transformation before proceeding with data analysis. The group differences for P50-N100-P200 parameters were tested using GLM repeated measures ANCOVA with age, education, smoking amount, and retained pairs as covariates, controlling for differences in those variables. Cohen’s d for presenting the effect size (the standardized difference between the two means) was computed between the control and schizophrenia groups with small, medium, and large effect sizes as the absolute value of Cohen’s d 0.2 to 0.5, 0.5 to 0.8, and ≥0.8, respectively.

We then examined correlations of S1 amplitude, S2 amplitude, gating ratio, and amplitude difference between P50, N100, and P200 in both the groups. We also calculated correlations of these parameters with the PANSS data in the schizophrenia group, while three PANSS structures were used: the three subscales classification (positive, negative, and general psychopathology total scores), Bell’s five-factor model (positive, negative, cognitive, emotional discomfort, and hostility components) (52), and Wallwork’s five-factor model (positive, negative, disorganized/concrete, excited, and depressed components) (53).




Results

A total of 104 patients with schizophrenia and 102 healthy controls were recruited. Demographic and clinical characteristics are shown in Table 1. The two groups differed significantly in the age, years of education, smoking amount and retained pairs, but not in the distribution of gender. The schizophrenia group was older (39.7 ± 10.2 years vs. 31.8 ± 11.5 years, p<0.001), less educated (13.4 ± 2.8 years vs. 15.5 ± 3.2 years, p<0.001) and reported a much higher amount of smoking than the control group (0.154 ± 0.39 PPD vs. 0.029 ± 0.147 PPD). In addition, retained pairs differed between schizophrenia and control groups (107.7 ± 22.7 vs. 116.1 ± 20.6, p=0.006). In the schizophrenia group, the duration of illness was 14.1 ± 9.9 years, and the CPZ equivalent dose was 332.5 ± 229.8 mg. Among them, one patient was not treated with any antipsychotic, 20 patients were prescribed 1st generation antipsychotics, 71 patients were given 2nd generation antipsychotics (including 17 patients with clozapine), and 12 received a combination of 1st and 2nd generation antipsychotics. In terms of clinical severity shown by PANSS scores, the schizophrenia patients exhibited 11.8 ± 4.2, 15.3 ± 6.0, 25.4 ± 8.2, in positive symptoms, negative symptoms, and general psychopathology subscales, respectively.


Table 1 | Demographics of control and patient groups (SD in parentheses).



Figures 1 and 2 show the grand average P50, N100, and P200 waveforms evoked by S1 and S2, respectively, in a control subject and a schizophrenia participant. Comparisons of event-related potentials are shown in Table 2. Distributions violating normality tests (all parameters other than P50 amplitude differences, N100 S2 amplitude, and P200 S2 amplitude) were normalized with a logarithmic transformation prior to data analysis. With age, education, smoking amount and retained pairs as covariates, the schizophrenia group had significantly larger gating ratios than the control group on P50 (p=0.019; Cohen’s d=0.358), N100 (p=0.002; Cohen’s d=0.453), and P200 (p=0.001; Cohen’s d=0.763). Besides, medium and large effect sizes were noted in the N100 amplitude difference (Cohen’s d=0.639) and P200 amplitude difference (Cohen’s d=0.841). Further analysis revealed different causes for these group differences in gating ratio. For P50, it was due to the elevated S2 amplitude and unchanged S1 amplitude; for N100 and P200, reversely, they were due to reduced S1 amplitude and unchanged S2 amplitude.




Figure 1 | Grand average waveforms of P50 at Cz in a control subject (blue) vs. a schizophrenia participant (orange), respectively. Click stimuli were presented at time zero (first click) and at 500 ms (second click). The potential was filtered between 10 and 50 Hz to optimize scoring of the P50 component. The P50 peak was deﬁned as the largest positive deﬂection identified in the 40 and 75 ms poststimulus interval.






Figure 2 | Grand average waveforms of N100-P200 at Cz in a control subject (blue) vs. a schizophrenia participant (orange), respectively. Click stimuli were presented at time zero (first click) and at 500 ms (second click). The potential was filtered between 1 and 50 Hz to optimize scoring of the N100 and P200 components. The N100 peak was identiﬁed as the most negative deﬂection in the 80 to 150 ms poststimulus interval, and the P200 peak was defined as the most positive deﬂection in the 150 to 250 ms poststimulus interval.        




Table 2 | Comparison of P50, N100 and P200 parameters between control and patient groups.



Regarding the relationship between P50, N100, and P200 parameters for the control and schizophrenia groups, the Pearson correlation coefficients are outlined in Table 3. In both the control group and the schizophrenia group, the P50 gating ratio did not correlate with the N100 or P200 gating ratio, but the N100 gating ratio was correlated significantly with the P200 gating ratio. For the difference scores and S1 amplitude, significant correlations between P50, N100, and P200 in both groups were noted. For S2, correlations between S2 amplitudes were only found in the schizophrenia group, while no significant correlations between P50 and N100 amplitude or between P50 and P200 amplitude in the control group were discovered.


Table 3 | Pearson correlation coefficients (r) between P50, N100, and P200 ratios, between difference scores, and between amplitudes for the control and schizophrenia groups.



As for correlations between the P50-N100-P200 parameters and PANSS scores, we could not find any correlation of any individual PANSS items or three subscales with P50, N100, and P200 parameters (Table 4). Using Bell’s five-factor model (52), we found a negative correlation(r=−0.254, p=0.009) of P200 S2 amplitude with emotional discomfort factor (G2, G3, G6, G16). With Wallwork’s five-factor model (53), we found a negative correlation (r=−0.217, p=0.027) between the P200 S2 amplitude and the depressed factor (G2, G3, G6).


Table 4 | Pearson correlation coefficients (r) between the P50/N100/P200 parameters and PANSS factors.





Discussion

To the best of our knowledge, this is the largest sample size to analyze P50, N100, and P200 collectively by adopting the passive auditory paired-click paradigm without distractors. Comparing 104 schizophrenia patients with 102 control subjects, we found that schizophrenia participants had significant P50 sensory gating deficits reflected by a larger P50 S2 amplitude and a larger P50 gating ratio. On N100, patients with schizophrenia demonstrated defective N100 sensory gating reflected by a smaller N100 S1 amplitude, larger N100 gating ratio, and smaller N100 amplitude difference. In addition, patients exhibited P200 sensory gating deficits reflected by smaller P200 S1 amplitude, a larger P200 gating ratio, and a smaller P200 amplitude difference. We found no correlations between sensory gating indices and schizophrenia positive or negative symptom clusters. However, we found a negative correlation (r=−0.217, p=0.027) between the P200 S2 amplitude and Bell’s emotional discomfort factor/Wallwork’s depressed factor.

Lijffijt et al. explored the effects of age, gender, education, and intelligence in 60 healthy subjects, and concluded that they might have influence on P50-N100-P200 (6). In addition, smoking has been found to normalize P50 sensory gating deficits transiently in schizophrenia patients (54–56). With rigorous covariates controlled for possible confounds, such as age, education, smoking amount and retained pairs, we found that schizophrenia patients had significant sensory gating deficits in P50-N100-P200, suggesting no effect of group difference of these possible confounders on current outcomes. Because subjects were required to refrain from smoking for at least 1 h prior to testing, the transient normalizing effect of cigarette smoking could be ignored.

In contrast to P50 and N100, which have been mentioned as essential biomarkers in schizophrenia, the P200 gating deficit in schizophrenia has been scarcely investigated (4, 15, 45, 57). One possible reason is the relevance of attention since many scholars have suggested that the distraction paradigm may enhance the detection of abnormal gating in patients with schizophrenia (34). Consequently, visual and auditory distractors were given in the N100/P200 trials (20, 33, 35, 36). However, Rosburg et al. suggest that the active control of attention is difficult in sensory gating experiments, since long intervals of no stimulation between the paired clicks are a necessary component of these experiments (58). In fact, there were only a few schizophrenia studies that analyzed auditory P50-N100-P200 using a paired-click paradigm without distractors (9, 30, 48). Boutros et al. examined P50-N100-P200 in 23 patients with schizophrenia and age/gender-matched healthy control subjects and concluded that patients with schizophrenia had demonstrable habituation or sensory gating difficulties throughout the mid-latency range of information processing, including N100/P200 (9). This study, using larger sample size, confirmed the viewpoint of the Boutros group. In addition, P200 had a larger effect size of gating ratio (Cohen’s d=0.763) and amplitude difference (Cohen’s d=0.841) than the gating ratio and amplitude difference of N100 and P50, indicating the presence of P200 gating deficits in schizophrenia patients. Light et al. explored a comprehensive study of neurophysiological and neurocognitive biomarkers for use as neural substrates and genomic studies in schizophrenia, including four parameters of P50 and N100, respectively (16), and concluded that they could be considered as endophenotypes. Previous studies have reported that P200 has better reliability than P50 and N100 (7). Since P200 exhibited a larger effect size and did not require additional time during recruitment, future studies of P50-N100-P200 are highly recommended.

A meta-analysis by de Wilde et al. revealed that the effect size for P50 sensory gating is large, with a measure across studies of Cohen’s d=1.28. However, the differences were heterogeneous and not the same across all the studies (13, 39). This study recruited a sample size of 104 schizophrenia patients and 102 control subjects, which exceed most of the P50 literature, confirmed the role of P50 sensory gating deficits in schizophrenia. Sensory gating deficits were mainly due to differences in S2 (Cohen’s d=0.42) rather than S1, which was confirmed by other studies (11, 59), despite the proposition of some researchers that S1 amplitudes largely determine differences between normal subjects and schizophrenia patients on P50/N100 sensory gating (60). For N100, we found medium effect sizes for S1 amplitude (Cohen’s d=0.595) and amplitude difference (Cohen’s d=0.639), with a small effect side on gating ratio (Cohen’s d=0.453). There were no group differences in S2. Our N100 results corroborate the findings of Turetsky et al. (26) and were in line with Rosburg’s meta-analysis study (27). Interestingly, our results were different from those of Light et al., who proposed that the P50/N100 amplitude difference and gating ratio have only a limited effect size compared to the S1 and S2 amplitudes of P50/N100. Differences in methodology might be a possible interpretation (39).

Previous studies have extensively documented elevated P50 gating ratio in schizophrenia patients, but it remains unclear whether this is due to smaller S1 amplitude or larger S2 amplitudes in patients than in the control group. As conceptualized by Boutros et al., “ERPs elicited in the paired stimuli procedure reflect the abilities of the nervous system to both (i) “gate in” novel, or salient, information (i.e. stimulus registration, as measured by ERP amplitude to S1) and (ii) filter out extraneous information (i.e. repetition suppression, as measured by ERP amplitude suppression at S2)” (61, 62). S1 and S2 responses may index separate psychological phenomenon, while S1 reflects information registration of the stimuli and S2 reflects information habituation to the repeating stimulus (34, 63). Our results revealed that sensory gating deficits were due to larger S2 amplitudes in patients than in the control group in P50 as well as smaller S1 amplitudes in patients than in the control group in N100 and P200, suggesting that P50 and N100/P200 gating deficits may be due to different neurophysiological mechanisms. This study is the first one to delineate a unique pattern of P50-N100-P200 sensory gating deficits in schizophrenia patients: i.e. repetition suppression deficits in P50 and stimulus registration deficits in N100/200.

Concerning the relationship between P50, N100, and P200 parameters in Table 3, the P50 gating ratio does not correlate significantly with those of the N100 and P200 (21, 64, 65) suggesting that they tap into the integrity of different underlying mechanisms. However, regarding the amplitude difference score and S1 amplitude, rather than the S2 amplitude, P50 correlated significantly with N100 and P200. These findings not only corroborate that processing of auditory information differs between S1 (information registration of the stimuli) and S2 (information habituation to the repeating stimulus), but also validate the viewpoint by Boutros that difference measure is more closely related to S1 amplitude (62). Because S1 amplitude and S2 amplitude of P50 are involved in the different cognitive domain deficits (66), distinguishing the source of change helps to clarify the underlying mechanisms of sensory gating deficits.

Regarding the underlying mechanism of sensory gating, the role of alpha-7 nicotinic system on P50 has been documented (45, 56, 67, 68), and the neuroanatomy of P50 involves the hippocampal, temporal, and frontal lobe regions (15, 62, 69–73). To model abnormalities in the P50, N100, and P200 in schizophrenia, Connoly et al. analyzed the effects of ketamine P20, N40, and P80 event-related potential components in mice. Ketamine increased the P20/N40 amplitude and decreased the P80 amplitude. Although the effects of ketamine in mice P80 were consistent with P200 ERP changes in schizophrenia, the effects of ketamine in mice P20/N40 are inconsistent with alterations in the corresponding P50 and N100 in schizophrenia. Therefore, NMDA dysfunction may contribute to P200 deficits, but not P50-N100, in schizophrenia (74). More efforts are needed to delineate the underlying mechanism of sensory gating besides P50 in order to develop novel schizophrenia therapeutics (75–77).

Regarding the correlations between sensory gating measures and schizophrenia symptom clusters, some scholars have claimed that more severe negative symptoms are associated with more severe sensory gating in schizophrenia (42–44). However, others failed to demonstrate a relationship between negative symptoms and P50 sensory gating (9, 29, 40, 78–80). Regarding positive symptoms and sensory gating, no previous studies have been noted (42, 78, 80). Our results revealed that, besides the negative correlation of P200 S2 amplitude with Bell’s emotional discomfort factor (G2, G3, G6, G16) and Wallwork’s depressed factor (G2, G3, G6), which needs to be further replicated, we could not find any correlation between any individual PANSS items or other PANSS factor dimensions with P50, N100, and P200 parameters. Interestingly, Boutros et al., in their P50-N100-P200 research, found that none of the P50 or N100 derived sensory gating measures correlated with any of the PANSS derived scales, but the P200 gating ratio measure correlated positively with the Bell’s emotional discomfort symptom cluster (9). Previous studies exploring neuroanatomy of symptom dimensions in schizophrenia focused on major symptom factors rather than Bell’s emotional discomfort factor or Wallwork’s depressed factor (81–83). Therefore, our finding should await validation prior to further speculation.

Other reasons for scanty relationships between ERPs and clinical symptoms of schizophrenia, according to Ford’s comment, may include the possibilities that ERP studies are not sensitive to schizophrenia symptoms or mechanisms, patients’ subjective experiences are difficult to report and fathom, antipsychotics dissociate the symptoms from the neurobiology or the symptoms are nonspecific to schizophrenia (84). To summarize, our findings indicate that P50-N100-P200 sensory gating may reflect a more stable trait than clinical symptoms that vary over time (21, 85). The absence of clinical correlation with sensory gating deficits might be considered as the characteristic of endophenotypes, while the criteria for a candidate endophenotype include state-independence, that is, it manifests whether or not the illness is active (16, 86).

Some limitations of the current study are worth noting. First, antipsychotic medications, often prescribed to improve positive symptoms, were not experimentally controlled in this cross-sectional study. Although some studies showed that second generation antipsychotics, especially clozapine, may normalize P50 gating ratio in schizophrenia patients (80, 87), after comparing the patients taking clozapine (n=17) and non-clozapine antipsychotics (n=87), we found no significant difference between these two subgroups in any gating ratio (P50 gating ratio: t=0.963, p=0.344; N100 gating ratio: t=−0.453, p=0.652; P200 gating ratio: t=0.674, p=0.356). Our findings are supported by the viewpoints that P50/N100 sensory gating deficits were not influenced by antipsychotics (14, 27, 44, 88, 89). Since P200 involves attention allocation processes and antipsychotics may have an impact on information processing speed, medication status may confound our findings. Therefore, longitudinal studies will be needed to clarify the effect of medication. Also, novel techniques besides time-domain grand average analysis have not been used, such as phase locking analysis, frequency domain analyses, and so on (28, 60, 90, 91). For example, gamma spectrum oscillations mostly contributed to the prediction of the P50, and theta spectrum oscillations mostly to the N100 (28, 60).

In conclusion, the present study is the largest one to acquire auditory P50-N100-P200 collectively in a task-free pair-click paradigm without distractors, and the first one to delineate a unique pattern of sensory gating deficits in schizophrenia patients: i.e. repetition suppression deficits in P50 and stimulus registration deficits in N100/200. Schizophrenia patients demonstrated significant sensory gating deficits in P50-N100-P200, even after controlled for possible covariates, such as age, education, smoking amount and retained pairs. These results suggest that sensory gating is a pervasive abnormality in schizophrenia patients that can be detected throughout the entire mid-latency range of information processing and is not limited to the pre-attentive stages. We corroborated the findings of very few previous studies on P200 gating deficits in schizophrenia patients. P50, N100, and P200 sensory gating deficits in schizophrenia patients may be associated with different mechanisms and warrants further investigation.
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Background

We previously demonstrated that the high heterogeneity of response to computerized Auditory Training (AT) in psychosis can be ascribed to individual differences in sensory processing efficiency and neural plasticity. In particular, we showed that Auditory Processing Speed (APS) serves as a behavioral measure of target engagement, with faster speed predicting greater transfer effects to untrained cognitive domains. Here, we investigate whether the ability of APS to function as a proxy for target engagement is unique to AT, or if it applies to other training interventions, such as Executive Functioning Training (EFT). Additionally, we examine whether changes in APS are durable after these two forms of training.



Methods

One hundred and twenty-five participants with Recent Onset Psychosis (ROP) were randomized to AT (n = 66) and EFT (n = 59), respectively. APS was captured at baseline, after treatment, and at 6-month follow-up. Mixed models repeated measures analysis with restricted maximum likelihood was used to examine whether training condition differentiated APS trajectories. Within-group correlational analyses were used to study the relationship between APS and performance improvements in each of the training exercises.



Results

The two groups were matched for age, gender, education, and baseline APS. Participants showed high inter-individual variability in APS at each time point. The mixed model showed a significant effect of time (F = 5.99, p = .003) but not a significant group-by-time effect (F = .73, p = .48). This was driven by significant APS improvements AT patients after treatment (d = .75) that were maintained after 6 months (d = .63). Conversely, in EFT patients, APS improvements did not reach statistical significance after treatment (p = .33) or after 6 months (p = .24). In AT patients, baseline APS (but not APS change) highly predicted peak performance for each training exercise (all r’s >.42).



Conclusions

Participant-specific speed in processing basic auditory stimuli greatly varies in ROP, and strongly influences the magnitude of response to auditory but not executive functioning training. Importantly, enhanced auditory processing efficiency persists 6 months after AT, suggesting the durability of neuroplasticity processes induced by this form of training. Future studies should aim to identify markers of target engagement and durability for cognitive training interventions that target sensory modalities beyond the auditory domain.





Keywords: cognitive training, neuroplasticity, target engagement, early psychosis, personalized medicine



Introduction

Uncoordinated neural activity during early sensory processing is well-documented in individuals with schizophrenia early in the course of illness (1–3), and among individuals at risk for developing psychosis (4–6). Impaired early processing operations are known to contribute to widespread neurocognitive-perceptual impairments, including deficits in attention, speed of processing, learning and memory, problem solving, and executive functioning (7). Albeit heterogeneous, these impairments are observed across the illness course of schizophrenia (8), are present in antipsychotic-naïve first-episode individuals and in individuals at risk for psychosis (9, 10), and predict the transition from prodromal to first-episode psychosis (11). Therefore, sensory processing has evolved as a target for experimental interventions aiming to remediate schizophrenia-related cognitive impairments, including computerized cognitive training (12).

The computerized training program that has been most consistently studied to date to target sensory processing in the auditory system was developed by Posit Science, Inc. (13). Via exercises that place implicit, increasing demands on discrimination of basic auditory and verbal stimuli, Auditory Training (AT) is designed to “re-tune” the operations between temporally detailed resolution of auditory inputs in auditory cortex, prefrontally-mediated attention, and auditory/verbal memory functions (14). Indeed, electro- and magneto-encephalographic data suggest that AT enhances both early representations in primary auditory cortex and auditory sensory gating, as well as both early and later task-related activity in prefrontal areas (3, 15–18).

According to its hypothesized mechanism of action, as well as neurophysiological findings from studies investigating its neural underpinnings (17, 19), AT drives gains in higher-order cognitive operations by improving efficiency in distributed prefrontal-temporal auditory systems (20, 21). Because several lines of evidence suggest that the degree of engagement of targeted neural systems can be indexed by behavioral changes on a neurophysiological task specifically designed to probe such systems (13, 18, 22–25), we sought to identify and characterize a behavioral measure of sensory processing efficiency, indicative of both auditory perceptual and attentional operations.

In our previous work, we showed that Auditory Processing Speed (APS): (i) can be reliably measured in patients with schizophrenia undergoing AT via a time-order judgment task using frequency-modulated sound stimuli (21, 26, 27); (ii) significantly improves after 20 h of AT (21, 28, 29), but does not show additional significant changes at 30 or 40 h of training (21, 30); and (iii) shows a high degree of inter-individual variability at baseline, in the steepness of the initial change, and in the efficiency threshold reached after 20 h—indicating heterogeneity both in terms of baseline psychophysical efficiency and in terms of training-induced engagement of prefrontal-temporal neural systems (21). Most importantly, we found that the faster the APS that is reached after 20 h of training (and not the overall magnitude of APS improvements), the greater the transfer effects to untrained cognitive domains—suggesting a significant association between a patient’s ability to reach a threshold of sensory processing efficiency and their degree of cognitive improvement after AT (21).

In light of such findings, three questions emerge as the logical next steps of investigation. First, because the behavioral assessment of sensory processing to date has only been applied to the study of AT, it remains unclear whether APS can capture the enhancement of processing efficiency induced by training programs targeting sensory modalities other than the auditory domain. As novel computerized training interventions become increasingly available, including Social cognitive Training (31–34), and Executive Functioning Training (EFT; 31, 34, 35), it is critical to evaluate whether APS can still serve as a proxy of neural target engagement, or if new behavioral measures need to be developed and validated.

Second, the idea that improved auditory system processing translates to enhanced cognitive performance needs to be further verified, as results on the relationship between improvements on the AT exercises, APS, and gains in cognitive outcomes have been somewhat inconsistent. In fact, three studies reported significant associations between APS and cognitive outcomes (21, 26, 27), whereas two found substantial gains in APS, but no transfer of gains to other cognitive outcome measures (28, 29). A significant relationship between APS and improvements on the AT exercises would corroborate its ability to serve as a measure of target engagement.

Third, while the efficacy of AT for improving cognition and neural activation patterns in schizophrenia in the short term is well supported (16, 26, 27, 36), as well as its capacity to induce durable improvements in neuropsychological and functional outcome measures (18, 31, 37), no studies to date have investigated the durability of improvements in processing efficiency following AT or other forms of computerized training.

To address these questions, we collected data from patients with Recent Onset Psychosis (ROP) who were randomized to AT and EFT, and measured APS at baseline, immediately after treatment, and at 6-month follow-up.



Methods


Participants

Study participants consisted of 125 adolescents and young adults recruited in the context of an ongoing, double-blind, multi-site randomized controlled trial (ClinicalTrials.gov Identifier: NCT01973270) that was performed across four community mental health centers in California (Prevention and Recovery in Early Psychosis, PREP) and from the University of Minnesota Physicians Psychiatry (UMP) Outpatient Clinics, each of which specialize in early intervention services following the NAVIGATE model (38). Participants receiving treatment services were referred by their clinicians or were recruited by the study team.

They met criteria for a DSM-V Psychotic Disorder, with onset of first psychotic episode within the last 2 years. All participants had achieved outpatient status for at least 1 month before study entry and participants taking psychiatric medications were on a stable dose for at least 1 month prior to participation. All participants met the following additional inclusion/exclusion criteria: (1) Good general physical health; (2) Age 16–35 years; (3) Fluent and proficient in English; (4) IQ ≥70; (5) No neurological disorder; (6) No clinically significant substance abuse that would interfere with the ability to participate fully during recruitment, assessment, or training; (7) Not being currently treated with benztropine, diphenhydramine, or high doses of clozapine (>500 mg by mouth four times a day) or olanzapine; (8) No prior cognitive training within the past 3 years.



Procedures

Participants age 18 and older gave written informed consent, while those younger than age 18 provided assent, with written parental/legal guardian consent. Baseline assessments were conducted prior to randomization. Participants were randomly assigned to two types of cognitive training: AT and Social Cognition Training (SCT), or EFT. Participants were loaned tablets and participated in the intervention at home or in the clinic. Participants were contacted 1–2 times per week by telephone, email, text, or during brief in-person meetings to discuss progress. Coaching was provided if a participant indicated difficulty in completing the recommended number of hours of training per week (e.g., goal-setting; discussion of scheduling; setting an alarm and using reminders). Participants were asked to complete up to 30 h of training (1 h/day, 5 days/week, for 6 weeks), and had up to 12 weeks to complete training prior to post-training assessments. Six months after training, participants completed the follow-up assessment.

While in the trial, participants received early intervention services by providers or clinic personnel not involved in the study (e.g., individual, group, and family therapy, case management, psychosocial rehabilitation, psychosocial education, psychiatric services, peer support services, and supportive employment and education services). All participants received $25 for every 5 h of training completed, as well as compensation for completing the baseline, post-training, and 6-month follow-up assessments.

Demographic characteristics are presented in Table 1.


Table 1 | Demographics of participants randomized to Auditory Training (AT) and Executive Functioning Training (EFT).




Cognitive Training Interventions

Participants in the targeted AT program completed auditory training and social cognition training exercises. AT has been described in detail previously (21). It consists of four computerized exercises (Sound Sweeps, Fine Tuning, Syllable Stacks, Fine Tuning) designed to improve speed and accuracy of auditory information processing while engaging auditory and verbal working memory. More information about the exercises can be found at https://www.brainhq.com/why-brainhq/about-the-brainhq-exercises. This training approach is based on evidence that schizophrenia is characterized by widespread disturbances in fronto-temporal neural systems subserving auditory processing and verbal memory. The targeted SCT program has been recently studied as a supplement to AT (31, 34). It consists of seven computerized exercises which collectively target perception, attention and memory in the social cognitive domains of vocal and visual affect perception and social cue perception (gazes and faces).

The targeted EFT program consists of eleven computerized exercises that engage visual attention and working memory processes to improve cognitive control. All exercises were provided by Posit Science Corporation.

All three training programs are structured in blocks. Each block consists of 20–50 adaptive trials. The difficulty level of each trial depends on performance on previous trials. Block completion is based on user performance: once exercise-specific algorithms detect lack of additional improvements, the block terminates, and users are presented with a new block from the same exercise. Therefore, even if the length of a training session is fixed (60 minutes) and the number of exercises within a session is fixed (4 exercises), different individuals complete different amounts of blocks per exercise within a session. Correct trials are rewarded with points and animations. Compliance is monitored by electronic data upload.

Four metrics are available for each exercise: (1) baseline performance – this is the score reached the first time a participant played with any given exercise; (2) number of blocks – this is a direct measure of exposure to a training exercise; (3) peak performance – this is the best score reached in a training exercise at any point throughout the intervention; 4) weighted peak performance – this is a weighted average of peak performance that takes into account the number of blocks completed for that specific exercise, such that the more blocks a participant has completed for a specific exercise, the more his peak performance weighs.



Assessment of Auditory Processing Speed (APS)

APS was determined using a method based on the Zippy Estimation by Sequential Testing (ZEST) algorithm, an adaptive Bayesian procedure for determining sensitivity measures (i.e. estimating threshold). In the assessment of APS, participants perform a time-order judgment task where they are asked to identify the direction of tonal change in a sequence of two successive frequency-modulated (FM) sound sweeps, as either “up” (from a lower to a higher pitch) or “down” (from a higher to a lower pitch). The ZEST algorithm adaptively modifies the interstimulus interval (ISI) between the two sound sweeps and the sweep duration, which is held equal to the ISI, as the performance changes trial by trial. The Bayesian procedure terminates after 100 trials.

Lower APS indicates faster (more efficient) auditory processing speed at shorter sweep durations. The task can be accessed via the url: https://v4.brainhq.com/?v4=true&fr=y#assessment/0N. APS was measured at baseline, immediately after training, and at 6-month follow-up.



Planned Analyses

We performed an intent-to-treat analysis on all randomized participants (N = 125), regardless of hours of intervention. Independent samples T-tests were used to test for group differences in age, participant education, and baseline performance in the APS task. Pearson’s chi-square was used to test for group differences in gender. Fisher’s Exact Test was used to test for group differences in medication regimens. In order to examine whether changes in APS are durable after training and whether training condition differentiates APS trajectories over time, we used a linear mixed-effects model with group and time as fixed factors. Model parameters were estimated using restricted maximum likelihood and AR (1) correlation structure. This allowed us to retain all available data for analysis. Effect sizes (Cohen’s d) were computed using the mean change scores (post-training minus baseline) and the baseline pooled standard deviations. To investigate whether metrics from the AT exercises were associated with APS, we used Pearson’s correlations uncorrected for multiple comparisons.





Results

All variables were normally distributed. There were no significant differences between groups in baseline demographic characteristics, medication regimens, symptom severity, baseline APS, or total amount of training.

After randomization, 17 out of 66 (26%) AT participants withdrew from the study compared to 14 of 59 (24%) EFT participants, a nonsignificant difference (χ2 = 0.08, p = 0.80). There were no significant differences in demographic variables and symptom severity between those who completed the training and those who dropped out (all p values >.05). At the 6-month follow-up, 34 AT participants and 21 EFT participants completed the APS assessment, respectively. There were no baseline differences in demographic variables, baseline APS, and symptom severity between participants who dropped out at the post-training time point versus six-month follow up completers (all p values >.05).

At each time point (baseline, post intervention, 6 months), there was a high degree of interindividual variability for APS (see SDs in Table 1). There were significant main effects of time (F = 5.99, p = .003), but not significant group-by-time effects (F = .73, p = .48). AT patients showed significant APS improvements after treatment (d = .75, p < 0.05) that were significantly sustained after 6 months (baseline to six-month d = .63, p < 0.05). Although EFT showed APS improvements, such improvements did not reach statistical significance after treatment (d = .13, p = .33) or after 6 months (d = .16, p = .24).

In AT patients, baseline APS (but not APS change) highly predicted weighted peak performance for each training exercise, in that participants with better processing speed at baseline reached better peak performance during training (see Table 2).


Table 2 | Pearson’s Correlations between APS and performance metrics on the AT exercises.





Discussion

To our knowledge, this is the first study to generate valuable data on the relative effects on processing efficiency of two distinct cognitive training approaches for ROP—a targeted “distributed neural system” training model derived from systems neuroscience vs. a “general cognitive stimulation” training model derived from neuropsychological rehabilitation approaches.

We compared gains in APS between two different forms of cognitive training from baseline, to post-training, to 6 months after training. Our results showed a significant main effect of time driven by improvements in APS in the AT group in the medium to large range, and non-significant gains in the EFT group. These results suggest the specificity of APS as a proxy measure of target engagement of auditory processing since only the AT group showed significant improvements post-training, and durability of these improvements 6 months after training.

Nonetheless, APS seems to capture an incremental improvement, albeit statistically non-significant, of processing efficiency (151 ms at baseline, 114 ms at post-intervention, 107 ms at 6-month) that is induced in participants undergoing EFT. While processing speed and executive functioning have been historically defined as two distinct neuropsychological constructs, so that AT and EFT are two cognitive training approaches targeting different neural systems and sensory modalities, findings of similar or almost identical networks underlying processing speed and executive functioning suggest that there could indeed be shared variance between these two constructs (39). Our hypothesis—in accordance with the hierarchical model for which impairments in executive functioning in ROP are largely influenced by processing speed impairments (40, 41)—is that EFT indirectly requires and targets processing speed functions that are systematically engaged when encoding stimuli during the training exercises.

In this context, and in line with recent evidence of significant relationships between auditory and visual processing speeds (42, Ramsay et al., in this issue), APS could be capturing only the fraction of variance in processing efficiency that is independent of sensory modality. Therefore, developing behavioral measures that are sensitive to the neural changes induced by EFT could be useful in consolidating its mechanism of action and efficacy. Ultimately, we imagine that a data-driven personalized combination of these two training approaches is likely to induce the greatest cognitive gains among the largest number of individuals (43).

In the AT group, baseline APS performance was strongly associated with weighted peak performance on all 4 of the AT exercises, indicating that baseline processing speed might be a useful indicator of the magnitude of learning. This is consistent with findings from Perez and colleagues, who showed in a sample of individuals with schizophrenia that better mismatch negativity—an event-related potential indexing pre-attentional auditory sensory discrimination—at baseline predicted greater performance after one hour of exposure to Sound Sweeps, one of the AT exercises (44). This suggests that it is possible to ascribe the high heterogeneity of response seen for AT to individual differences in auditory processing efficiency and sensory system “learning potential” that characterize schizophrenia.

While our results are promising in showing the specificity and durability of APS improvements after AT, and the relationship of this proxy measure of target engagement to performance on AT exercises, there are several limitations to this study. First, while significant gains in APS were seen only in the AT group, the omnibus group-by-time interaction did not reach statistical significance. These results should be interpreted with caution and require replication. Second, we did not examine the relationship of APS to changes in cognitive, symptom, or functional outcomes as this is an ongoing randomized controlled trial. These outcomes will be analyzed at the completion of the study.

Although our findings confirm the ability of APS to serve as a predictor of learning during the exercises (21, 27), ultimately indicating which individuals are likely to benefit from AT, the high degree of variability shown in APS calls for an individualized rather than a “one-size-fits-all” approach to cognitive training. Implementing AT without knowledge about individual variation in domains of brain function that influence therapeutic response continues to be problematic, with high rates of treatment non-responders (21, 34).

As a field, we need to continue to: (i) identify more baseline predictors of response to AT, in order to select patients that will be sensitive to this intervention; (ii) identify more markers of early target engagement, i.e. indices that will help us determine which neural and cognitive systems need to be critically engaged in order to induce cognitive gains following longer therapeutic protocols; (iii) identify more mediators of treatment response to AT that could be used in future fast-fail approaches to quickly determine treatment uptake for a given individual; (iv) identify more biomarkers of change, i.e. indices whose changes are significantly associated with psychophysical “learning” during AT as well as with improvements real-world outcomes after training. These avenues of investigation will promote an in-depth characterization of the mechanisms of action of cognitive training, allowing for a data-driven optimization and refinement of this promising treatment.
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Background

Schizophrenia patients exhibit cognitive deficits across multiple domains, including verbal memory, working memory, and executive function, which substantially contribute to psychosocial disability. Gamma oscillations are associated with a wide range of cognitive operations, and are important for cortico-cortical transmission and the integration of information across neural networks. While previous reports have shown that schizophrenia patients have selective impairments in the ability to support gamma oscillations in response to 40-Hz auditory stimulation, it is unclear if patients show abnormalities in gamma power at rest, or whether resting-state activity in other frequency bands is associated with cognitive functioning in schizophrenia patients.



Methods

Resting-state electroencephalogram (EEG) was assessed over 3 min in 145 healthy comparison subjects and 157 schizophrenia patients. Single-word reading ability was measured via the reading subtest of the Wide Range Achievement Test-3 (WRAT). Auditory attention and working memory were evaluated using Letter-Number Span and Letter-Number Sequencing. Executive function was assessed via perseverative responses on the Wisconsin Card Sorting Test (WCST). Verbal learning performance was measured using the California Verbal Learning Test second edition (CVLT-II).



Results

Schizophrenia patients showed normal levels of delta-band power but abnormally elevated EEG power in theta, alpha, beta, and gamma bands. An exploratory correlation analysis showed a significant negative correlation of gamma-band power and verbal learning performance in schizophrenia patients.



Conclusions

Patients with schizophrenia have abnormal resting-state EEG power across multiple frequency bands; gamma-band abnormalities were selectively and negatively associated with impairments in verbal learning. Resting-state gamma-band EEG power may be useful for understanding the pathophysiology of cognitive dysfunction and developing novel therapeutics in schizophrenia patients.
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Introduction

Schizophrenia patients demonstrate cognitive deficits across multiple domains that directly contribute to psychosocial disability (1). Since verbal memory is a robust determinant of functional outcomes (2), biomarkers that are linked to the targeted domains are awaited, for a better understanding of pathological conditions and for creating animal models for therapeutic development.

Among the many neurophysiological abnormalities seen in schizophrenia, gamma-band oscillatory deficits have been consistently reported (3–5) and are thought to underlie cognitive deficits (6). Gamma oscillations (i.e., above 30 Hz) are associated with a wide range of cognitive operations through cortico-cortical transmission and the integration of information across neural networks in healthy subjects (7–13). Gamma-band activity can be measured via variety of analytic and experimental settings (e.g., spontaneous, evoked, induced, and emitted) and across different modalities (electroencephalography, EEG; magnetoencephalography, MEG), which have led to the identification of gamma-band abnormalities in a broad range of experimental contexts in schizophrenia patients (3, 4, 14). Associations of cognitive dysfunction and evoked or induced gamma-band activity in schizophrenia patients are well known (6, 15, 16). However, the association of cognitive deficits and spontaneous gamma oscillation has been relatively less studied.

Spontaneous gamma-band power obtained by resting-state EEG may be useful in understanding cognitive dysfunction in schizophrenia patients. Resting-state EEG, which is spontaneous and does not utilize a task, has already been widely implemented in clinical settings. A recent review article of resting-state EEG in schizophrenia patients found differences in eyes-closed vs. eyes-open recording conditions (17). In recordings with the eyes closed, schizophrenia patients showed increases in the absolute delta- and theta-band power and decreases in the alpha-band power with no difference in the beta-band power compared to healthy subjects (17). In eyes-open conditions, the patients showed significantly increased in theta-, alpha-, and beta-band power with no difference in the delta-band power compared to healthy subjects (17). Notably, gamma-band power was not reported. While some studies showed increased resting-state gamma-band power in schizophrenia in eyes-closed condition (18–20), Grent-’t-Jong et al. (21) found an increased gamma power (30–46 Hz) at the occipital cortex and a decreased at the prefrontal cortex in first episode schizophrenia patients (N = 21) and showed a decreased MEG gamma power at the frontal, temporal, and sensorimotor cortices in chronic schizophrenia patients (N = 34) compared to healthy controls (N = 37). However, the specificity of frequency band abnormalities and their associations with cognitive dysfunction in schizophrenia are largely unknown.

We hypothesized that schizophrenia patients would show significantly increased power across multiple frequency bands, including gamma. Given the many studies that have demonstrated the importance of evoked or induced gamma oscillations in supporting cognition (6, 15, 16), we hypothesized that spontaneous gamma power would be also associated with cognitive functioning in schizophrenia. In the current study, resting-state EEG absolute power across multiple frequency bands (delta, theta, alpha, beta, and gamma) was assessed in healthy comparison subjects and schizophrenia patients with open eyes. Eyes-open condition approaches to the real-world environment in which cognitive functions actually work, in addition to preventing subjects from falling asleep. Exploratory correlational analyses between EEG power and cognitive function, such as intellectual/verbal ability, attention, working memory, executive function, verbal learning and memory performance were also conducted.



Materials and Methods


Subjects

Participants included 145 healthy comparison subjects and 157 schizophrenia patients. Patients were recruited from community residential facilities and via clinician referral and diagnosed using a modified version of the structured clinical interview for DSM-IV-TR. Antipsychotics, anxiolytics, and anticholinergics were prescribed for 140, 25, and 47 schizophrenia patients, respectively. Healthy comparison subjects were recruited through internet advertisements. Healthy comparison subjects who reported any psychopathology, past treatment for a psychiatric disorder including hospitalization or electroconvulsive therapy (ECT), or having been treated with any psychoactive medications in the past or currently were excluded. In addition, those who reported having a first degree relative with schizophrenia or any other psychotic disorder were excluded. Exclusion criteria for all subjects included an inability to understand the consent processes and/or provide consent or assent, not being a fluent English speaker, previous significant head injury with loss of consciousness, significant substance abuse during the prior 6 months, neurologic illness, or severe systemic illness. Moreover, all subjects received confidential urine toxicology screens for drugs of abuse and were excluded if the test was positive. Written informed consent was obtained from each subject. The Institutional Review Board of University of California San Diego approved all experimental procedures (071831 and 170147). We assessed clinical symptoms in the schizophrenia patients with the Scale for the Assessment of Negative Symptoms (SANS; scores ranged from 0–25, with higher scores indicating severe symptom) (22) and the Scale for the Assessment of Positive Symptoms (SAPS; scores ranged from 0–20, with higher scores indicating severe symptom) (23). We rated functional outcomes using the Global Assessment of Functioning scale (GAF). The GAF evaluates the overall level of social adaptation from 0 to 100 scores. A higher score means a higher function.



Neuropsychological Measures

Since cognitive dysfunction such as intelligence, attention, working memory, executive functioning, and verbal learning have been reported to be associated with functional outcomes in schizophrenia patients (1, 2, 24–26), we assessed those abilities in the current study. Single-word reading ability was measured via the Reading subtest of the Wide Range Achievement Test-3 (WRAT) (27) to estimate premorbid verbal functioning. Raw scores were converted to standard scores, which range from 55 to 145 and have a mean of 100 and a standard deviation (SD) of 15, with higher scores indicating greater ability. Auditory attention and working memory were evaluated using Letter-Number Span and Letter-Number Sequencing with higher scores indicating greater ability (28). The numbers of perseverative responses obtained in the Wisconsin Card Sorting Test (WCST) was used to assess executive functioning, with lower scores indicating greater ability (29, 30). Verbal learning and memory performance were assessed via the California Verbal Learning Test second edition (CVLT-II) using total correct scores from the Total Learning (list A trials 1–5), with higher scores indicating greater ability (31).



Electroencephalography Recording and Preprocessing

During the session, participants sat in a comfortable chair in a quiet room and were instructed to relax and watch a silent cartoon video with their eyes open. Subjects were closely monitored to ensure that subjects remained awake.

EEG data were continuously digitized at a rate of 1,000 Hz (nose reference and forehead ground) using a 40-channel Neuroscan system (Neuroscan Laboratories, El Paso, Texas). The electrode montage was based on standard positions in the International 10–5 electrode system (32) fit to the Montreal Neurological Institute (MNI) template head used in EEGLAB 14.1.2 (33) and included AFp10 and AFp9 as horizontal EOG channels, IEOG and SEOG above and below the left eye as vertical EOG channels, Fp1, Fp2, F7, F8, Fz, F3, F4, FC1, FC2, FC5, FC6, C3, Cz, C4, CP1, CP2, CP5, CP6, P7, P3, Pz, P4, P8, T7, T8, TP9, TP10, FT9, FT10, PO9, PO10, O1, O2, and Iz. Electrode-to-skin impedance mediated by conductive gel was maintained below 4 kΩ. The system acquisition bandpass was 0.5–100 Hz. Offline, EEG data were imported to EEGLAB running under MATLAB 2017b (The MathWorks, Natick, MA). Data were high-pass filtered [finite impulse response (FIR), Hamming window, cutoff frequency of 0.5 Hz, and transition bandwidth of 0.5]. EEGLAB plugin clean_rawdata() including artifact subspace reconstruction (ASR) was applied to reduce high-amplitude artifacts (34–36). The parameters used were as follows: flat line removal, 10 s; electrode correlation, 0.7; ASR, 20; and window rejection, 0.5. The mean final data length was 328 s (SD, 82; range, 203–1,555]. The mean final data length was not significantly different between healthy comparison subjects (mean, 324; SD, 41; range, 278–588) and schizophrenia patients (mean, 331; SD, 108; range, 203–1,555; t = 0.68, p = 0.50). Mean channel rejection rate was 4.4% (SD, 3.4; range, 0–18.4). Mean data rejection rate was 2.3% (SD, 3.8; range, 0–36.1). The rejected channels were interpolated using EEGLAB’s spline interpolation function. Data were re-referenced to average. Adaptive mixture independent component analysis (ICA) (37) was applied to the preprocessed scalp recording data to remove ocular artifacts and obtain temporally maximally independent components (ICs). For scalp topography of each independent component derived, equivalent current dipole was estimated using Fieldtrip functions (38). For scalp topographies more suitable for symmetrical bilateral dipoles, two symmetrical dipoles were estimated (39). To select brain ICs among all types of ICs, EEGLAB plugin ICLabel() was used (40). The inclusion criteria were 1) ‘brain’ label probability > 0.7 and 2) residual variance, i.e., var((actual scalp topography) – (theoretical scalp projection from the fitted dipole))/var(actual scalp topography) < 0.1.



Statistical Analysis

All statistical analyses were conducted using SPSS version 26.0 (IBM Corp., Armonk, NY). We used χ2 tests and independent t-tests to compare the demographic data between the groups, and we applied a statistical significance threshold of p < 0.05. For comparisons of neuropsychological measures between healthy comparison subjects and patients, we used independent t-test and applied a significance threshold of p < 0.01 (0.05/5; five neurocognitive measures) adjusted with Bonferroni correction; Cohen’s d effect sizes were calculated from the overall group contrast.

To get an overall impression, power spectrum was calculated for grand mean across 34 electrodes in healthy subjects and schizophrenia patients, respectively. Furthermore, we compared the power for each 0.1 Hz frequency between the groups applying to statistical significance p < 0.05 false discovery rate corrected.

Spatial principal component analysis (PCA) was performed with EEG band power of 34 electrodes in each of the five bands in 302 subjects to reduce redundant scalp information and extract representative values in accordance with a previous study (41). We set the five bands as delta (1–3 Hz), theta (4–7 Hz), alpha (8–13 Hz), beta (14–29 Hz), and gamma (30–50 Hz) (42).

A repeated-measures analysis of covariance (ANCOVA) with EEG band power (delta, theta, alpha, beta, and gamma) as the within-subject factor, group (healthy comparison and schizophrenia groups) as the between-subjects factor, and age, sex, and education as the covariates was performed. Greenhouse-Geisser corrections were reported when Mauchly’s test for sphericity was significant. Statistical significance was set at p < 0.05. If a main effect of the group was identified, then post hoc ANCOVA with age, sex, and education as the covariates was performed for each EEG band power (statistical significance was set at p < 0.05, and false discovery rate was corrected).

Multiple regression with the backward elimination was applied to frequency band and cognitive measures; standardized beta coefficients are presented below.

	

Statistical significance was set at p < 0.01 (0.05/5; five neurocognitive measures) adjusted with Bonferroni correction. Since anxiolytics and anticholinergics medications are known to impact resting-state EEG frequency band parameters and/or cognition (43–45), regression analyses were performed in all patients and after removing a subset of patients prescribed either anxiolytics or anticholinergics medications at the time of testing (N = 93).

For supplementary information, these same models were applied to show the association between clinical symptoms (positive symptoms, negative symptoms and functional outcomes) and EEG band power. Statistical significance was set at p < 0.017 (0.05/3; three clinical symptom measures) adjusted with Bonferroni correction.

Finally, post hoc multiple regression with the backward elimination methods was explored with gamma power at 34 channels to determine whether regional oscillatory dynamics were associated with verbal memory impairments.

	

Statistical significance was set at p < 0.01 (0.05/5; five neurocognitive measures) adjusted with Bonferroni correction.




Results


Demographics

The mean (SD) age of the 145 healthy comparison subjects was 39.9 (12.8) years old; education duration was 14.7 (2.1) years (Table 1). The mean age of the 157 patients was 46.4 (10.8) years old; education duration was 12.4 (2.1) years; duration of illness was 25.1 (11.9) years; SAPS total average score was 6.8 (4.0); SANS total score was 16.9 (3.8); GAF average score was 41.1 (4.3). The mean age was significantly higher in patients compared to healthy subjects (t = 4.8, p = 2.7 × 10–6); the education duration was significantly lower in patients compared to healthy subjects (t = –9.0, p = 3.8 × 10–17). The sex ratio (male/female) was significantly different between the groups (healthy subjects, 68/77; schizophrenia patients, 103/54; χ2 = 10.7, p = 1.0 × 10–3).


Table 1 | Demographic data of subjects.





Differences in Neurocognitive Measures Between in Healthy Comparison Subjects and in Schizophrenia Patients

As shown in Table 2, schizophrenia patients showed significant impairments across all cognitive domains.


Table 2 | Comparing of cognitive function between healthy comparison subjects and schizophrenia patients.





Electroencephalographic Data

The topographies for grand average spectral power (μV2/Hz) are shown in Figure 1. Grand mean power spectrum is shown in Figure 2. The power spectrum showed significant higher power in theta, alpha, beta, and gamma bands in schizophrenia patients compared to healthy subjects. PCA showed that the 1st component of delta power was 80.7%; 2nd component of delta power, 6.2%; 3rd component of delta power, 3.2%; 1st theta, 84.2%; 2nd theta, 3.7%; 1st alpha, 81.4%; 2nd alpha, 4.5%; 3rd alpha, 3.2%; 1st beta, 76.1%; 2nd beta, 5.9%; 3rd beta, 3.4%; 1st gamma, 58.7%; 2nd gamma, 6.9%; 3rd gamma 4.2%; 4th gamma 4.2%; 5th gamma 3.4%. The first principal component that accounted for the largest proportion of variance was selected for subsequent analyses. The proportion of variance in each band power was comparable to findings in healthy subjects and patients with depressive disorder recently reported by Koshiyama et al. (41).




Figure 1 | The topographies for grand average spectral power in healthy comparison subjects and in schizophrenia patients.






Figure 2 | Difference of power spectrum in healthy comparison subjects and schizophrenia patients. The bottom gray bars indicate statistical significance p < 0.05 (false discovery rate corrected).





EEG Band Power Difference Between in Healthy Comparison Subjects and in Schizophrenia Patients

Repeated-measures ANCOVA showed a significant main effect of the group (F1, 297 = 9.5, p = 2.2 × 10–3), but no main effect of the EEG band power (F2.5, 751.0 = 1.1, p = 0.34) nor interaction between the group and EEG band power after adjustment for age, sex, and education (F2.5, 751.0 = 1.6, p = 0.20; Figure 3). Post hoc ANCOVA for each band power revealed significant differences between groups in theta (F1, 297 = 10.2, p = 1.6 × 10–3), alpha (F1, 297 = 4.5, p = 0.035), beta (F1, 297 = 7.4, p = 6.9 × 10–3), and gamma (F1, 297 = 12.7, p = 4.3 × 10–4), but not in delta power (F1, 297 = 3.1, p = 0.08) after adjustment for age, sex, and education, respectively.




Figure 3 | EEG band power difference between in healthy comparison subjects and in schizophrenia patients. A repeated-measures analysis of covariance (ANCOVA) was performed after adjustment for age, sex, and education; Asterisks indicate statistical significance p < 0.05 (false discovery rate corrected) with post hoc ANCOVA after adjustment for age, sex, and education to compare the groups in each EEG band power. EEG, electroencephalography.





Exploratory Correlation Analyses Between Neurocognitive Measures and EEG Band Power in Schizophrenia Patients

With the backward elimination method, multiple regression analyses yielded one regressor of the component score for gamma-band power on CVLT score in the patients (β = –0.32, p = 3.7 × 10–5; Figure 4; analysis of variance for regression, F1, 155 = 18.1, p < 0.001; adjusted R2 = 0.10). No other significant relationships of EEG frequency bands with clinical, cognitive, or functional measures were observed.




 Figure 4 Correlation between CVLT scores and gamma-band EEG power in schizophrenia patients. Asterisks indicate statistical significance p < 0.01 (0.05/5; five neurocognitive measures) adjusted with Bonferroni correction. CVLT, California Verbal Learning Test; EEG, electroencephalography.



We confirmed the associations of gamma power and verbal learning were comparable when analyses were restricted to the subset of patients who were not prescribed either anxiolytics or anticholinergics medications at the time of testing (β = –0.38, p = 1.7 × 10–4; N = 93; regression analysis with the backward elimination method; analysis of variance for regression, F1, 91 = 15.4, p < 0.001; adjusted R2 = 0.14).

Post hoc regression analyses revealed significant associations of gamma-band power with CVLT performance (F5, 151 = 11.1, p < 0.001; adjusted R2 = 0.24) at Fp2 (β = –0.52, p = 9.4 × 10–6), at F4 (β = 0.28, p = 4.6 × 10–3), and at T8 (β = 0.27, p = 6.6 × 10–3).




Discussion

In the current study, schizophrenia patients showed significantly elevated EEG power in theta, alpha, beta, and gamma frequency bands; the abnormally elevated gamma-band power was negatively correlated with verbal learning performance in schizophrenia patients. While verbal learning ability was significantly negatively correlated with gamma-band activity at Fp2, verbal learning ability was positively correlated with gamma-band activity at F4 and T8.

The analysis by using PCA showed a general increase in theta-, alpha-, beta-, and gamma-bands power. Although we cannot directly compare the previous results shown by power spectral density with the current results shown by PCA, the direction in which increases are shown from theta through gamma bands in the current study is consistent to the previous studies with eyes-open conditions (17, 46–48). Relevant to gamma-band power, while a previous resting-state MEG study with eyes-open condition by Grent-’t-Jong et al. (21) showed an increased gamma power (30–46 Hz) at the occipital cortex and a decreased at the prefrontal cortex in first episode schizophrenia patients (N = 21), they demonstrated a decreased gamma power at the frontal, temporal, and sensorimotor cortices in chronic schizophrenia patients (N = 34) compared to healthy controls (N = 37). Inconsistency of their results (21) and our findings of elevated gamma-band power in chronic schizophrenia patients may be due to the difference of clinical stages. Mean age of their chronic schizophrenia patients was 37.1 years old, while that of our subjects was 46.4 years old.

In the current study, resting-state gamma-band abnormalities were associated with verbal learning impairment in schizophrenia patients. Interestingly, resting-state EEG power was not associated with measures of single word reading, auditory attention, working memory, or executive functioning. Topographical distributions (Figure 1) revealed that the higher gamma oscillatory power was most robust in the frontal region, although temporal-occipital dysfunction is also prominent. Indeed, we found specific regional gamma associations with verbal memory impairments at three right front-temporal electrodes. The finding of aberrant gamma power over frontal regions suggests that this higher frequency “cortical noise” may be a contributor to verbal learning deficits in schizophrenia patients. Evidence for structural alterations in frontal regions related to cognitive functions in schizophrenia are widespread (49–51). Similarly, evidence for structural alterations have been correlated with abnormal gamma oscillations (52, 53). Furthermore, some investigators detected alterations of gamma-band oscillation in response to 40-Hz stimuli at Fz correlated with cognitive dysfunction and lower global functioning in schizophrenia patients; our findings are consistent with those findings (54–56).

We should note some limitations of this study. First, study participants included patients with well-established chronic illness; results may not generalize to younger or early-illness cohorts. Second, as in many cross-sectional studies of patients with chronic psychosis, medications were not experimentally controlled. Carefully controlled longitudinal studies are needed to assess the acute and chronic effects of medications. In this context, although anxiolytics and anticholinergics medications are known to impact resting-state EEG frequency band parameters and/or cognition (43–45), we confirmed that associations of gamma power and verbal learning were comparable when analyses were restricted to the subset of patients who were not prescribed either class of medication at the time of testing. Third, the present results assessed global EEG power derived from a PCA-based approach to scalp channel data to extract the characteristics of each band. While the first components accounted for the vast majority of variance in each band over all scalp electrodes, they did not fully explain all of the variance. However, the maximum components other than the first components did not exceed 7%, and the effects were considered to be limited. While conventional approaches to resting state EEG have assessed effects at pre-selected individual electrodes or region of interest (ROI)-based clusters of electrodes, the PCA method used in this paper provides a data-driven approach for characterizing macroscale/global oscillatory effects. Fourth, although the proportion of variance of the first principal component in gamma-band power was relatively low (58.7%), it was consistent with a previous study (41); this may be due to the relatively small amplitude of gamma oscillations compared to other frequency bands. Slow waves are associated with cortico-cortical communications over relatively long distances via structures such as white matter fasciculus, but gamma waves derive from comparatively local neural network activity. Although speculative, locations of smaller local networks may spatially vary in individuals compared to those of macro networks via large structures. Lastly, findings of resting-state gamma abnormalities may not generalize to more commonly studied stimulus-driven forms of gamma-band responses (54, 57–59). Future studies are needed to assess the relationships among spontaneous gamma activity at rest with gamma oscillations that are generated in response to 40-Hz stimulation.

In conclusion, patients with schizophrenia show abnormal resting-state EEG power across multiple frequency bands. Abnormalities in spontaneous gamma activity were selectively associated with impairments in verbal learning for the first time. Resting-state gamma-band EEG power may be a useful biomarker for understanding the pathophysiology of cognitive dysfunction in schizophrenia patients and developing novel therapeutics.
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Objective

There is increasing interest in the utility of gamma-band activity for assessing various brain functions, including perception, language, memory, and cognition. The auditory steady-state response (ASSR) involves neural activity in the brain elicited by trains of a click sound, and its maximum response is obtained at 40 Hz (40-Hz ASSR). Abnormalities of the 40-Hz ASSR are also widely reported in patients with schizophrenia. Thus, the test-retest reliability of the ASSR is important for its clinical and translational application. However, there are only limited studies reporting the short-term reliability between acquisitions at two time points made using the same electroencephalogram (EEG) system. Furthermore, the long-term reliability between multiple EEG systems and the reliability of spontaneous gamma activity are unknown but are crucial for multicenter collaborative research.



Methods

We examined the long-term test–retest reliability of 40-Hz ASSR oscillatory activities indexed by the phase locking factor (PLF), evoked power, and (non-phase-locked) induced power between two clinical 19-electrode EEG systems [recorded twice for EEG-1 (time1 and time2) and EEG-2 (time3 and time4)] at four time points from 14 healthy controls over a duration of 5 months. Test-retest reliability was examined using intraclass correlation coefficients (ICCs).



Results

Both PLF and evoked power showed good to excellent ICCs (>0.60), mainly in the Fz-electrode, both within each EEG system—EEG-1 [(time1 vs. time2) PLF: ICC = 0.66, evoked power: ICC = 0.88] and EEG-2 [(time3 vs. time4) PLF: ICC = 0.82, evoked power: ICC = 0.77]—and between the two EEG systems [(EEG-1 vs. EEG-2) PLF: ICC = 0.73, evoked power: ICC = 0.84]. In contrast, induced power showed the highest (excellent) ICC between the two EEG systems (ICC = 0.95) mainly in the Cz-electrode. For PLF, the Fz-electrode showed better test-retest reliability across all EEG recordings than the Cz-electrode (Fz: ICC = 0.67, Cz: ICC = 0.63), whereas we found similar excellent reproducibility across all EEG recordings from both electrodes for evoked power (Fz: ICC = 0.79, Cz: ICC = 0.77) and induced power (Fz: ICC = 0.79, Cz: ICC = 0.80).



Conclusion

The 40-Hz ASSR oscillatory activities, including induced power, showed excellent test-retest reliability, even when using different EEG systems over a duration of 5 months. These findings confirm the utility of the 40-Hz ASSR as a reliable clinical and translatable biomarker for multicenter collaborative research.
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Introduction

Gamma-band (30−100 Hz) neural oscillations are implicated in normal perception, cognition, and memory, while recent empirical studies suggest that gamma-band activity is disrupted in patients with schizophrenia (1). The gamma-aminobutyric acid (GABA) transmission system plays an important role in gamma-band oscillations, and GABAergic interneurons, especially GABAergic parvalbumin-expressing interneurons, can control the firing timing of pyramidal neurons (2). GABAergic inhibitory interneurons also play a critical role as rhythmic pacemakers by generating regular inhibitory postsynaptic potentials to excitatory glutamatergic pyramidal neurons (3). The reciprocal balance between excitability and inhibition is essential for the generation of gamma-band activity (4). Normal neuronal information processes rely on a functional excitability/inhibitory balance (E/I-balance), while failure to maintain this balance is hypothesized to cause abnormalities in gamma-band activity in patients with schizophrenia. Thus, such abnormalities may be the neurophysiological basis of sensory processing deficits in this disorder (5, 6). Among the neural oscillation indices, the auditory steady-state response (ASSR), which can elicit strong synchronous activities with the corresponding stimulus frequency during constant click sounds, is useful in evaluating gamma-band activity (7).

Many studies have shown a decreased evoked power value and phase synchronization of 40-Hz ASSR in both the early and chronic phases of schizophrenia (8–13). In addition to decreased stimulus-locked ASSR activities, recent reports show increased non-phase-locked spontaneous gamma-band activity (induced power) during click-sound stimulation in schizophrenia patients (9), along with cortical volume deficits in the primary auditory cortex (14). These data suggest that both the reduction of ASSR and the abnormal noisy background gamma-band activity may contribute to the pathology of this disease. Moreover, our previous findings (9) resembled the increased spontaneous broadband gamma power that is often reported in animal models of schizophrenia based on N-methyl-d-aspartate receptor (NMDAR) hypofunction and E/I-imbalance [e.g., (15)]. Hence, from the translational research perspective, it is critical to validate the robustness of the spontaneous gamma power.

Other mental conditions such as bipolar disorder or affective psychosis show similar ASSR deficits, indicating that ASSR may provide a useful index for distinguishing these conditions from major depressive disorder (12, 16). However, the utility of ASSR as a biomarker remains limited by the small sample size (<100) in these studies. Thus, in addition to conducting detailed neurophysiological studies at a single site, further multisite studies on the cross-disease ASSR features of large samples are required to develop the framework for future clinical applications.

To achieve such large-sample collaborative studies, it is critical to confirm the repeatability and reproducibility of the ASSR. Legget et al. confirmed the reproducibility of the 40-Hz ASSR within the same device using an electroencephalogram (EEG) and a magnetoencephalogram (MEG) in healthy controls (17), while Roach et al. reported the reproducibility of 40-Hz ASSR in patients with schizophrenia (18). However, the reproducibility between different EEG devices is unknown. Various factors that influence EEG recordings, such as amplifier and filter systems, electrode type, and sampling frequency, differ between EEG systems. Furthermore, collaborative neuroimaging MRI studies reported marked variations in brain volume measurements related to the characteristics of different scanners (19, 20). Similarly, there are different measurement programs (e.g., montage, sampling rate, band-pass filters, and impedance) and amplifier structures for EEG recording. Thus, it is also critical to confirm reproducibility between different EEG systems. More importantly, previous test-retest reliability studies of 40-Hz ASSR are limited by the durations used, with just two time points spaced about one week apart. Longitudinal evaluation of neurophysiological indices is receiving more attention for the detection of biological markers around the onset of schizophrenia, including in subjects with a high clinical risk (21–23). Therefore, long-term test-retest reliability studies of multi-time point recordings are crucial for providing evidence of the reproducibility of 40-Hz ASSR as a stable clinical biomarker.

Therefore, in the present study, we examined the long-term test-retest reproducibility of 40-Hz ASSR oscillatory activities, including induced power, by performing two EEG oscillatory measurements at four time points using two EEG systems to assess the utility of the 40-Hz ASSR index.



Methods and Materials


Participants

Fourteen healthy adults (mean age: 37.7 ± 8.6 years; six men, eight women) participated in this study. All participants were screened for normal hearing. The inclusion criteria were: 1) no history of neurological illness including epilepsy, 2) no history of major head trauma, 3) no history of alcohol/drug dependence or abuse, 4) no history of electroconvulsive therapy, and 5) verbal IQ > 75. Participants were also screened using the Structured Clinical Interview (non-patient edition), and no subjects or their first-degree relatives were found to have an Axis-I psychiatric disorder. All subjects were recruited from the local community in Fukuoka metropolitan areas. Experimental procedures were approved by the Kyushu University Institutional Review Board for Clinical Trials (approval number 27-207) and conformed to the Declaration of Helsinki. Before the experiments, written informed consent was acquired from each subject after a detailed explanation of the study.



EEG Recording and Procedures

To examine the long-term test-retest reproducibility of the 40-Hz ASSR using different EEG systems, EEG measurements at four time points were repeatedly performed with two EEG systems (EEG1: EEG-1000; Nihon-Koden Co., Tokyo, Japan; EEG2: EEG-1200; Nihon-Koden Co., Tokyo, Japan). The interval times between the four EEG measurements were: time1−time2 = 31.2 ± 26.9 days, time2−time3 = 73.0 ± 34.9 days, and time3−time4 = 42.7 ± 28.9 days. Hence, the EEG data were collected four times over a duration of around 5 months. The two EEG systems used the same electrode format and number but had different methods for measuring the time constant (TC; EEG-1, 10 s; EEG-2, 2 s) and different anti-aliasing filter systems. All continuous EEG data were acquired using a 19-electrode silver/silver chloride (Ag–AgCl) passive electrode (Nihon-Koden Co.) with a standard 10–20 system electrode placement (24). Electrodes were placed on the outer canthi and the supra-orbit of the right eye to assess eye movements. Impedances were <20 kV at all sites. EEG recordings were amplified using Neurofax amplifiers (Nihon-Koden Co.) and digitized at 500 Hz with a bandpass filter of 1–200 Hz. Subjects were instructed to close their eyes and relax in the supine position in a shielded room free from external interference or noise. Spontaneous EEGs were recorded for 4 min, followed by 3 min of ASSR recording. The ASSR stimuli consisted of 150 × 40 Hz trains of 1-ms white noise clicks (500-ms duration, 600-ms inter-train interval), which were presented binaurally through inner earphones (80-dB sound pressure level).



Data Preprocessing

EEG data were preprocessed using MNE Python (https://mne.tools/dev/index.html). An offline 1–100 Hz bandpass filter and notch filters of 60 Hz were applied to the EEG data. Ocular and cardiac artifacts were removed using independent component analysis. Artifact-free EEG data were average-referenced, and epochs of 1,100 ms were created, starting at 400 ms prior to stimulus onset and lasting for 700-ms post-stimulus onset (epochs with peak-to-peak amplitude > 200 mV were rejected). The number of accepted trials used for further analyses were: time1, 149.7 ± 0.5; time2, 149.5 ± 0.5; time3, 145.4 ± 1.2; time4, 146.1 ± 1.0. The 40-Hz ASSR was analyzed using the Morlet waveform transform (f0/σf = 7). We calculated the phase locking factor (PLF), evoked power, and induced (non-phase-locked) power that were applied to the single-trial epochs in 0.1-Hz steps from 4−100 Hz at each time point from −400 ms (prior to stimulus onset) to 700 ms (post-stimulus onset). PLF measures the variance of phase across single trials and ranges from 0 (random distribution) to 1 (perfect phase locked). Evoked power measures the power of the average evoked potential in which the contribution of non-stimulus locked activity is minimized. Induced power was measured by subtracting the evoked power from the averaged power of the single-trial potential. The mean PLF and evoked power from 100 to 500 ms were averaged across 10 Hz bands (35–45 Hz). The mean (non-phase-locked) induced power in the baseline period (−400–0 ms) was calculated by averaging the power across 70-Hz bands (30–100 Hz).



Statistical Analyses

In EEG studies, ASSR has a maximum response near Fz, and the Fz or FCz electrode is widely used (13, 25). Thus, we used the Fz electrodes for the main statistical analyses, while secondary analyses were performed to determine which electrodes (Fz or Cz) had better reproducibility. First, to assess the reproducibility within the same EEG system, we calculated intraclass correlation coefficients (ICCs) (26) between time1 and time2 (recorded by EEG-1) and between time3 and time4 (recorded by EEG-2) for the mean PLF, evoked power, and induced power in the Fz electrode and Cz electrode. Second, to assess the reproducibility between the two EEG systems (EEG-1 vs. EEG-2), we calculated the ICCs between the response in EEG-1 (averaged PLF and evoked power across time1 and time2) and response in EEG-2 (averaged PLF and evoked power across time3 and time4) in the Fz and Cz electrodes. Furthermore, the reliability of the PLF, evoked power and induced power of the Fz and Cz electrodes across four time points for both EEG systems were also examined using ICCs. We judged the quality of the ICCs as follows: ICC < 0.4 poor, 0.40–0.60 fair, 0.60–0.75 good, and 0.75–1 excellent (27).




Results

The grand average time-frequency maps at the Fz electrode, and the topography of PLF and evoked power at each time point are shown in Figure 1. The distribution of the 40-Hz ASSR activity topography was largely similar at the four different time points. The topography maps confirmed that the highest 40-Hz ASSR activities at each time point, and the highest oscillatory measures (PLF and evoked power), were located around the Fz-electrode. The grand average time-frequency maps of the induced power at the Cz electrode at each time point are shown in Figure 2. The induced powers in the gamma range measured by EEG-1 seemed to be smaller than those measured by EEG-2.




Figure 1 | Time-frequency maps of phase locking factor (PLF) and evoked power at each time points. Grand average time-frequency maps at Fz electrode, and topographies of PLF and evoked power within the range of 35–45 Hz, at each of the four time points.






Figure 2 | Time-frequency maps of induced power at each time point. Grand average time-frequency maps at the Cz electrode at each of the four time points.



Both PLF and evoked power (phase-locked activities) showed good to excellent ICCs (> 0.60), mainly in the Fz-electrode, within both EEG-1 [(time1 vs. time2) PLF: ICC = 0.66, evoked power: ICC = 0.88] and EEG-2 [(time3 vs. time4) PLF: ICC = 0.82, evoked power: ICC = 0.77]. Additionally, the Fz-electrode showed higher ICCs than the Cz-electrode for PLF (Fz: ICC = 0.73, Cz: ICC = 0.63) and evoked power (Fz: ICC = 0.84, Cz: ICC = 0.78) between the two EEG systems (EEG-1 vs. EEG-2).

Induced power (non-phase-locked activity) showed excellent ICCs (> 0.75) in both electrodes within both EEG-1 [(time1 vs. time2) Fz: ICC = 0.75, Cz: ICC = 0.91] and EEG-2 [(time3 vs. time4) Fz: ICC = 0.92, Cz: ICC = 0.74]. Moreover, in contrast to PLF and evoked power, the Cz-electrode showed the highest ICC for induced power between the two EEG systems [(EEG-1 vs. EEG-2) Fz: ICC = 0.73, Cz: ICC = 0.95].

Similarly, in the test to evaluate reliability across all EEG recordings, the Fz-electrode showed higher test-retest reliability than the Cz-electrode for PLF (Fz: ICC = 0.67, Cz: ICC = 0.63). In contrast, we found similar excellent test-retest reliability across all EEG recordings in both electrodes for evoked power (Fz: ICC = 0.79, Cz: ICC = 0.77) and induced power (Fz: ICC = 0.79, Cz: ICC = 0.80).

A summary of the statistical results is shown in Table 1, and line plots of PLF, evoked power, and induced power at the four time points are shown in Figure 3, which shows that compared with PLF and evoked power, induced power showed only small fluctuations throughout the four recording time points.


Table 1 | Summary of the test-retest reliability indexed by intraclass correlation coefficient.






Figure 3 | Line plots of PLF, evoked power, and induced power at the four time points.





Discussion

To the best of our knowledge, this is the first report of long-term excellent test-retest reliability at multiple time points for 40-Hz ASSR oscillatory measurements. These findings are in line with previous reports (17, 18, 28) demonstrating a good test-retest reliability of 40-Hz ASSR measures at two time points. However, we also provide new evidence that the 40-Hz ASSR measurement, including baseline induced power, has excellent long-term test-retest reliability (stable over four time points covering a 5-month period) between different EEG systems, which is crucial for its use as a stable clinical biomarker in future collaborative research. Given that longitudinal evaluations of neurophysiological EEG/MEG indices have attracted much attention as biological markers for detecting the onset of schizophrenia and subjects at a high clinical risk (21–23), our results showing the long-term excellent test-retest reliability of 40-Hz ASSR oscillatory measurements provide promising evidence that they can be used as a robust clinical biomarker for the early detection of schizophrenia.

The reproducibility of the 40-Hz ASSR in the present study was similar or better than that reported for other event-related potential components used in psychiatric research [e.g., the P300 amplitude (r or ρ = 0.31−0.81), the N1 amplitude (r or ρ = 0.09−0.75) (29–32), and the mismatch negativity (confidence levels = 0.3−0.6)] (33–37). It should be noted that most of these event-related potential studies were performed using high-quality research EEG systems (non-medical applications), whereas our study showed excellent reproducibility of the 40-Hz ASSR with a normal clinical EEG system. When conducting multisite EEG studies with large-scale samples, it is critical to use such clinical EEG systems present in the general clinical setting.

Importantly, our results also demonstrated that the Fz electrode had the highest reliability or internal consistency for both PLF and evoked power when evaluating the 40-Hz ASSR using the 19-electrode standard 10–20 clinical EEG system. Our results are comparable with previous reports of excellent test-retest reliability of the 40-Hz ASSR at the Fz or FCz electrodes (18, 28). In contrast, the Cz-electrode showed the highest ICC for the induced power between the two EEG systems. A potential explanation for these differences may arise from the different spatial distributions over the electrodes, although this needs to be confirmed in future studies. Thus, given these findings and because there is no FCz electrode in the 10–20 clinical EEG system, for 40-Hz ASSR analysis, Fz may be the optimal electrode to analyze the PLF and evoked power, whereas Cz may be more stable for analyzing induced power in a 19-electrode clinical EEG system.

An alternative analysis for evaluating ASSR is to apply the source estimation. However, in our test-retest reliability study, we did not perform source level analysis because our clinical EEG systems consisted of only 19 electrodes, which was insufficient for source level analysis. Nevertheless, certain task-related EEG measures appear to benefit from source level analysis, with improved signal-to-noise ratio and test-retest reliability (28, 38, 39). In terms of sensor-level analysis, our results are comparable with a study by McFadden et al. who reported a fine reproducibility of ASSR at the FCz electrode (PLF, r = 0.89; normalized evoked power, r = 0.90). In that study, the authors also conducted source level signal-space projection analysis within the auditory cortex and found a similar test-retest reliability (left PLF, r = 0.90; left normalized evoked power, r = 0.70; right PLF, r = 0.69; right normalized evoked power, r = 0.40). Recently, Roach et al. demonstrated fine reproducibility of the 40-Hz ASSR at the Fz electrode using the G-coefficient in both healthy subjects and schizophrenia patients (18). Interestingly, in that study, there was fine test retest reliability of the ASSR in schizophrenia patients, which to some extent was better than that of healthy controls. Given these findings, we suggest that sensor level analysis is sufficient for ASSR-EEG settings as long as the evaluation of activity in specific regions (such as both auditory cortices) is not required.

In contrast with EEG, MEG has a greater spatial resolution and is more suited to detect detailed local- and whole-brain activity or long-range connections in cortical networks. However, MEG is currently unsuitable for daily clinical use as a versatile EEG system because of its complicated technical demands and high expense, including the requirement for specialized shielding and helium. Legget et al. compared test-retest reliability of the 40-Hz ASSR between EEG and MEG, and demonstrated similar reliability for both systems, suggesting that either measure can be reliably employed in ASSR studies (17). Given these findings, we suggest that EEG-measured ASSR is best suited for daily clinical use and for multicenter collaborations.

With regard to the differences in test-retest reliability of each of the ASSR oscillatory measurements, evoked power had better reliability than PLF in our study, which was inconsistent with previous studies (28, 40). Potential explanations for these differences may relate to differences in the systems, which can influence the signal-to-noise ratio in recorded data [e.g., electrode type, amplifier type, and device (EEG vs. MEG)]. Additionally, variability in the distributions of both values between different studies may contribute to these reliability differences. Moreover, to our surprise, induced power showed the highest excellent test-retest reliability between the two EEG systems (ICC = 0.95). Importantly, compared with PLF and evoked power, the induced power showed only small fluctuations throughout the recorded time (Figure 3). Given the importance of using gamma power abnormalities as evidence of NMDA receptor hypofunction and E/I-imbalance in schizophrenia, and given our previous work demonstrating increased induced gamma power during ASSR in schizophrenia (9), our findings of the long-term stability of this induced power may add valuable evidence for the use of the 40-Hz ASSR as a robust clinical biomarker of schizophrenia.

There are pros and cons regarding different stimuli used in the ASSR paradigm. Historically, amplitude modulated (AM) tone is widely used in audiology and was found to be more pleasant and less affected by subjects’ attention than the click trains (41). By contrast, Legget et al. reported that all oscillatory indices in response to 40-Hz click train stimuli were more reliable than to 40-Hz white noise AM stimuli across sessions (17). Similarly, McFadden et al. reported that 40-Hz click train stimuli elicit a more reliable estimation of the 40-Hz ASSR than for white noise AM stimuli, probably because of the higher signal-to-noise ratio observed in the click paradigm [e.g., inter-trial coherence (ITC)-click, 2.25 vs. ITC-AM, 1.82]. Griskova et al. also found larger effect sizes for the 40-Hz click train than for the 40-Hz AM stimuli and concluded that the click train provided better differentiation of schizophrenia patients compared with healthy controls (42). Thus, from the viewpoint of reliability and overall clinical utility, the click train stimuli, which were employed in our study, seems the best suited for the clinical settings.

Enhancing attention to the ASSR task reportedly increased the 40-Hz ASSR oscillatory indices (43, 44), while an increased arousal level was demonstrated to reduce the 40-Hz ASSR oscillatory indices (42). More recently, by controlling subjects’ attention, the 40-Hz ASSR in a passive healing condition exhibited excellent reliability in both healthy controls and schizophrenia patients, while an auditory oddball condition showed slightly reduced ASSR reliability (18). Therefore, the simple passive hearing condition used in our ASSR study is suitable in the clinical setting, where some patients may have difficulties in maintaining attention.

A potential caveat in our study is that both EEG systems were from the same company, and although there are differences such as the time constant and filter system, the basic amplifier structure and electrode type were the same. Thus, there is a need to test reproducibility between entirely different EEG systems, to eliminate some of the variability that could stem from using different companies’ EEG systems. Another potential limitation is that our study design could not randomly assign EEG-1 and EEG-2 during the four time points because of the replacement. Nevertheless, our results indicate that switching from one EEG system to its next generation one within the same environment (same stimulus presentation setup and other aspects of the setting) has little to no effect on the ASSR-EEG data recorded. Recently, large-sample collaborative studies are becoming crucial to characterize healthy and clinical population groups in psychiatric research, and reproducibility tests at different centers using traveling subjects would confirm our results. Importantly, if traveling subjects are not available, multicenter studies may also greatly benefit from adapting statistical models correcting for the effects of each site (e.g., 19). It should be noted that by taking advantage of the fact that only one EEG company (Nihon Kohden) is approved for clinical use in Japan, we can conduct large-sample collaborative EEG studies using the same or very similar EEG systems (with the same stimulus presentation, recording environment, and data collection procedures) in Japan. To utilize 40-Hz ASSR as a stable clinical biomarker, we suggest that future studies using different EEG systems from different companies, and harmonized multicenter EEG studies, are required.



Conclusions

Our findings confirm the excellent long-term reliability and utility of 40-Hz ASSR oscillatory activities, including induced power, even when different EEG systems were used. Thus, we propose that 40-Hz ASSR oscillatory measures are one of the best neurophysiological indices for future collaborative research, which is essential for clinical and translational applications.
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Traditional neuroscience sees sensory perception as a simple feedforward process. This view is challenged by the predictive coding model in recent years due to the robust evidence researchers had found on how our prediction could influence perception. In the first half of this article, we reviewed the concept of predictive brain and some empirical evidence of sensory prediction in visual and auditory processing. The predictive function along the auditory pathway was mainly studied by mismatch negativity (MMN)—a brain response to an unexpected disruption of regularity. We summarized a range of MMN paradigms and discussed how they could contribute to the theoretical development of the predictive coding neural network by the mechanism of adaptation and deviance detection. Such methodological and conceptual evolution sharpen MMN as a tool to better understand the structural and functional brain abnormality for neuropsychiatric disorder such as schizophrenia.
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Introduction

From an evolutionary perspective, the nervous system of animals needs to be highly adaptive to the constant changes of the physical world to increase their survivability. To achieve this, an accurately perceived sensory input and the respective cognitive processing, as well as an effective interaction between them are needed. The animal brain, therefore, forms a dynamic network linking its own body and the external environment (1). This perspective becomes fundamental to many contemporary brain-behavioral models. Perceptual learning, for instance, highlights how our sensory system is shaped and tuned by past experiences. Such exceptional ability allows animals to filter off unwanted sensation (noise) and concentrate on the unexpected information, based on their prior knowledge. This function is termed as prediction in predictive coding theory of the brain, serving as one of its foundational concepts (2–4).

Predictive coding has gained increasing interest in recent decades and appears as a robust underlying mechanism of perceptual learning (3, 5). The notion of predictive coding suggested that the brain continuously generates and updates its predictions to the physical world by integrating the sensory information. In this manner, perception is not a uni-directional projection, but a bi-directional and hierarchical process (see Figure 1). In sensory processing, sensory “prediction” is actively generated by an internal model at the higher-order area which incorporates information from the past (memory), produces and sends information regarding the future to the lower hierarchical cascade. This inferential process naturally allows the implementation of the Bayesian theories, where prior sensory experiences and current sensory input were used to compute the posterior perceptual estimation, that is, the prediction (6–8). At each processing layer, neurons subtract this prediction from the sensory data and register the residual by a “prediction error” signal. In this sense, it is not necessary for an expected event to transmit to the top of the cortical hierarchy (9). Instead, only the information that deviates from predictions is further processed and passed upward to the higher-order cortical area in the form of “error”. The greater the prediction error, the larger the neural response evoked. This prediction error signal propagates through an ascending pathway and updates the subsequent prediction. When the prediction eventually matched with the sensory input, the neural activity induced by prediction error would be suppressed.




Figure 1 | A simplified sensory prediction model. The blue arrow indicates how prediction is updated on the prediction neurons and pass to a lower hierarchical level. The red arrow indicates how prediction error is generated and feedforward to a higher hierarchical level. Each hierarchical level could represent a processing layer, for example, in auditory processing, i.e., auditory cortex, thalamus (medial geniculate body), and midbrain (inferior colliculus), respectively (from top to bottom).



While it may seem easy to assume that one is consciously aware of the role of prediction in everyday decision making (10), it is neither fair nor true. There are many “less obvious” predictions hidden along the sensory system in one’s daily life that are likely to go unnoticed. For example, a goal-directed behavior as simple as grabbing an object first requires the integration of predictions of the visual and interoceptive inputs to ensure the precision of the sensory information, such as the locations of the object and our hand [see (11)]. With these accurate sensory inputs, the brain can produce the corresponding muscle movements via the corticomuscular channel as an end-result. Some literature showed that this succession of neuronal activities can be modulated by the dopaminergic reward system (12, 13).

With such a fascinating theory on sensory perception, scientists put effort into “visualizing” or quantifying prediction and prediction error in order to justify their proposed neural mechanism. This is later achieved by experiments that initiate prediction by the repeated presentation of certain stimuli at a given rhythmic time interval and subsequently stop delivering the predicted stimulus. This paradigm generates a transient neural response in the absence of sensory input, which becomes strong evidence of sensory prediction. For example, by repetitively presenting auditory or visual cues followed by a button press (motor response), the enhanced event-related potential (ERP) could be evoked by the button press even without the actual feedback stimuli (14–16). Using a similar technique of attributing sensory feedback with another sensory cue, pre-activation of the sensory cortex was also observed via functional imaging which is in support of the subjective prediction in sensory input (17).

The notion of predictive coding has been adopted and confirmed by a wide range of neurocognitive computational models (2, 7, 18–21). Its extensive application also provides valuable insights into the investigation of many psychiatric and developmental disorders such as schizophrenia and autism (22–24). For instance, abnormalities (hyper/hypo-responsivity) in sensory processing were hypothesized to be responsible for several symptoms of psychiatric disorders (25). Disruption of the exteroceptive prediction may lead to visual and auditory hallucinations while the disturbances of interoception might also give rise to emotional disorders (20, 26, 27). In this paper, we seek to review the neural basis and empirical findings of sensory prediction under the predictive coding framework. The majority of experimental and clinical evidence for sensory prediction was provided by the mismatch negativity (MMN) paradigm in which the prediction error fluctuation underlies the breaking of a stream of acoustic sounds. Therefore, we seek to give an extensive review to such task and discuss its application in neuropsychiatric disorders using the example of schizophrenia.



Sensory Prediction in the Visual System

If we look around the living room where we are staying in, we would not be surprised to see objects such as chairs, desks, lamps, or windows. However, the presence of a wild animal or a stranger in the room would undoubtedly shock and alert us. Predictive coding theory suggested that the higher cortical area would constantly produce internal models of the surroundings and make expectations on what objects we would see. This information would be passed to the lower order neural structure, forming predictions on visual features as simple as colors and shapes (28). In this example, assuming that we live alone, the prediction error is generated at the hierarchical level where we identify the objects we see as human or animal (which are objects that we do not expect to see in our living room). On the other hand, if we live with our family and pets rather than alone, the upward propagated prediction error might appear later at a higher level when our brain successfully identifies those objects as “intruders”. This suggested visual perception is not only driven by the bottom-up sensory input but also influenced by the top-down prediction model (29).

The predictive ability in the visual system can be observed as early as in the retina. Previous studies showed that retinal ganglion cell had enhanced sensitivity to unpredicted changes and suppression for predicted stimulations in various domains of visual stimuli including orientation, spatial frequency, and temporal structure (30). This property of receptive fields is consistent with the notion of predictive coding. At the lower hierarchical level, prediction of the visual system can also be seen from salience detection, which is guided by a “centred-surround prediction” mechanism (3, 31). In a simple visual search task, a salient visual feature (e.g., color, motion, and orientation) can be spotted irrespective to the number of surrounded visual distractors (32). Since a pixel in the natural scene tends to correlate with the neighboring pixels, the brain is able to form a spatial prediction on the centred pixel by the weighted linear sum of the surroundings (3). A salient stimulus is inconsistent with the internal computational model, which produces an error detection signal that increases along the visual hierarchy via retina (33, 34), lateral geniculate nucleus [LGN; (35)], striate and extrastriate cortex (3), and lateral intra-parietal cortex (36). This signal passes along the visual hierarchy, reaches the oculomotor system, and re-orients the eye-gaze to the location with high salience (37). Such hierarchical communications are well-supported by the feedforward and feedback connections in the cortico-cortical and subcortical-cortical network which have been described in detail in previous literatures (38–40).

The predictive power of the visual system also compensates the limited capabilities per se. For example, human retina can only encode two-dimensional information. In addition to the retinal disparity produced by our two visual fields, visual experiences such as an object’s relative size and aerial perspective also contribute to our 3-D vision by providing the perception of depth. Besides, the number of neurons and energy required for metabolic activities restrict the computational power (e.g., sampling rate and speed of signal transmission) of the visual system. Visual prediction, therefore, becomes crucial in motion perception. By sampling an object’s movement within hundred milliseconds, the visual system is capable to predict the motion pathway of the object which provides the visual ability to pursue an object moving in constant velocity (41–43).

A more active form of visual prediction happens when we voluntarily focus on a location in space and enhance our visual sensitivities on that specific location. This ability to guide our spatial attention is based on one’s prediction on where a task-relevant cue might be presented. Eye movement signals in frontal eye field (FEF) can also enhance the sensory gain in the visual cortex [for example, area V4; (44, 45)]. Previous studies have shown that neuronal activity can be modulated by the prediction of stimulus onset (46, 47). By conditioning a visual target on a certain location with a sensory cue after a period of time, a monkey could learn the conditioned patterns of the visual events by making eye movements to the target with a precise temporal pattern (47). An increased neuronal response could be observed from their parietal cortex when the visual target was absent from the conditioned location unexpectedly. This paradigm is similar to the terminology of the oddball experiment where a “deviant” event elicits an elevated neural response, which is also known as MMN, compared to the “standard” (48). This visual MMN signal can be suppressed by silencing the somatostatin-containing GABAergic interneurons (SOMs) pharmacogenetically (49).

Overall, the empirical evidence of the visual system appears to support the notion of predictive coding. In the following sections, the sensory prediction in the auditory system would be described in more detail.



Sensory Prediction in the Auditory System and Mismatch Negativity

Similar to the visual counterpart, the auditory prediction is vital to cognitive functions, including language, and speech processing (50). In spoken word recognition, it has been demonstrated that there are top-down predictions in the lexical-semantic system. For example, studies showed that replacing the last syllable of a word such as “formula” to “formubo” can facilitate an enhanced evoked response at superior temporal gyrus (STG) on the listeners (51). Another experiment showed that a non-Finnish language vowel presented in a train of Finnish vowels could elicit a pre-attentive neural response at the left auditory cortex (AC) (52). Predictive coding hypothesized that these neural responses originated from the prediction error signal when the expected vowels unmatched with the actual acoustic signal somewhere in a higher cortical area of the linguistic hierarchy. Music perception was also hypothesized to be inferred by our experience and knowledge on music (e.g., melodic, temporal, and harmonic structure) while we are listening to a stream of musical tones (53).

The neural basis of prediction and prediction error, as well as the evidence of the predictive coding hierarchy in the auditory domain, was explored most extensively by the studies of auditory MMN. The MMN is a negative deflection of the ERP elicited by an abrupt change of auditory stimulus after the repetition of the same sound, indexing the pre-attentive sensory processing (54). MMN is not a manifestation unique to the auditory modality. It can also be elicited by visual stimuli using a similar experimental setup [for more detail, please see the reviews of vMMN from (55) and (56)]. MMN reduction is one of the most robust biomarkers in patients with schizophrenia (57). Therefore, the neural mechanism underlying MMN has raised significant interest over the years.

The MMN in a classical oddball paradigm was measured by electroencephalogram (EEG) when an infrequent deviant (d) sound was interspersed among a train of repetitive standard (s) sounds (e.g., s s s s s s d s s s s s d s s s …) (58). The deviant tone can be different from the standard in terms of frequency, duration, or intensity. Traditionally, the MMN is obtained by subtracting the event-related response evoked by the standard tone from the response of deviant tone. MMN experiment can be carried out in the absence of attention, though some studies showed that the MMN response is attenuated without the involvement of attention (59).



Neural Basis of Mismatch Negativity Under the Predictive Coding Framework

The auditory MMN often peaked at the frontocentral scalp that inverts polarity at the posterior-temporal regions (60). Dipole analyses on EEG and magnetoencephalogram patterns revealed that the neural generator of this response was located at the AC which lies along the STG in each hemisphere (61, 62). Whether the deviant was presented as a mismatch in frequency, duration or intensity shifted the dipole source over the supratemporal cortex (63–66). Other regions have also been reported to contribute to MMN in an auditory oddball paradigm, for example, frontal cortex [FC; (67–71)], subcortical structures such as thalamus (21, 72, 73) and hippocampus (74, 75). Despite decades of clinical and experimental research, the role of different neural structures and the actual neural mechanism underlying MMN remained controversial. Two main hypotheses have been most extensively studied, namely, “adaptation” and “sensory memory/predictive coding” (76).

Adaptation, also known as stimulus-specific adaptation (SSA), was interpreted as a lower-level inhibitory neural mechanism in response to repetitive stimulations (77). This property was observed at cortical and subcortical structures such as the AC, thalamus (medial geniculate body, MGB), and midbrain (inferior colliculus, IC) [see (72, 76–78)]. Some researchers argued that there is a bottom-up thalamocortical network where the AC is modulated by a synaptic depressive input projected from the thalamus (77, 79). In this case, MMN is a derivative of the N1 suppression when we subtracted the standard-evoked potential form the deviant-evoked potential. The subsequent negative deflection of the deviant signal simply represented a non-adapted evoked response, highlighting a “release” from the suppression (see Figure 2). However, this hypothesis failed to explain the MMN findings in some oddball experiments. For example, if the deviant in an oddball paradigm is replaced by an omission stimulus, the absence of the expected tone is still able to induce an MMN when no adaptation could have occurred (80, 81). Additionally, using a local/global paradigm, studies showed that the violation of local and global rules would elicit two different MMN signals at the AC and FC, respectively (82). These findings suggested that there must be a higher-order process encoding the patterns of sequence and producing an enhanced response when the encoding rule is violated (83).




Figure 2 | The formation of MMN from the subtraction of standard-evoked potential from deviant-evoked potential. (A) SSA hypothesized that the MMN is simply a derivative of the attenuated N1 of the standard. (B) Predictive coding hypothesized that both adaptation of the standard and deviance detection of the deviant contributes to the MMN.



In contrast, predictive coding suggested that neurons in the thalamocortical network have a more sophisticated cognitive processing to gather sensory information. The standard stimulus, which is a series of repetitive sounds/tones, would be encoded as a sequence of patterns by the brain, forming a “prediction” for the upcoming stimuli. When the sensory data is matched with the prediction, the prediction error is minimized, leading to the neural adaptation. Since the prediction has been shaped by the standard stimuli, the deviant as a distinctive sensory input would produce a considerable amount of prediction error. The MMN is, therefore, an electrophysiological marker reflecting the level of prediction error when an unexpected stimulus (deviant) is presented (see Figure 3). As a limitation, this simplified model did not address the firing patterns of the prediction neurons. Therefore, the “prediction error signal” might indeed represent the ratio between prediction error and prediction signal or the net electrophysiological activities of these two clusters of neurons.




Figure 3 | A diagram indicating the change of prediction error signal during a classical oddball experiment. The repetitive presentations of the standard stimuli reduce the prediction error signal (decrease neuron firing) feeding to the higher-order area, which leads to the “adaptation” effect. The subsequent deviant tone elevates the prediction error, which generates the deviance detection input (increase neuron firing). Therefore, the resultant MMN (deviant - standard) consisted of two neural mechanisms driven by the fluctuation of prediction error signals.



The prediction signal might only be visible as N1 during the adaptation period when the prediction error is theoretically minimized. With an early latency (peaked around 100 ms), adaptation is expected to be localized at the lower level of the prediction hierarchy formed by the subcortical-cortical network, involving mainly the belt area of MGB and IC with both the belt and core areas of the primary AC (A1) (84, 85). Previous studies revealed that the AC can have both excitatory and inhibitory effects on the MGB (86) and IC (87). Thus, the AC can suppress the predicted information from approaching the cerebral cortex by inhibiting the activities of the thalamus and midbrain when prediction error input is reduced (84, 88).

In addition, neurons at the IC with strong SSA properties appeared to receive extensive inputs from the AC while those with no/less SSA properties mainly receive input from the brainstem nuclei (89). Studies using a cooling technique to deactivate the cortical activity on animals also discovered that the SSA properties of certain neurons at the IC and MGB would be reduced while certain proportions of neurons still retained their SSA sensitivity (72, 84). Collectively, adaptation as a key component of predictive coding and MMN, appeared to be modulated by a lower order AC-MGB-IC network which continuously interacts with each other, maintaining the efficiency of sensory processing.

Deviant detection (DD) is another core component of the MMN signal. Using single-neuron recording, Parras, and colleagues demonstrated (90) on anaesthetized rats that the AC-MGB-IC network contributes to both the adaptation and deviance detection of the MMN signal. The prediction error activities elevated from IC to MGB to AC and from lemniscal to non-lemniscal regions. Other subcortical regions such as the cerebellum (91) and basal ganglia (92) were also known to be associated with the sensory prediction processing. However, DD has mainly been linked with the higher-order processing in predictive coding based on the temporal profile of the MMN, where the lower order response activates earlier (~100 ms) at the AC while the higher-order DD signal becomes visible in a later time window at the frontal area [100–200 ms after the stimulus onset; (93–95)]. The P3a followed by the frontal MMN also suggested that there could be a switch of attention toward the deviance (96).

Additional studies revealed that deviance detection was associated with the higher cortical area. An electrocorticographic (ECoG) study showed that deviance detection signals in the cerebral cortex are localized to the lateral STG and FC in humans (97). Other studies argued that the PFC (e.g., ventral prefrontal regions) contributed to DD when the sensory input projected from the AC (anterior belt) does not match the existing memory (98). The role of the frontal region in this sort of feedback mechanism is well-supported by the studies of non-conscious patients. For instance, patients in the vegetative state showed a reduction in feedback modulation with the sensory cortex while their feedforward functioning was still maintained (99, 100).

To sum up, predictive coding provided a comprehensive explanation to the temporal and spatial profile of MMN by the fluctuation of the prediction error signal, which was modulated by the cortical and subcortical network in a hierarchical manner. Associating adaptation and DD with lower-order regions and higher-order regions respectively were tentative, with no strict boundary between each neural hierarchy. Intuitively speaking, it seems logical to think that adaptation serves the function of gatekeeping at the early sensory pathway to prevent information overloading. Without excessive data input, the higher-order sensory cortex should perform the DD more efficiently. Since predictive coding assumes the same communication mechanism, formed by prediction and prediction error, for each neural structure, the functional specification of adaptation and DD might be achieved by the differences in neural properties and possibly the proportion of each type of the neurons along the neural hierarchy.



Various Forms of Oddball Paradigm

The deviant evoked response in a classical oddball paradigm is known to be influenced by both adaptation and deviance detection. By introducing various forms of oddball paradigm and control task, literatures found that the evoked response, more precisely speaking, could reflect the cognitive process of adaptation and deviance detection separately. In the following section, we briefly describe 7 major MMN paradigms and compare their effectiveness in identifying the underlying mechanism (see Figure 4).




Figure 4 | The variations of oddball paradigm. The circle symbols indicated whether the MMN would be influenced by adaptation or deviance detection. The double circle indicated that the MMN would give a cleaner representation of adaptation/deviance detection. Classical oddball coupling with many-standard and cascadic-control allows the isolation of deviance detection from adaptation. Without an actual auditory input, an omission deviant would elicit a signal that “free” from adaptation, while MMN in other paradigms would be influenced by both mechanisms. *Roving paradigm allows the comparison of MMNs evoked by different length of standards in which adaptation effect could be investigated. The greyscale indexed the pitch of the stimulus; the arrow indicated the deviant tone (the dashed arrow indicated the global deviant).




Classical Oddball

Traditionally, the MMN in the classical oddball paradigm is obtained by subtracting the standard-evoked potential from the deviant-evoked potential. However, the adaptation effect induced by the standard tone was known to cause a reduced auditory N1. By subtracting a standard evoked response with a reduced N1 (peaked at 100 ms) from the deviant evoked response (peaked at around 100–200 ms), the resultant MMN could be contaminated by the N1 and hence overestimated.



Many-Standard Control

The many-standard paradigm was developed as a control paradigm to eliminate the adaptation effect (N1) from MMN. A simple “many-standard” control consisted of a sequence of tones [e.g., varied in pitch but fixed duration, loudness and onset-to-onset intervals (78, 101–104)]. Two of the tones were matched with the pitch of the standard and deviant tone using in a classical oddball respectively, while the rest of tones have a random pitch. A many-standard control presents the tones in pseudo-random order, creating a sequence with no known regularity which prevents the formation of adaptation among the participants.

Therefore, by comparing the event-related response evoked by the deviant tone in the classical oddball paradigm with the response elicited from the tone with the same pitch but presented in the many-standard sequence (without the reduced N1), researchers should be able to obtain the “adaptation-free” MMN that represents the deviance detection process. On the other hand, the comparison between the neural response evoked by the “standard” in classical oddball and the many-standard paradigm should identify neural signals that indicate the adaptation effect. This also allows the comparison on two identical tones, eliminating any confounding effect produced by the acoustic features (i.e., pitch for a frequency deviant) rather than the abstract rule of the sequence.

The disadvantage of the many-standard control is that the randomness of the sequence would generate a considerable amount of prediction error according to the predicting coding theory. Therefore, the comparison with the oddball sequence may give an underestimated deviance detection effect and an overestimated adaptation effect.



Cascadic Control

With the limitation of a many-standard control, an additional sequence coupling with the classical oddball and many-standard paradigm, known as “cascadic-control” was introduced (105). The cascade sequence consisted of a regular train of tones in increasing or decreasing frequencies. The target control tone is hidden in a predictable sequence which suppresses the generation of prediction error from the control sequence. The descending or ascending cascade control corresponds to the oddball deviant that has a decreased or increased frequency respectively. The preceding tones of the control and oddball sequence are also identical, which makes the cascade a better control compared to many-standard to identify the deviance detection process.



Roving

The roving paradigm contains multiple trains of tones in various frequencies (106–108). Each train consists of a random amount of identical tones separated by regular inter-stimulus-intervals. The repetition within each train of tones eventually leads to an adaptation effect; thus, the last tone of the block can be viewed as a “standard” as in the oddball paradigm. The first tone of a train, on the other hand, indicates a switch of frequency, making it a natural deviant tone with the same physical properties as the standard. Similar to standard oddball, the MMN is indicated by the comparison of standard and deviant evoked response. In addition, the roving paradigm can examine the build-up of the adaptation by comparing the MMN caused by the different numbers of repetitions between the deviant and standard tone (109).



Local-Global

The local-global paradigm typically consists of two sets of auditory stimuli (82, 110). A set of tones, named as local standard, contains a series of identical tones (e.g., AAAAA). The repetition of tone A is the local rule of this sequence which makes the sequence AAAAA fitting the internal rule. Another set of tone, named as local deviant, also contains a train of identical tones but the last one is replaced by a different tone (e.g., AAAAB). Therefore, the internal rule of repeating tone A in this sequence is violated by the last tone. By presenting the local deviant repeatedly (e.g., AAAAB AAAAB AAAAB…), our brain can identify such sequence as a global-rule, which makes the local deviant a global-standard. If a rare number of local standard (AAAAA) is mixed randomly into the train of local deviant (e.g., AAAAB AAAAB AAAAB AAAAA AAAAB AAAAB AAAAB AAAAB AAAAB AAAAB AAAAB AAAAA AAAAB …), the local standard here then appears as violating the global rule, which turns the local-standard as a global-deviant. By interchanging the proportion (probability) of the local-deviant and local-standard, their roles in the global-rule can be swapped.

This paradigm introduced two types of temporal regularities, that is, the local rule (tone-to-tone transition) and the global rule (sequence-to-sequence transition). The detection of violating a local-rule was hypothesized as lower-order processing while the global-rule was hypothesized to be processed at the higher-order cortical area. This fits the paradigm into the predictive coding manner which proposes a hierarchical communication network. Chao and colleagues showed that the local prediction errors were generated in the AC while the global prediction errors were generated in the FC (82). Their ECoG connectivity analyses revealed that local prediction error signals were fed forward to the AC and that global prediction error signals were fed forward to the FC. A feedback component from FC to AC for global prediction errors was found as well.



Omission

All oddball paradigms described above have both standard and deviant tones. An omission paradigm often couples with other oddball paradigms as an additional sequence where an omission deviant replaces the typical frequency deviant (110). In other words, the expected event is omitted (no tone) followed by a train of standard tones. Since no actual acoustic input is presented, the evoked response cannot be sensitive to the adaptation effect, which allows the isolation of deviance detection signal.



Prediction

The prediction task used by Durschmid and colleagues (111) is a variation of the local-global paradigm, formed by two types of blocks, the predictable (P) and the unpredictable (U). The fully predictable blocks consist of the regular repetitions of the local-deviant (i.e., AAAAB AAAAB AAAAB …), where the location of the deviant tone (B) can be fully predicted (after the presentation of 4 As). In contrast, the local-deviant tone (B) does not follow any global rules in the unpredictable blocks. It appears between 3 and 7 repetitions of the local-standard tone (A). This design also allows the investigation of local and global rules hierarchically, fitting the scope of predictive coding.

Recent advancement of methodological (oddball paradigms) and conceptual (predictive coding) development in MMN has enabled us to better understand the functional and anatomical mechanism underlying it, namely, adaptation/deviance detection or hierarchical segmentation. This provides a valuable new perspective to the interpretation of existing neurological data on MMN and in generating hypotheses about the pathology of certain psychiatric disorders where MMN has long been used as a biomarker. Considered the widely diverse MMN findings and different pathologies associated with each psychiatric disorder, we decided to use one clinical condition as an example to illustrate how such new perspective could be applied to the existing literature and future studies. Schizophrenia has been chosen because the classic MMN, which is said to index the pre-attentive perceptual deficit, is perceived as a valid biomarker in schizophrenia.




Mismatch Negativity in Schizophrenia

Reduced auditory MMN (104, 112–115), magnetic auditory MMN (116, 117) and visual MMN (118, 119) in a classic oddball paradigm is commonly observed on patients suffered from psychotic disorders. MMN also has the greatest effect size as a biomarker for schizophrenia amongst P50, N100, and P300 (120). Remarkably, there were significant associations between MMN amplitudes and psychotic symptom severity in cross-sectional comparisons (121–124), which inspired the possibility of using MMN amplitudes for clinical prognosis. Some research groups showed that an increase in MMN amplitude predicted the clinical remission of people with ultra-high risk for psychosis (UHR) (125, 126). Another longitudinal study revealed that MMN deficits might be associated with the negative symptoms and functional outcomes of the patients with schizophrenia (127). Unfortunately, these studies did not control medication dosage as well as other medical care and treatment as confounders, therefore the actual contribution of MMN can only be evaluated in larger longitudinal samples with appropriate confounding control.

Several studies have attempted to investigate the association between MMN amplitude and the trajectory of psychosis development: adolescent preclinical psychotic-like experiences (PLEs), UHR, first-episode psychosis (FEP), first-episode schizophrenia (FESZ), and chronic schizophrenia. Cross-sectional studies have shown that MMN amplitude evoked by duration deviants (dMMN) was signiﬁcantly reduced in earlier clinical stages of psychosis - UHR and FEP, compared to healthy controls, while such differences were not observed using frequency deviants (fMMN) (113, 121, 128–134). Reduced dMMN amplitude can also be observed on adolescents having PLEs (135) and people with UHR who later converted to psychosis (130). The attenuation of a double (duration + frequency) deviants evoked MMN also predicted the conversion of UHR to FEP (136). Collectively, dMMN attenuation can be observed across different stages of psychosis, making it a valuable trait marker.

However, the association between MMN and the development of psychosis are still lacking in support from longitudinal investigations. Some longitudinal findings revealed a progressive reduction of MMN amplitude in FESZ (137, 138) but not in chronic schizophrenia (139). Salisbury and colleagues also found a progressive reduction of fMMN alongside the volume decrease at the left Heschl’s gyrus for patients with schizophrenia instead of bipolar disorder and healthy controls (138). However, these findings are somewhat controversial with no group difference nor progressive reduction being seen between UHR, FEP, and control groups (115). A similar trend has been reported for dMMN (140) but not in others (115, 141). Whether this controversy originates from the difference in measurement procedure, recruitment, the definition of clinical stages or follow-up period remained unanswered.

Compared to schizophrenia, there were fewer examinations on MMN for other psychiatric disorders. Cross-disease comparisons have shown that patients with bipolar disorder had a decreased dMMN amplitude similar to those with schizophrenia compared to healthy controls (123). Another studied showed a contradictory finding in which their patients with bipolar disorder and major depressive disorder had no significant dMMN amplitude reduction (142). A review of the MMN study on the bipolar spectrum has proposed that bipolar disease could lead to an intermediate level reduction on MMN in-between those with schizophrenia and the healthy controls (143) although a systematic model is yet to be developed due to the unclear relationship between MMN and the subtypes (as well as medication status) of bipolar disorder (144, 145). MMN for the major depressive disorder had also been investigated, yet again, the results were inconsistent across the literatures (146–148).

Recent cross-disease multi-modal studies have proposed that the deficits in MMN amplitude could be driven by the structural change at specific brain regions rather than the disease pathology. This idea is supported by the intermediate dMMN amplitude decrease of patients with bipolar disorder compared to patients with schizophrenia and healthy controls, while the amplitude was associated with the cortical thickness of the right STG (149), suggesting that the MMN amplitude could rather indicate the deficit of higher-order auditory functions in the STG irrespective of the spectrum of the psychiatric disorders. A functional MRI study showed that the deviant-induced BOLD signal for patients with schizophrenia was reduced in a few cortical areas and subcortical areas (IC, thalamus, AC, and PFC) and those with major depressive disorder only had the reduced BOLD on the PFC (73). Some researchers argued that there could be broader pathophysiology for MMN (143), and therefore, MMN should not be used as a biomarker exclusively for schizophrenia. With our understanding of the formation of MMN using predictive coding, it appears that MMN can index different psychopathology that are shared across different psychotic and related disorders.



Pathology of Schizophrenia From a Predictive Coding Perspective

The classification of most psychiatric disorders nowadays such as the Diagnostic and Statistical Manual (DSM-V) and International Classification of Diseases (ICD-10) diagnoses the presence or absence of a disorder based on a list of categorical symptoms. For example, schizophrenia is characterized by positive symptoms such as delusions and hallucinations.

Based on predictive coding theory, some researchers argued that exaggerating or overly precise prior beliefs renders a sensory noise into an organized and reasoned percept (150). Since the precision of the sensory data and the prior belief (memory) would both be inferred to the posterior (updated perception), a relatively high prior belief would reduce the influence of the sensory data on the resultant perception. A recent study showed support to this notion by building prior belief through the repeated presentation of a visual cue concurrently with an auditory tone (151). They demonstrated that it was easier for the visual cue (in the absence of the actual tone) to induce hallucinatory tones as well as activations in certain cortical areas, such as AC, posterior superior temporal sulcus and anterior cingulate cortex, on psychotic patients who have hallucination symptoms. However, this appears as contradictory to some early studies of schizophrenia, where patients are less susceptible to hollow-mask illusion (a concave mask creating an illusion of convex face) (152, 153). Using a dynamic causal model, the authors showed that patients with schizophrenia had a stronger feedforward modulation from the primary visual cortex to the lateral occipital complex, implying a weak inference from learned prior beliefs compared to the sensory input. Although the above two examples may highlight two completely different neuropathology, the over/under reliance on prior belief could co-exist through a failed prediction error feedback mechanism.

The failure of prediction error feedback could distort perceptions by disrupting both the top-down modulation and bottom-up sensory projection. Such deficit of patients with schizophrenia in prediction error was more clearly demonstrated by MMN studies using other forms of oddball paradigm. In a local-global oddball study, patients with schizophrenia showed reduced MMN to both the local and global deviant compared to healthy control (154). Although this paradigm could not distinguish repetition suppression and deviance detection from one to each other, it revealed that the prediction error deficit of schizophrenia covers both the lower-level and higher-level processing layer. The reduced MMN was also shown in another study using roving paradigm (109, 155). Interestingly, the patients’ MMN only become visible with increasing repetitions of the standard tones. With a longer sequence of standard, MMN is believed to be predominated by the “release” of SSA-sensitive N1, which suggested that the SSA function for schizophrenia remains intact. This finding is consistent with other studies using many-standard control and omission deviant, which revealed that the prediction error for schizophrenia was mainly influenced by deviance detection rather than repetition suppression (154, 156, 157).

Patients with schizophrenia also had a progressive volume reduction in STG (158), a site known to associate with deviance detection (97). Previous research has also revealed that MMN is associated with the N-methyl-D-aspartate glutamate (NMDA) system (159–162). For example, an animal study showed that ketamine as an NMDA-antagonist can suppress both the local- and global-deviant triggered MMNs (163). Such association between MMN and NMDA, however, is only found in the deviance detection process, but not adaptation (102). This appeared to be consistent with the NMDA receptor (NMDA) hypofunction model on schizophrenia, which proposed that the pathology of schizophrenia involved a dysfunction or a blockage of the NMDA receptor (164–168).

It is worth mentioning that the hyperactivity in the dopaminergic system is tied to positive symptoms of schizophrenia such as verbal hallucination and persecutory delusion (169, 170) since some of the positive symptoms can be induced by dopamine stimulants (e.g., methamphetamine administration) and most of the antipsychotics that act as D2 receptor (D2R) antagonists for positive symptoms. Aberrant reward response was often associated with the above positive symptoms; thus, the dysfunction and imbalance of D1 receptor (D1R) and D2R were presumably linked to reward prediction error deficit (171–174). Such deficit prevents our brain from updating and correcting the internal prediction model that is modulated by reward which leads to false or hallucinatory percepts (169).

Previous studies have hypothesized that the dopaminergic pathway in reward system relies on the valence coding function of D1R and D2R: the former is responsible for the positive, while the latter is for the negative valence (175). Considering the clinical pharmacological findings of D2R and the functions of serotonin, positive and depressive symptoms were once expressed as the imbalance of D1R and D2R functions, with serotonin as a modulator for dopamine signalling (176). However, a recent study found that during the learning process, D1R in the nucleus accumbens and D2R were responsible for the generalization and discrimination phrases respectively (177). The excessive D1 and insufficient D2 activation may lead to overgeneralization that results in false belief and delusions, whereas the opposite may inhibit beliefs and prediction.

Collectively, we demonstrated how the impaired function of prediction contributes to psychiatric disorder/symptoms using schizophrenia as an example from the predictive coding perspective. The deficit of deviance detection in psychotic disorder as shown in MMN studies indicated that psychotic symptoms could originate from the failed sensory prediction located at the higher cortical level. Such impairments could be associated with the dopaminergic system that would stop sensory cues to be encoded into experiences and beliefs (172), and thus disrupting the sensory prediction scheme, causing delusions or other positive symptoms.



Conclusion

Predictive coding models perceive MMN as an indicator of neuronal prediction error in a hierarchical structure. Although this model may have overstated the actual neural responses of prediction error, it provides a simple working model for researchers to concisely examine the functional or anatomical impairment of different neuropsychiatric population. Given a large number of relevant studies, we believe that in the future of the field, efforts should be made to obtain knowledge with more in-depth “details” instead of staying with its “simplicity” and “elegance”. Since prediction and prediction error were hypothesized to dynamically interact at each hierarchy, an obvious future direction could focus on the prediction signal. This could be achieved by isolating the adaptation mechanism from MMN using the classical oddball paradigm in combination with the many-standard control and cascadic control in which prediction error is minimized. More importantly, researchers seemed to accept the logic of neural arithmetics (i.e., prediction error = sensory input - prediction), despite the fact that how such computation could be carried out at each neuronal level are completely unknown. Considered the cost of monitoring the neural activities at the cellular level, refining and utilizing oddball paradigms such as local-global or prediction paradigm to achieve hierarchal segmentation appears as a sensible solution to unveil the full picture of sensory prediction.
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Auditory hallucinations (AHs) are among the cardinal symptoms of schizophrenia (SZ). During the presence of AHs aberrant activity of auditory cortices have been observed, including hyperactivation during AHs alone and hypoactivation when AHs are accompanied by a concurrent external auditory competitor. Mismatch negativity (MMN) and P3a are common ERPs of interest within the study of SZ as they are robustly reduced in the chronic phase of the illness. The present study aimed to explore whether background noise altered the auditory MMN and P3a in those with SZ and treatment-resistant AHs.


Methods

MMN and P3a were assessed in 12 hallucinating patients (HPs), 11 non-hallucinating patients (NPs) and 9 healthy controls (HCs) within an auditory oddball paradigm. Standard (P = 0.85) and deviant (P = 0.15) stimuli were presented during three noise conditions: silence (SL), traffic noise (TN), and wide-band white noise (WN).



Results

HPs showed significantly greater deficits in MMN amplitude relative to NPs in all background noise conditions, though predominantly at central electrodes. Conversely, both NPs and HPs exhibited significant deficits in P3a amplitude relative to HCs under the SL condition only.



Significance

These findings suggest that the presence of AHs may specifically impair the MMN, while the P3a appears to be more generally impaired in SZ. That MMN amplitudes are specifically reduced for HPs during background noise conditions suggests HPs may have a harder time detecting changes in phonemic sounds during situations with external traffic or “real-world” noise compared to NPs.
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Introduction


Schizophrenia

Schizophrenia (SZ) is a debilitating neurological disease (1) that affects approximately 1% of the world’s population (2), with the global prevalence of SZ rising by over 5% percent in 26 years (3). SZ is a multifaceted disease that affects one’s behavior, cognition, and intellectual functioning. Among the cardinal symptoms of SZ are auditory hallucinations (AH), being reported in 50%–80% of diagnosed cases (4–10).

AHs are described as an aural sensory experience occurring during an awake state in the absence of external stimulation, over which the individual feels they have no control and which have a sense of realism (10, 11). AHs are believed to be a consequence of disruptions in the metacognitive processes that categorizes self-generated and external information sources, in addition to further deficits in information processing (12–15). The exact cause and mechanism of AHs, however, still remain unclear (16). It has been suggested that AHs may compete against external auditory stimuli for attentional resources (17–19); this is supported by the findings that AHs and auditory cortex activity are diminished in cases where external speech competitors are presented (20–22). While AHs have been explored using many different methodologies, electroencephalography (EEG) has proven effective at capturing concurrent rapid changes in cortical activity (23).



EEG

EEG is a non-invasive procedure that measures the summation of the neural activity of large groups of neurons firing; Event-related potentials (ERPs) are derived from EEG by assessing neuroelectric activity elicited simultaneously in response to stimuli (e.g., light or tones). ERPs are an exceptionally sensitive method to index cognition due to their temporal sensitivity and can be used to help supplement and comprehend behavioral observations.



MMN

Within SZ, one of the most commonly studied ERPs is the auditory mismatch negativity [MMN; (24–26)]. MMN is well suited in that it does not require a behavioral response by the participant (27). MMN is elicited by any detectable change in an auditory stimulus, occurring regardless of conscious awareness to the change (28, 29). MMN is a fronto-central negatively peaking waveform with a typical latency of 90–250 ms (29–31). It was previously suggested that this waveform is produced when there is a discriminatory difference between the auditory stimuli presented and the memory trace of previous stimuli (29). The more recent prediction error models of the MMN suggest this waveform is elicited when the incoming stimulus violates a prediction based on a sensory model of the current auditory environment (32, 33).

MMN amplitude has been shown to be robustly reduced in individuals with SZ when compared to healthy controls (HCs) (34, 35). It appears MMN deficits are particularly robust in SZ among other psychotic disorders. Previous work has reported MMN amplitude reductions were most prominent in patients with SZ when compared to individuals with bipolar disorder (36, 37). Previous studies measuring MMN alterations in major psychiatric disorders (e.g., depression, obsessive-compulsive disorder) have found similar findings, suggesting the decreased amplitude in MMN may be specific to the SZ population (38–41).

MMN has also been found to index brain deterioration in the SZ clinical populations (36, 42–44). MMN amplitude reduction has been conceptualized to be associated with gray matter loss in the supra-temporal cortex, as well as widespread loss across the cortex (37, 45, 46). In addition, greater reductions of MMN amplitudes have been observed in later stages of illness (47–49). The reduction of MMN amplitudes can in part be attributed to the deficient functioning of N-methyl-D-aspartate (NMDA) glutamate receptor (50–52).

Given the heterogeneity of SZ, there has been interest in how specific symptoms, such as AHs, contribute to brain-based changes in this illness (23). Previous research has found a link between severity of AH trait (i.e., predisposition to experience AHs) and MMN amplitude deficits (23, 53, 54), suggesting that an increase in AH trait is associated overall decrease in MMN amplitude (53–55). The link between AH trait, the MMN and neuroanatomy has been previously reported by Salisbury et al. (37, 56), who reported that gray matter loss near Heschl’s gyrus is associated with both an overall increase in AHs and a decrease in MMN amplitude. While increased hallucinatory trait has been linked to MMN deficits, the link between AH state and MMN (i.e., MMN amplitudes being reduced during a concurrent AH experience) is significantly more tenuous. This suggests that reductions in MMN amplitude are associated with brain-based changes associated with the production of hallucinations, rather than AHs usurping auditory processing resources within a limited capacity system.



P3a

The P300a, or P3a, is an ERP that often follows the MMN (57) and is often observed between 200 and 650 ms. P3a is a positive waveform with a stereotypical fronto-central scalp distribution (58–60). The auditory  P3a is conceptualized as the directing of one’s attention to a deviant or novel sound (59, 61). Additionally, P3a can be elicited when there is a particular significance to the auditory stimulus either socially or emotionally, both of which are related to pre-existing information in long term memory (57).

Commonly the P3a is elicited in experimental research through an active three-stimulus auditory oddball paradigm, in which the participant is presented with a string of standard stimulus with non-target distractors, and target tones for which they are told to identify (61–63). P3a can, however, be elicited through the means of a passive 2- or 3-stimulus-auditory oddball-paradigm (63–66).

Reductions in P3a amplitude have been shown in individuals with chronic SZ (64, 67), after their first episode of psychosis (68–70) as well as in individuals classified as being high risk for developing SZ (71–73). This evidence suggests that P3a could serve as an important marker of SZ, including for those at risk of developing SZ. P3a is elicited in a similar manner to MMN whereby a combination of standard and deviant auditory stimuli is presented passively. P3a is elicited when attention is directed at a deviating tone. While MMN and P3a are associated, evidence shows that they are not dependant on each other and can occur in absence of one another (57, 74, 75).

While pure tone stimuli are typically used to elicit the MMN and P3a, both can be elicited by any auditory deviant, including spectrally-complex phonetic stimuli (76–78). Numerous studies have examined MMNs elicited by speech sounds to probe language-based processes in healthy and clinical populations (52, 74, 74, 76, 79, 80), with many employing phonemes (i.e., the simplest unit of speech with linguistic meaning) as standard and deviant stimuli. The earliest study to use a phonemic paradigm to investigate the MMN in SZ reported significant deficits in MMN amplitudes elicited by a cross-phoneme change in SZ patients [vs. HCs; (81)]. In a follow-up study examining phonemic MMN in SZ patients with AHs, SZ patients with no hallucinations, and HCs (54), SZ patients were found to have significant deficits in MMN amplitudes when compared to HCs; however, no significant differences were found between the two patients subgroups (54).

It is speculated that P3a is altered by neurobiological instabilities such as those shown in SZ (26, 66) while other studies have shown a reduction in P3a amplitudes being linked to increased disease duration and an increase in AHs (82, 83). Of the studies that have measured P3a with a SZ sample, reductions in P3a amplitude via the traditional oddball paradigm (73, 84–86) have been previously reported as well as P3a amplitude reductions when using a phonetic paradigm (77). A study measuring P3a amplitude and latency with the traditional oddball phoneme paradigm in HCs showed that P3a amplitude and latency were correlated with recall of verbal information and working memory performance (66), similar to what was found for MMN. To date, little research has been done to measure P3a amplitudes in SZ with and without AHs. The literature that does exist shows those with AH had decreased P3a amplitudes compared to those without AHs and HCs (77).



Objectives and Hypotheses

The current study aimed to expand our understanding of the neurological workings of those with SZ, and elaborate on how AHs affect auditory processing by studying a group of individuals who report experiencing AHs and a group who do not. In order to better understand how auditory functions may change under different auditory conditions, MMN and P3a were examined under different background noise conditions [white noise (WN), “real-life” traffic noise (TN), and silence (SL)]. Compared to HCs it is expected that both patient groups will have significant reductions in both the MMN and P3a amplitudes; furthermore, it is expected that individuals currently experiencing AH will show the greatest deficits in MMN and P3a generation. Finally, we hypothesize that MMN and P3a will be reduced under conditions of auditory competition (TN and WN) compared to SL in all groups.




Methods


Study Participants


Experimental Participants

Experimental participants were comprised of twenty-four individuals between the ages of 18–65 presenting with a primary diagnosis of SZ. Participants were recruited through the Outpatient Schizophrenia Clinic of the Royal Ottawa Mental Health Centre in Ottawa Ontario. Data from these participants in response to different auditory paradigms have previously been reported (54, 77, 87); none of the neurophysiological data reported herein has previously been published.

Participants were assessed by their primary care physician with respect to inclusion/exclusion criteria for the study and had to be deemed as stable for four weeks prior to testing. Clinical history and ratings for the Positive and Negative Syndrome Scale (PANSS) were used to classify participants into the hallucinating (HP) or non-hallucinating (NP) condition. HPs (n = 12) were patients who reported a certain and consistent history of AHs over the course of their illness history. HPs exhibited a score of ≥3, which equates to a mild or greater hallucinatory experience on the hallucination item of the PANSS positive symptom scale. NPs (n = 12) were patients displaying a score of 1 on the same hallucination item of the PANSS and displaying no previous consistent AH history.

Confirmation of AHs was completed upon arrival to the laboratory through the Psychotic Symptom Rating Scale [PSYRATS; (88)]. The PSYRATS allowed us to quantify the frequency, duration, and loudness as well as other aspects of the AHs. HP and NPs were equivalent on age, gender, PANSS score [Positive Scale, Negative Scale and General Psychopathology Scale; (89)] and medication dosage (converted to chlorpromazine equivalents; CPZ). All participants had to present with normal hearing according to the audiometric assessment conducted on the study day requiring thresholds of 25 dB (SPL) or less to pure tones of 500, 1,000, and 2,000 Hz. A summary of participant demographic data can be found in Table 1.


Table 1 | Summary of participant demographic data (mean ± SD).




Exclusion Criteria

Participants were excluded if they met any of the following: Co-morbid DSM- IV TR Axis I disorder; total PANSS score >65; present account of drug abuse/dependence; history of head injury; diagnosis of epilepsy or any other form of neurological disorder; treatment using electroconvulsive therapy (ECT) within the previous year; extrapyramidal symptoms (EPS); significant cardiac illness; or abnormal audiometric assessment.




Control Participants

HCs were 12 volunteers who displayed normal hearing. As was the case with the clinical participants, data from these unaffected controls recorded in response to different auditory paradigms have previously been reported (54, 77, 87). Participants were required to self-report psychiatric, medical, neurological, and alcohol/drug use/abuse histories as well as no current regular medication use (with the exception of oral contraceptives). Controls were matched to the experimental sample on measures of age, gender, and NART scores.




ERP Recording

ERPs of interest were extracted from the EEG activity, which was recorded for each participant using an electrode cap with Ag+/Ag+-Cl− ring electrodes at 32 scalp sites according to the 10–20 system of electrode placement, including three midline sites [frontal (Fz), central (Cz), parietal (Pz)], three left hemisphere [frontal (F3), central (C3), temporal (T7)] and three right hemisphere [frontal (F4), central (C4), temporal (T8)]. Electrodes were also placed on right and left mastoid, as well as nose and mid-forehead to serve as ground and reference channels respectively. Electro-oculogram activity was recorded from supra-/sub-orbital and external canthi sites via bipolar channels. All electrode impedances were below 5 kΩ; all electrical activity was recorded using BrainVision Recorder software with an amplifier bandpass setting of 0.1-30 Hz and digitized at 500 Hz. Data was then stored on a hard-drive for offline analysis using the BrainVision Analyzer software.



Neurophysiological Battery

MMN and P3a were assessed during three background conditions: SL, wide-band WN, and TN. The consonant-vowel (CV) syllables used to elicit MMN and P3a activity was identical to that of (90). The standard “ba’” (510 stimuli; P = 0.85) and deviant “da” (90 stimuli; P = 0.15) phonemes were presented in one block of 600 stimuli for each condition; presentation orders of background noise conditions (TN, SL, and wideband WN) were randomized and counter-balanced using a Latin square design. Stimuli were presented with an interstimulus interval (ISI) of 550–600 ms in a pseudo-randomized order ensuring that there was a minimum of three standard tones between each deviant.

The CV stimuli were created by having a male speak into a studio microphone and digitizing the audio stimuli using the Audacity program (22-kHz sampling rate, 11-kHz anti-aliasing filter, 12 dB/octave); edited to 150-ms duration. Spectral analysis of the CV stimuli showed them to display most of their power in the 100–2,000 Hz range, with very little power above 4,000 Hz. This was confirmed by Fast Fourier Transform (FFT) analysis, which showed most of the auditory energy to exist in the 100–2,000 Hz range in both CVs.

The WN and TN backgrounds were created within the hospital Audio-Visual department by digitizing from a pre-recorded sound effects audio tape and transferring ~12-min segments of each noise type to (CD) disc. Background noise was presented through external speakers and computer-presented CV stimuli (delivered using a digital-to-audio sampling rate of 16 kHz) were delivered binaurally through headphones, with the peak intensity of the CV signals being 10-dB sound pressure level (SPL), higher than the background noise intensity of 60 dB (SPL). Therefore, the signal-to-noise ratio (SNR) was +10 dB in the combined conditions. While the stimuli were presented, participants were asked to watch a silent, neutral emotive video and ignore the auditory phoneme stimuli being presented; each block lasted approximately 6 min.

Following each block, participants were asked to rate the hallucinations experienced during the recordings on the following three dimensions; 1) duration (0 = no AHs; 7 = continuous AHs); 2) loudness (0 = not audible; 7 = extremely loud); and 3) clarity (0 = unintelligible; 7 = very clear). See Table 2 for mean hallucination scores for each noise condition.


Table 2 | Mean (± SE) state hallucination ratings separated by noise conditions.





EEG Data Processing

Data from all 32 scalp sites was re-referenced from a common reference to the nose channel before being segmented into standard and deviant tones for each of the three noise conditions (SL, TN, and WN). Digital filters were then applied using a band pass of 0.15–20 Hz (91). Electrical epochs (500-ms period, commencing 100-ms pre-stimulus) were corrected for eye movement (residual movement and blinks) using the Gratton & Coles algorithm (92), and baseline corrected using the pre-stimulus period (i.e., −100–0 ms); following these corrections, epochs exceeding ± 100 µV were excluded from further analysis. Following this, the data was put through an artifact rejection process whereby any epochs with data exceeding a 20µV/ms voltage step or exceeding ±75 µV within the epoch were excluded and the data was then averaged. Difference waves were generated by subtracting the waveforms of the standard stimulus away from waveforms generated by the deviant stimulus for each of the three conditions.


MMN Processing

MMN waveforms were individually assessed in difference waves within a custom selection window from 100 to 270 ms; this window was chosen by observing the grand average of the data. MMN peaks were picked as the most negative point within the window and the output was the average within five voltage points (10 ms) to the left and right of the peaks amplitude. MMN amplitude and latency were measured at scalp site Fz which is the site of maximum amplitude.



P3a Processing

P3a was analyzed through similar means and a peak detection window of 200-450 ms was identified for the difference waveforms this window was chosen by observing the grand average of the data. P3a was then picked as the largest positive peak within the given window of time. P3a amplitudes were quantified as the average within five voltage points (10 ms) to the right and left of the positive peak. P3a latency and amplitude were measured at Cz, as this was the site of maximum amplitude.




Study Procedure

Participants completed informed consent before attending the laboratory session. Following the completion of informed consent, participants were asked to complete demographic information. In addition, participants were measured on general medical/health, handedness [Edinburg Handedness Inventory; (93)], the National Adult Reading Test [NART; (94)] which provides an approximation of premorbid Full-Scale I.Q. Upon arrival to the laboratory, EEG electrodes were applied and participants completed the experiment.

Testing took place between 11 am and 2 pm and participants were asked to refrain from drug use (tobacco, alcohol, and cannabis), and medication (with the exception of anti-psychotics and adjunct drugs) beginning at midnight the night before their testing session.

Study procedures were conducted following clearance by both the Royal Ottawa Mental Health Center and Carleton University (CU) Research Ethics Boards.



Statistical Analysis

Some participants had to be excluded following data analysis due to uninterpretable data. More specifically, three HCs and one non-hallucinating participant were lost, leaving final groups of n = 12 for HPs, n = 11 for NPs, and n = 9 for HCs.

Analysis was carried out by using the Statistical Package for the Social Sciences (SPSS; SPSS Inc., Chicago, IL). MMN and P3a amplitudes were assessed with mixed analysis of variance (ANOVA), with one between group measure (3 levels: HC, HP, and NP) and three-within group factors 1. Noise (3 levels: SL, TN, WN), 2. Site (3 levels: left, midline, right), and 3. Region (2 levels: Frontal and Central). A priori planned comparisons were conducted to quantify MMN and P3a amplitude differences between groups.

Latency was analyzed with an additional mixed ANOVA with the same between groups measure as amplitude (3 levels: HC, HP, and NP) and one-within groups factor (noise—3 levels: SL, TN, and WN). A priori planned comparisons were conducted to determine group differences in latency during each task. For both amplitudes and latencies, effect sizes are stated using Hedges’g to account for uneven groups.

To assess the relationship between state hallucination ratings and noise condition, an ANOVA was performed with two within subject measures [1. noise condition (3 levels: SL, traffic, and WN) and 2. Hallucination state rating (3 levels: duration, loudness, and clarity)].

Correlational results were conducted to measure correlations between behavioral and demographic measures and MMN and P3a amplitudes. Bivariate Correlations (Spearmans’s rho) using a two-tailed significance level were run to analyse correlations between demographic and hallucination data with our ERP data. Additional correlations were performed between hallucination ratings and all scalp sites within each condition (SL, TN, and WN) to determine if there were any relationships between hallucinations experienced during the experiment in their duration, loudness and clarity to the P3a and MMN amplitude changes experienced.




Results


MMN Amplitude

There was a main effect of region, F(1,29) = 38.68 p < 0.001, due to larger amplitudes being shown in the frontal (M = −1.24 µV, SD = 1.12) compared to the central (M = −0.67 µV, SD = 0.97) regions. The effect of region was further shown when analyzing group differences by pairwise comparisons; HPs (M = −0.39 µV, SD= 1.06) showed a significant deficit over HCs (M = −0.89 µV, SD = 0.71; p = 0.029, g = 0.54), however, only for the central region. Finally, the frontal region showed significant differences between amplitudes during the SL (M = −1.34 µV, SD = 1.34) and TN (M = −0.88 µV, SD = 0.92, p = 0.029, g = 0.40) conditions, as well as the TN (M = −0.88 µV, SD = 0.92) and WN conditions (M = −1.51 µV, SD = 1.10, p = 0.001, g = 0.62).

While no main effect of group was shown, planned pairwise comparisons revealed significant differences at site C4 within the silent condition between HCs (M = −1.04, SD = 0.62) and HPs (M = −0.025, SD = 1.01, p = 0.013, g = 1.17) and HPs (M = −0.025 µV, SD =1.01) and NPs (M = −1.0 µV, SD = 0.86, p = 0.011, g = 1.04; Figure 1), no significant differences were observed between NPs and HCs.




Figure 1 | Grand averaged subtracted waveforms showing MMN and P3a across six scalp sites (F3, Fz, F4, C3, Cz, C4) for all participant groups (HC, HP, NP) during the silence condition.



Additional significant differences resulting from pairwise comparisons were seen between HPs (MTraf = 0.088 µV, SDTraf = 0.80) and NPs (MTraf = −0.98 µV, SDTraf = 1.02; p = 0.010, g = 1.17) and HPs (MTraf = 0.088 µV, SDTraf = 0.80) and HCs (MTraf = −0.79 µV, SDTraf = 0.69; p = 0.039, g = 1.16) during the traffic condition however, only at site C3 (Figure 2). Additionally, at site Cz, HPs (MTraf = −0.31 µV, SDTraf = 1.02) showed significant reductions in MMN amplitude compared to NPs (MTraf = −1.11, SDTraf = 0.74;p = 0.031; g = 0.89) in the traffic condition (Figure 2). Finally, significant differences were also observed at site C4 between HCs (MWN = −1.28, SDWN = 0.58) and the two patient groups (MNP = −0.35, SDNP = 0.66; p = 0.043, g = 1.49; MHP = −0.27, SDHP = 1.38; p = 0.027, g = 0.91) in the WN condition (Figure 3). See Table 3 in supplemental materials for average MMN amplitudes within each group (HC, HP, and NP) under each noise condition (SL, traffic and WN).




Figure 2 | Grand averaged subtracted waveforms showing MMN and P3a across six scalp sites (F3, Fz, F4, C3, Cz, C4) for all participant groups (HC, HP, NP) during the traffic condition.






Figure 3 | Grand averaged subtracted waveforms showing MMN and P3a across six scalp sites (F3, Fz, F4, C3, Cz, C4) for all participant groups (HC, HP, NP) during the white noise condition.





MMN Latencies

A main effect of condition was found, F(2, 58) = 10.93, p < 0.001, due to longer latencies in the WN (M = 199.19 ms SD = 41.03) compared to the SL (M = 156.70 ms, SD = 44.25) and traffic conditions (M = 162.18 ms, SD = 45.17).



P3a Amplitudes

While there was no main effect of group, there were significant differences in the amplitudes present in HC between the SL condition (M = 1.39 µV, SD = 0.91) and the two noise conditions (MTraf = 0.18 µV, SDTraf = 0.82, p = 0.008, g = 1.40; MWN = 0.25 µV, SDWN = 0.93; p = 0.003, g = 1.24).

Planned comparisons showed larger amplitudes for HCs (M = 1.39 µV, SD = 0.91) compared to NPs (M = 0.34 µV, SD = 1.33; p = 0.022, g = 0.90), under the SL condition (Figure 1) and HPs (M = 0.77 µV, SD = 1.25) compared to NPs (M = 0.039 µV, SD = 0.82) during the TN condition (p = 0.036, g = 0.69; Figure 2). Followed up to individual sites, during the SL condition HCs exhibited larger amplitudes then the NPs at Fz (MHC = 1.30 µV, SDHC = 0.61; MNP = −0.056 µV, SDNP = 1.54; p = 0.028, g = 1.11) and Cz (MHC = 2.70 µV, SDHC = 1.63; MNP = 1.22, SDNP = 1.49; p = 0.032, g = 0.95; Figure 1). Additionally, HPs (M = 1.14 µV, SD = 1.42) exhibited a larger P3a than NPs (M = −0.056 µV, SD = 1.54) at site Fz during the SL condition, p = 0.035, g = 0.81. Finally, during the TN condition, HPs exhibited larger amplitudes then the NPs at F3 (MHP = 0.97 µV, SDHP = 1.03; MNP = −0.24, SDNP = 0.78; p = 0.003, g = 1.32) and Fz (MHP = 0.97 µV, SDHP = 0.91; MNP = 0.19, SDNP = 0.79; p = 0.019, g = 0.84; Figure 2). See supplemental materials for Table 4 reporting P3a amplitude grand averages for each participant group (HC, HP, and NP) under each noise condition (SL, TN, and WN).



P3a Latencies

There was a main effect of task found F(2,58) = 4.94, p = 0.010 due to longer latencies being present during the WN condition (M = 286.57 ms, SD = 51.83) compared to the other two conditions (Msilence = 256.79 ms, SDsilence = 47.39; MTraf = 258.37 ms, SDTraf = 54.29) conditions. Follow up comparisons revealed this was limited to the HC condition, p-values ranging from p = 0.021 to p = 0.007.



MMN Correlations

PANSS negative symptom scores were positively correlated (i.e., decreased MMN amplitude with increased PANSS score) at site F4 during the traffic condition (r = .42, p = .043).

PSYRATS scores were positively correlated (i.e., decreased MMN amplitude with increased PSYRATS score) at sites C3 (r = .46, p = .028) and CZ (r = .42, p = .048) in the traffic condition.

Age was also positively correlated with frontal site F4 in the WN condition (r = 0.49, p = 0.004). Finally, the neuroleptic dosage (as measured in chlorpromazine equivalents) was significantly correlated with F4 (r = 0.42, p = 0.048) in the SL condition. Additionally, a negative correlation (r = −.49, p = .018) was present between the latency during the WN condition and neuroleptic dosage.

Additional bivariate correlational analysis using spearman’s rho was used to examine the relationship between duration, loudness and clarity of any hallucinations present during the experiment and their correlation with MMN amplitude at all sites separated by condition. There were no significant findings between measures of hallucinatory state and MMN amplitude.



P3a Correlations

Age was significantly correlated with C3 (r = −0.36, p = 0.043) in the SL condition. Neuroleptic dosage was found to significantly correlate with P3a amplitude at C3 (r = 0.52, p = 0.010), however, only in the SL condition.

Additional bivariate correlational analysis using Spearman’s rho was used to examine the relationship between duration, loudness, and clarity of any hallucinations present during the experiment and their correlation with P3a amplitude at all sites separated by condition. There were significant correlations between the clarity (r = −0.69, p = 0.013; Figure 4) of hallucinations and amplitude at site F3 during the TN condition.




Figure 4 | Scatter plot showing the negative relationship between F3 and state hallucination clarity in hallucinating participants.





Hallucination State Ratings

There was no main effect of noise condition on hallucination state ratings F(2,22) = 0.55, p = 0.58.




Discussion

This study assessed the relationship between MMN and P3a amplitudes and latencies in a SZ sample with and without treatment-resistant AHs. Not surprising, MMN amplitude was decreased overall in both patient samples when compared to HCs which has been a consistent finding across the literature (24, 36, 42–44, 54, 95, 96). Interestingly, this finding was only significant for the HP group in comparison to the NP group and, furthermore, degree of MMN reduction was associated with trait-level markers of AH severity (as indexed by the PSYRATS). These findings are consistent with work by Ford et al. (84), which showed that Brodmann area 41 (i.e., transverse temporal gyri of Heschl), the temporal site of MMN generation, was functioning at a higher level in non-hallucinators compared to the hallucinators.

Furthermore, decreases in amplitude tended to be condition specific; more specifically, while HPs had significantly reduced amplitudes in comparison to NPs and HCs, this finding was restricted to the traffic and WN conditions. This suggests that the brain of individuals with AHs may have an overall harder time processing changes in phonetic stimuli when background noise is present, perhaps due to structural or functional differences in cortical function that underlie AHs. Furthermore, when background noise becomes more complex or irregular (TN condition) individuals with AH may struggle with secondary cortical processing as opposed to during the SL conditions (97). It has been previously shown that AHs are reduced when external speech is present (20–22), with a corresponding deactivation of auditory cortex suggesting generalized cortical hypofunction due to sensory overload when AHs compete with external auditory stimulation (98, 99). Our findings suggest that auditory processing network is more taxed in the HP group during the traffic condition in comparison to all other conditions, and based on our correlations, it does not appear that there is a lack of resources present in this group but rather that this could outline a deficit in automatic primary or secondary cortical processing in a SZ sample. This is only the case, however, for those experiencing AH, which represent a specific neurological challenge faced by this particular sample. In addition to AHs, MMN amplitude was reduced in those clinical participants with greater PANSS negative symptom scores, consistent with previous work in both those with SZ (100) and a ketamine model of SZ in healthy participants (101). In future studies, it would be beneficial to include a time course component to measure the onset and offset of AHs for the duration of each task, as this would allow for further analysis on how state AHs impact MMN and P3a amplitude and latency.

Previous studies have analyzed background noise and its overall effects on cognitive processing in individuals with SZ; one study in particular used urban and social noise conditions to determine the cognitive burden on patients (102). Both the social and urban noise conditions were comparable to our TN condition. Wright et al. (102) found that patients had significantly reduced psychomotor speed, attention, working, and verbal memory in the presence of background noise from both of their conditions. The presence of background noise inhibiting the ability of verbal and working memory could play a part in the brain’s ability to detect differences, whether that be through comparison to a memory trace or a predictive model of the auditory environment. Furthermore, verbal memory has been shown to be impacted in MMN processing when phonemic stimuli are used (25, 54, 103, 104). Additionally, Dittmann-Balcar, Thienel, and Schall (105) found that MMN was reduced in participants if they were simultaneously performing an auditory discrimination task. While our participants were told to ignore the auditory tones being presented, this could support our finding of seeing significant reductions in the TN condition for our HPs—due to the nature of the TN and WN conditions being more auditorily demanding than the SL condition. It could also have to do with the fact that individuals with SZ are known to have complications with weighting and processing incoming auditory stimuli, likely due to a delay in the brain’s ability to transmit and process incoming stimuli and then act on said stimuli (23).

P3a amplitudes were significantly larger in the SL background noise condition when compared to both active noise conditions (TN and WN); however, this was most prominent in the NPs. In contrast to HPs, who showed specific deficits in early auditory change processing during the presence of background noise, this suggests that NPs are impaired in later attention switching or stimuli categorization processes when background noise is applied. This finding appears to conflict with the findings of Fisher et al. (77) which showed the largest P3a deficits in the HP condition; however, this study only examined P3a response to single-vowel phonemes under conditions of no background noise.

While there was no association between P3a amplitudes and hallucinatory trait (either via group status or correlations with the PSYRATS), clarity of state hallucinations was negatively correlated with P3a amplitude at frontal site F3 during the traffic condition while MMN amplitude was not correlated with state hallucination ratings. This suggests that the P3a is more sensitive to hallucinatory state, while the MMN appears to be more strongly linked to hallucinatory trait within our sample, similar to previous reports by our group in an acutely ill sample (64).



Limitations and Summary

This study does not go without its limitations, most notably the small sample size and the modest level of hallucinatory activity expressed by our SZ patients; it is unclear whether more severe hallucinatory activity would produce a stronger activation with background noise. While it is difficult to induce hallucinations, future studies may wish to recruit participants with more severe histories of AHs. In addition to this, the presence of active  hallucinations varied in our HP participants during the three noise conditions; in future studies, it would be beneficial to measure those actively experiencing AHs vs. those who are not experiencing active hallucinations. This would allow for a more clear understanding on the impact of active AHs on MMN and P3a amplitude and latency. Furthermore, the medicated status of the patients could have limited the observations, although there was no significant difference in neuroleptic dosage between SZ groups. Future studies may also wish to incorporate structural neuroimaging techniques, such as magnetic resonance imaging and/or diffusion tensor imaging, in order to explore the potential underlying neuroanatomical correlates of observed deficits in acoustic change detection. A final limitation is the retrospective measure of hallucinatory state; a better method may be to ask participants to signal the onset and offset of hallucinations during stimulation.

Nevertheless, the study did find interesting and novel findings suggesting those with SZ and treatment-resistent AHs show earlier (i.e., MMN) deficits in the context of background noise, while these same conditions affect later processes (i.e., P3a) more strongly in those without AHs. The P3a findings contradicted our hypotheses, as it was anticipated that the HPs would show the greatest deficit on all measures. Overall, this suggests that the presence or absence of persistent AHs is associated with differing function of the auditory processing stream, with important implications for personalized treatments.
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Background: Scarce literature has yet to characterize the tactile discrimination capability as well as the underlying mechanism of tactile deficits in psychotic disorder. In particular, very little is known regarding the tactile perception acuity in schizophrenia.

Methods: A total of 131 clinically stable patients with schizophrenia (SCZ) and 79 healthy control (HC) volunteers were enrolled in the study. All the participants were tested on a tactile stimulus device which could quantify the tactile discrimination capability with right index finger scanned over the angles via the passive finger-movement apparatus. The MATRICS Consensus Cognitive Battery (MCCB) was adapted to assess the neurocognition of the participants. Correlation analysis and multivariate linear regression analysis were performed to investigate the relationship between tactile perception performance and neurocognitive function.

Results: It was discovered that there existed a significant deficits in the tactile passive perception acuity (i.e., tactile angle discrimination threshold) in patients with schizophrenia compared with their healthy controls (F (3,206) = 11.458, P = 0.001, partial η2 = 0.053). The MCCB total score and its six domains were significantly lower in SCZ patients than those in HCs (all p < 0.001). In the SCZ group, the composite score of the MCCB (r = −0.312, P < 0.001) and domains of neurocognition including speed of processing (r = −0.191, P = 0.031), attention/vigilance (r = −0.177, P = 0.047), working memory (r = −0.316, P < 0.001), verbal learning (r = − 0.332, P < 0.001), visual learning (r = −0.260, P = 0.004), and reasoning and problem solving (r = −0.209, P = 0.018) showed significant negative correlations with the tactile angle discrimination threshold. Multivariate linear regression analysis revealed that neurocognition impairment, especially the decline of working memory (B = −0.312, P < 0.001),underpin the tactile perception discrimination deficits in patients with SCZ.

Conclusion: To the best of our knowledge, this is the first study to unravel the deficits of tactile passive perception acuity and its underlying neurocognition basis in patients with SCZ. This finding adds novel evidence to the subtle variation in haptic discrimination skills in schizophrenia which contributes to a more comprehensive understanding of the sensory profiles of this disorder.

Keywords: schizophrenia, tactile passive perception acuity, angle discrimination thresholds, cognition, working memory


INTRODUCTION

Schizophrenia (SCZ) is a major psychiatric disorder characterized by a wide range of neurocognitive deficits (1, 2) and somatosensory disturbances (3). Patients with SCZ exhibit reduced sensory gating in the somatosensory domain (4) and attenuated pain sensitivity (5, 6). Somatosensory disturbances precede the onset of psychosis and can be found in drug-naive patients (7). In addition, lack of somatosensory attenuation is related to aberrant sense of agency, which may spawn a misattribution of self-generated actions to external sources, thus contributing to development of psychotic symptoms, such as auditory hallucinations and delusions of control (8). For instance, some studies showed that the classical rubber hand illusion (RHI) (9–11), in which individuals misattribute tactile sensations “felt” by their real hand hidden from view to a rubber prosthetic hand that they “see” being tactilely stimulated in synchrony, was enhanced in SCZ patients compared with normal controls (12). Other studies using a new induction procedure of the RHI relying on tactile expectation rather than proper visuo-tactile stimulation further demonstrated that schizophrenia individuals exhibited a weaker sense of ownership over the rubber hand than did healthy controls (13). Moreover, decreased spatial acuity and impaired perceived intensity in the processing of tactile stimuli are observed in the biological relatives of SCZ patients (14), and the tactile extinction phenomenon, a repetitively-reported clinical sign of parietal lobe disease (15), has been found in schizophrenia patients (16). These findings suggest impaired tactile perception in SCZ patients and its potential “trait” characteristic.

Tactile perception involves the complementary interaction of the bottom-up peripheral sensory process and top-down central cognitive mechanisms for detection and sensation of objects and discrimination and evaluation of their size, shapes, and surface characteristics (17, 18). It is well-documented that tactile perceptual skills decline with aging (17, 19–23), and age seems to have a stronger influence on the perceptive-evaluative capacities (i.e., top-down processes, such as cortical neuronal tuning properties, lateral inhibition, attention, and working memory) than on the stimulus-driven sensitivity (i.e., bottom-up processes, such as skin characteristic and receptor density) (17). In addition, studies have shown that geometric properties of objects, which are generally composed of shape and size, typically necessitate the cutaneous and kinesthetic input to serve the haptic processing (24). In other words, shape discrimination of objects under certain circumstances can be revealed by skin indentation because they fit within the fingertip, whereas shape perception of objects with contours that extend beyond the fingertip scale frequently relies on the kinesthetic inputs. Moreover, albeit Gibson et al. (25) posited that active touch deemed as active exploration and manipulation of surfaces and objects with our hand (26) is more likely to yield objective percepts and veridical perception, whereas passive touch referred to stimulating the stationary finger or hand with a moving or static external stimulus (26) tends toward subjectivity (27), neuroimaging evidence suggests that somatosensory regions activated by active shape discrimination are highly in concordance with passive shape discrimination (28). Furthermore, it is of great indispensability to be aware of the extent to which the cutaneous system is limited by its ability to resolve spatial and temporal details presented on the skin. Notably, accumulating evidence indicates that tactile spatial acuity varies significantly across the body surface, and the fingertip is far more sensitive than the palm and other superficial parts of the body, such as nose, forehead, belly, thigh, or sole (24).

Studies with regard to somatosensory discrimination, such as discrimination between different textures, sizes, and shapes of objects; two-point tactile discrimination; stereognosis; and graphesthesia are scarce, reflecting a critical gap since the somatosensory system serves as an important foundation for many aspects of human development, including fine motor skills (e.g., grasp) and social and communication skills (29).Of striking note, impaired sensory discrimination task performance has been demonstrated in autism spectrum disorder (ASD) patients compared with typically developing (TD) controls (30–33); for example, high-functioning people with ASD exhibited defective right-handed graphesthesia (34) and poorer stereognosis performances (35) compared with TD individuals. Originated from severe neurodevelopmental disorders, sensory perception dysfunction, which is characterized by failing to perceive and integrate multisensory modality information, is one of the most vital characteristics shared by SCZ and ASD. This inability to process multisensory system information may lead to misinterpretation of social information, therefore contributing to the social cognition deficits across these two mental disorders.

Tactile spatial discrimination is deemed as one of the main manual learning and memory skills in humans. Studies have demonstrated that abnormal somatosensory information processing contributes to the functional decline of tactile shape discrimination in patients with mild cognitive impairments and Alzheimer's disease (36). The somatosensory system is a diverse sensory system that comprises the receptors and processing centers, which make up sensory modalities (37, 38), and the skin, as the body's largest organ, is the first point of contact with the environment and encodes information from many different sources in addition to providing a sense of boundary or self and non-self discrimination; thus, the skin is a backdrop to all perceptual experiences (39). However, to the best of our knowledge, tactile angle acuity discrimination in patients with SCZ has not yet been characterized, and its underlying neurocognitive basis remains poorly understood. With this above-mentioned consideration in mind, we hypothesized that (1) tactile angle discrimination thresholds would be significantly higher in SCZ patients than in their healthy counterparts, and that (2) well-accepted neurocognitive deficits in the SCZ [i.e., in whom impaired cognition is a hallmark (40)] are negatively associated with the tactile perception acuity, especially in certain domains of neurocognition, such as working memory.



MATERIALS AND METHODS


Participants

This study enrolled 131 clinical stable patients with a diagnosis of schizophrenia or schizoaffective disorder (41) who were being treated with stable antipsychotic medication during the study period and 79 healthy controls without personal or family history of psychiatric illness assessed with the Mini-International Neuropsychiatric Interview (42, 43). All the patients were recruited from Beijing Huilongguan Hospital (Huilongguan College of Clinical Medicine, Peking University, Beijing, China) from November 1, 2017 to December 31, 2018, and healthy controls were volunteers in the surrounding communities. SCZ or schizoaffective disorder was diagnosed based on the Structured Clinical Interview for the criteria of the Diagnostic and Statistical Manual of Mental disorders, Fourth Edition (41). Inclusive criteria were as follows: (1) age between 18 and 60 years, (2) more than 6 years of full-time education to ensure that participants can understand task instructions, (3) normal or corrected-to-normal auditory and visual acuity to eliminate tactile dominance due to other modality defects, (4) sufficient command of the Mandarin Chinese language without dysarthria, and (5) right handedness measured by the Edinburgh Handedness Inventory (44). Participants with remarkable abnormality in motor or sensory systems and deep tendon reflexes, loss of tactile sensation or any unusual experiences with haptic input, mental retardation or neurological illness, severe depression or anxiety symptoms, alcohol/substance dependence or abuse, or presence of any physical disease that could impair tactile sensation, and pregnant or lactating women were excluded in this study. The study was approved by the Ethics Committee of Beijing Huilongguan Hospital and was conducted in line with the Declaration of Helsinki. All the participants provided written informed consent after full explanation of the study procedure. Study participants were given a certain monetary inconvenience allowance for their full participation.



Clinical Assessment

Clinical characteristics of SCZ patients were collected by two experienced psychiatrists in a direct interview. When it was difficult to obtain clinical information via the patients per se, medical records, as well as the information provided by their caregivers, would be combined. Socio-demographic and clinical variables, including duration of the psychosis and current pharmacological treatment, were assessed. The dose of antipsychotics was converted to the chlorpromazine equivalent (45). The Positive and Negative Symptom Scale (PANSS) (46) was adopted to assess the severity of the psychotic symptoms of SCZ by four attending psychiatrists, with an accepted inter-rater consistency (Kappa value, 0.85). In addition, the severity of affective symptoms was assessed using the Calgary Depression Scale for Schizophrenia (CDSS) (47, 48), with CDSS score of ≥ 6 points as significant depression in SCZ. The CDSS evaluates depression, hopelessness, self-depreciation, guilty ideas of references, pathological guilt, morning depression, early wakening, suicide, and observed depression. Each item is scored from 0 to 3, with a higher score indicating more severe depression. Healthy controls were assessed using the 9-item Patient Health Questionnaire (PHQ-9) (49) and the Generalized Anxiety Disorder (GAD-7) scale (50) (≥5 points as the cut-off points for both scales) to screen concomitant serious depression and anxiety symptoms.



Neurocognition Measurement

Neurocognitive function of the participants was assessed using the Measurement and Treatment Research to Improve Cognition in Schizophrenia (MATRICS) Consensus Cognitive Battery (MCCB) (51), which derives from the National Institute of Mental Health's MATRICS, and was initially used as a primary outcome measure for clinical trials of cognitive assessment in SCZ. The MCCB neuropsychological measure consists of 10 tests which converged into seven cognitive domains: (1) Speed of Processing, which is measured with the Trail Making Test Part A, the Brief Assessment of Cognition in Schizophrenia-symbol coding, and Category Fluency Test-Animal Naming and mainly reflects the visual scanning speed or visuo-motor tracking and verbal processing speed; (2) Attention/vigilance, which is depicted with Continuous Performance Test-Identical Pairs; (3) Working Memory, which is assessed with Wechsler Memory Scale-III-Spatial Span (nonverbal working memory), and Digit Sequencing (verbal working memory); (4) Verbal Learning, which is portrayed with the Hopkins Verbal Learning Test-Revised; (5) Visual Learning, which is measured with the Brief Visuospatial Memory Test-R; (6) Reasoning and Problem Solving, which is assessed with Maze Test (Neuropsychological Assessment Battery-Mazes), a reflection of planning and executive function; and (7) Social cognition, which is measured with the Mayer-Salovey-Caruso Emotional Intelligence Test. MCCB performances were converted to T scores (mean, 50; standard deviation, 10) based on the raw scores adjusted for age, sex, and years of education, with higher scores indicating better neurocognitive performance. The MCCB cognition assessment was administrated by two trained clinical psychologists who had over 5 years of experience in psychometric testing, with a satisfactory inter-rater consistency (Intraclass Correlation Coefficient, 0.92).




TASK PARADIGM AND PROCEDURE

The tactile angle discrimination apparatus via finger sensation was employed to detect the haptic perception acuity of the participants in the current study, as previously described (36, 52). The tactile perception device is composed of an electric conveyer belt that moves the angles varying in size along the horizontal axis in the transverse plane. Within each trial, a pair of angles with one reference angle and another comparison angle were successively presented to the participant to make an angle-comparison judgment (there were three alternative choices, i.e., “great than,” “smaller than,” and “equal to,” after the presence of the second angle). The least reference angle was 60°, and the predetermined comparison angles were larger than the reference angle by 4°, 8°, 12°, 16°, 20°, 24°, 32°, and 50°. The angles were mounted below an imaginary bisector such that two raised arms (i.e., 0.5 mm) were symmetrically horizontally placed above, with the apex of the angles always pointing to the right. In other words, all of the angles moved in the fixed parallel plane over a 40.0-mm square base, and the angle size was set as the sole difference. The electric conveyer belt movement was confined to a maximum range of 200.0 mm, and the movement speed of the angles was maintained at 5.0 mm/s. All angles were moved from the end-points toward the apex. A pseudorandom order was used to present the reference angle and the comparison angle to the participants. Participants were instructed to render their right hand immobile so that only their right index finger was able to contact with the angles, and the participants were asked to avoid using any visual feedback during the task as best as possible. Each participant underwent at least 10 practice trials prior to the start of the test. Subsequently, each pair of angles was presented 10 times in a pseudorandom order, and each participant completed 80 angle discrimination trials.


Statistical Analysis

Demographics of participants, including age and years of education, were compared using a Student's t-test, and chi-squared test was used for categorical variables, such as sex. The duration of psychosis, antipsychotics, and the PANSS scale scores were described, and analysis of covariance was employed for the comparison of MCCB scores between groups, with sex and years of education as the covariates. A two-way of analysis of variance (ANOVA) was performed to investigate the differences in the tactile angle discrimination threshold between the two groups, with group (patient vs. control) as an inter-subject factor, sex (male vs. female) as a within-subject factor, and age and years of education as covariates. Moreover, partial correlation analysis and multiple linear regression were performed to analyze the relationship between neurocognition function and angle discrimination threshold. All statistical analyses were performed using SPSS for Windows version 20.0 (IBM Corp, Armonk, NY, USA). For all tests, significance was set at P-value < 0.05.




RESULTS


Demographic, Clinical, and Neurocognitive Characteristics of Participants

A total of 131 schizophrenia patients (the SCZ group) and 79 healthy controls (HCs) participants (the HC group) were included in the current study. There was a higher proportion of males in SCZ group than in HC group (54.96% vs. 36.71%; χ2 = 6.975, P = 0.008). Moreover, schizophrenia patients had lower years of education than their healthy counterparts (13.09 ± 2.95 vs. 14.24 ± 3.01; t = 2.714, P = 0.007). No significant age difference was observed between groups (t = 1.698, P = 0.091). Both schizophrenia patients (CDSS: 2.95 ± 3. 72) and healthy controls (PHQ-9: 1.68 ± 2.68 vs. GAD-7: 1.50 ± 2.31) did not show notable affective symptoms. All the participants were right-handed. As for the neurocognition assessment, SCZ patients showed significant poorer performances in the domains of processing speed, attention/vigilance, working memory, verbal learning, visual learning, reasoning and problem solving, and the composite scores than did HCs (Table 1).


Table 1. Demographic and clinical characteristics.
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Tactile Perception Acuity (Angle Discrimination Threshold) Deficits in Schizophrenia

In our study, the results of the tactile perception trial reported by the participants were logistically transformed to the angle discrimination threshold via plotting a logistic curve function of the angular differences between the comparison and reference angles; the obtained angle discrimination threshold indicates the minimum angle size that participants could distinguish, and the smaller value of angle discrimination threshold indicates the better capability of tactile perception to distinguish the angle differences. Results of the tactile perception task performance are shown in Figure 1. The two-way ANOVA revealed a significant main effect of group (F (3, 206) = 11.458, P = 0.001, partial η2 = 0.053), but no significant main effect of sex (F (3, 206) = 0.053, P = 0.818, partial η2 = 0.000) or group*sex interaction (F (3, 206) = 1.676, P = 0.197, partial η2 = 0.008) was observed. Male (30.66 ± 20.09) and female (27.22 ± 16.77) SCZ patients exhibited poorer performances in angle discrimination threshold than male (18.85 ± 13.20) and female (22.70 ± 15.19) HCs, respectively, indicating deficits in the tactile perception acuity in SCZ patients.


[image: Figure 1]
FIGURE 1. Angle discrimination threshold of schizophrenia patients and healthy controls. Comparison of angle discrimination thresholds in male and female participants between schizophrenia and healthy control. Vertical error bar represents standard error of the mean. Asterisk means P < 0.05.The difference of tactile angle discrimination threshold between SCZ group and HC group was significant (P = 0.001).




Correlation Analysis Between Neurocognition Function, Clinical Symptoms, and Angle Discrimination Threshold

In the SCZ group, domains of neurocognition including speed of processing (r = −0.191, P = 0.031), attention/vigilance (r = −0.177, P = 0.047), working memory (r = −0.316, P < 0.001), verbal learning (r = −0.332, P < 0.001), visual learning (r = −0.260, P = 0.004), and reasoning and problem solving (r = −0.209, P = 0.018) showed significant negative correlations with the tactile angle discrimination threshold. In addition, the composite score of the MCCB (r = −0.312, P < 0.001) was negatively correlated with the angle discrimination threshold as well (Figure 2), revealing that poorer neurocognition performance was associated with severer deficits in the angle discrimination threshold in schizophrenic patients. However, no significant correlation was observed between social cognition (r = −0.056, P = 0.530) and the angle discrimination threshold. Moreover, there was no relationships between clinical symptoms obtained using the PANSS positive (r = 0.123, P = 0.173), PANSS negative (r = 0.084, P = 0.352), PANSS general psychopathology (r = 0.097, P = 0.285), or PANSS total score (r = 0.137, P = 0.129) and tactile angle discrimination threshold. In the HC group, neurocognition domains of reasoning and problem solving were marginally negatively associated with the tactile angle discrimination threshold (r = −0.224, P = 0.053), and no correlation between the other domains of the MCCB or the MCCB total score and tactile angle discrimination threshold was observed (r = −0.002 to−0.110, all P > 0.05) (Figure 2).


[image: Figure 2]
FIGURE 2. The correlation between neurocognition function and tactile angle discrimination threshold. The red triangle represents schizophrenic patients, and the black circle refers to healthy controls. The correlation between neurocognition domains and tactile angle discrimination threshold of the two groups was shown. All the MCCB domain except for the social cognition were negatively associated with tactile angle discrimination threshold, and the correlation was only significant in patients group.




Multivariate Linear Regression Analysis of the Tactile Angle Discrimination Threshold

A multivariate regression analysis was conducted to further assess the relationship between neurocognition domains and tactile angle discrimination thresholds in SCZ, with the angle discrimination threshold as a dependent variable and seven cognition domains as independent variables. The neurocognition domains explained 9.8% of the variance (R2 = 0.098, P < 0.001; adjusted R2 = 0.090, P < 0.001), and the working memory had a significant negative predictive effect on the deficits in the angle discrimination threshold (B = −0.312, P < 0.001) in SCZ, while neither of the other six domains made a contribution to the model (Figure 3, Table 2).


[image: Figure 3]
FIGURE 3. The correlation between working memory and angle discrimination threshold. Correlation analysis between working memory and tactile angle discrimination thresholds. The performance of working memory was negatively correlated with the angle discrimination threshold in SCZ (r = −0.316, P < 0.001).



Table 2. The multivariate linear regression (Enter) model of tactile angle discrimination threshold.
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DISCUSSION

While a considerable amount of studies have investigated somatosensory disturbance and motor incoherence in SCZ, much less is known about fine haptic skills of this population. Accordingly, we investigated the tactile angle discrimination capability in schizophrenia patients with a special angle discrimination device that could quantify tactile perception acuity. The current study revealed significant deficits in the angle discrimination threshold capacities in schizophrenia patients compared with age-matched HCs. Moreover, we found that neurocognitive function, especially working memory, was negatively related to the angle discrimination threshold performance, suggesting that neurocognitive impairment underlies the deficits in tactile perception acuity (measured as tactile angle discrimination threshold) in SCZ. The findings shed new light on the underlying characteristics of the somatosensory disorder in patients with SCZ.

Our angle discrimination threshold paradigm with a pair of angles randomly presented to participants via passive touch without visual feedback includes the following possible procedures: (i) encoding the first angle, extracting the relevant parameter, and storing the parameter value in memory; (ii) encoding the second angle, extracting the relevant parameter, and comparing the second angle parameter with the memory of the first angle parameter; and (iii) making a decision based on the outcome of the comparison (53). Although neural mechanisms underlying deficits in haptic perception acuity and its relationship with working memory impairment remain unclear, we speculate that the tactile angle discrimination procedure activates a widely distributed cerebral network that mainly includes areas involved in the initial processing of skin indentations (i.e., primary and secondary somatosensory cortex) (54, 55), higher-order areas for computation and elaborate reconstruction of shapes [i.e., anterior part of the intraparietal sulcus (25)], and the prefrontal cortex (56),which is activated in tactile working memory processing. In line with the pre-existing findings showing that working memory contributes to the performance of somatosensory discrimination (53), our study revealed that SCZ patients (but not healthy controls) with more severe working memory impairment exhibited poorer tactile angle discrimination ability. The findings indicate that brain regions involved in basic neurocognitive processing underpinned by a more cohesive pattern of brain activation are activated in schizophrenic patients, but not in healthy controls, and the cognitive load is significantly increased in patients with SCZ for better identification of the magnitude between a comparison angle and a reference angle.

Although the pathophysiology of SCZ remains to be determined, accumulating evidences have demonstrated elevated presynaptic dopamine function in the striatum (57) as well as the neuroanatomical and electrophysiological alterations in the medial temporal lobe, including the hippocampus and different areas of the prefrontal cortex (58), in SCZ patients. And current findings on genetic and environmental causes of SCZ have linked this disorder to abnormal neurodevelopment (59, 60). Human brain development lasts more than two decades, from embryonic patterning in utero to synaptic pruning in adolescence (61), and there are several sensitive windows when even the most subtle variation in the organization of brain circuits could contribute to functional alterations that persist throughout one's lifetime (62); some functional alterations are linked to primary functions, such as vision and touch, and others are associated with more complex tasks that involve cognitive experiences, such as language acquisition or specific social behaviors (63).

Similar to neurons in the central nervous system, epithelial tissues, such as tactile corpuscles in the skin's dermal papillae that function in tactile sensation, derive from the ectoderm. It is presumable that tactile perception acuity deficits are associated with neurocognitive impairment caused by neurodevelopmental abnormality from phylogenetic and ontogenetic perspectives. Notably, the duration of disease and PANSS scores, which could partly reflect the severity of the disease, are not associated with the tactile perception acuity in SCZ, suggesting that subtle variations of haptic discrimination skills in SCZ are not linked to the course or severity of the disease, which in line with the previous studies showing that tactile perception disturbance precedes the onset of disease (7).Therefore, rather than as a “state” indicator that varies with the course of the disease, tactile perception acuity deficits in SCZ are more likely to be linked to the disease risk and promises to be used as an potential “trait” biomarker for assisting disease diagnoses and prediction of the efficacy and outcomes.

The present study has some strengths. To the best of our knowledge, few studies have focused on tactile perception acuity capability in SCZ, and this study is the first to investigate the tactile angle discrimination performance and its neurocognitive basis in SCZ. In addition, we used continuous measurements of angle discrimination thresholds to define tactile variations, which would otherwise be difficult to assess. Further, the sample size is sufficient for a behavioral paradigm study, further supporting the robustness of our findings. However, our study has some limitations. First, both visuo-spatial and somatic codes are involved in the tactile sensation (64), and the interaction between the visual and tactile modalities might influence haptic perception (65). However, in this study, we attempted to avoid visual feedback in the current tactile stimulus task, thus the effects of vision or visual attention on tactile discrimination differences between groups could be partly negligible. Second, tactile perceptual learning (66, 67) was not investigated in the current study. However, the randomized stimulus presentation helps to attenuate the learning effects, and perceptual learning involves relatively long-lasting changes rather than only a disposable practice in an organism's perceptual system to improve the ability of the system to respond to its environment (66). Thus, the differences between SCZ patients and healthy controls are not likely to be the results of learning effects. Third, the included participants were chronic schizophrenia patients, and the effects of drugs on the present findings cannot be ruled out. Further studies are needed to determine whether there are tactile perception acuity deficits in first-episode schizophrenia patients. Fourth, since our study was a cross-sectional study without longitudinal follow-up, it is difficult to derive causal relationships based on the present findings. Further longitudinal studies are needed to determine the generalizability of the present findings.

In conclusion, this study found tactile perception acuity deficits and their association with neurocognitive impairment in schizophrenia patients. This finding adds novel evidence to the subtle variation in haptic discrimination skills in schizophrenia which contributes to a more comprehensive understanding of the sensory profiles of this disorder. Future studies examining basic perception processing capacities and their relevance to underlying genetic and molecular mechanisms are needed to determine whether the angle discrimination threshold could be used as a “trait” biomarker in SCZ for assistance in the diagnosis of diseases or the prediction of treatment efficacy and outcomes.
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Background: Greater impairments in early sensory processing predict response to auditory computerized cognitive training (CCT) in patients with recent-onset psychosis (ROP). Little is known about neuroimaging predictors of response to social CCT, an experimental treatment that was recently shown to induce cognitive improvements in patients with psychosis. Here, we investigated whether ROP patients show interindividual differences in sensory processing change and whether different patterns of SPC are (1) related to the differential response to treatment, as indexed by gains in social cognitive neuropsychological tests and (2) associated with unique resting-state functional connectivity (rsFC).

Methods: Twenty-six ROP patients completed 10 h of CCT over the period of 4–6 weeks. Subject-specific improvement in one CCT exercise targeting early sensory processing—a speeded facial Emotion Matching Task (EMT)—was studied as potential proxy for target engagement. Based on the median split of SPC from the EMT, two patient groups were created. Resting-state activity was collected at baseline, and bold time series were extracted from two major default mode network (DMN) hubs: left medial prefrontal cortex (mPFC) and left posterior cingulate cortex (PCC). Seed rsFC analysis was performed using standardized Pearson correlation matrices, generated between the average time course for each seed and each voxel in the brain.

Results: Based on SPC, we distinguished improvers—i.e., participants who showed impaired performance at baseline and reached the EMT psychophysical threshold during CCT—from maintainers—i.e., those who showed intact EMT performance at baseline and sustained the EMT psychophysical threshold throughout CCT. Compared to maintainers, improvers showed an increase of rsFC at rest between PCC and left superior and medial frontal regions and the cerebellum. Compared to improvers, maintainers showed increased rsFC at baseline between PCC and superior temporal and insular regions bilaterally.

Conclusions: In ROP patients with an increase of connectivity at rest in the default mode network, social CCT is still able to induce sensory processing changes that however do not translate into social cognitive gains. Future studies should investigate if impairments in short-term synaptic plasticity are responsible for this lack of response and can be remediated by pharmacological augmentation during CCT.

Keywords: computerized cognitive training, sensory processing, social cognition, resting state, functional connectivity


INTRODUCTION

Cognitive system dysfunction represents a significant risk factor for ROP (recent-onset psychosis) (1, 2) and a poor prognostic indicator (3). Functional outcome in ROP is predicted by the level of cognitive impairments and in particular by impairments in social cognition (4). Therefore, cognitive dysfunction and underlying neural system inefficiency have become primary targets for preemptive experimental interventions in ROP, including computerized cognitive training (CCT) (5).

According to its hypothesized mechanism of action, CCT systematically improves cognitive–perceptual abilities by means of “drill and practice” exercises that induce neuroplastic changes in distributed neural systems, ultimately resulting in more efficient detection, processing, and resolution of sensory stimuli (6, 7).

In patients with ROP, a CCT program targeting the auditory system was found to significantly improve several domains of cognition, as well as early structural and dynamic imaging responses in auditory and prefrontal cortices (8–10).

More recently, the principles of CCT have been adapted to the processing of socially relevant information. A social CCT program was found to induce positive effects on cognitive performance (11), and to restore neural activity in patients with psychosis (12).

Findings from studies on neural underpinnings of auditory CCT indicate that the high heterogeneity of response is likely due to variable engagement of the targeted neural system (9, 13, 14). An indirect measure of target engagement is the degree of subject-specific, intrinsic sensory learning behavior that can be observed within the training exercises. For example, a recent study found that the greater a patient's ability to reach a performance threshold in one of the most basic auditory exercises during CCT, the greater the degree of improvement in global cognition after training (15). This suggests that modeling patterns of sensory processing change (SPC) may offer valuable information about mechanisms of response to CCT.

Recent lines of evidence seem to suggest that the degree of SPC occurring during training may be explained by interindividual differences in the efficiency of the neural systems underlying information processing (16). For example, a recent study in ROP (17) showed that greater deficits in mismatch negativity, an event-related potential elicited pre-attentively that indexes the efficiency of prefrontal-temporal neural systems underlying auditory processing, predicted greater improvements after auditory CCT.

While mechanisms of action of and response to auditory CCT have been well-studied, less is known about social CCT. In particular, no studies to date have modeled patterns of SPC as proxies of target engagement during social CCT. Some studies have characterized the neuroplastic changes following social cognitive interventions in schizophrenia (18), Yet, no studies have investigated whether the neural systems subserving social information processing vary among ROP patients with different patterns of SPC during training.

Resting-state functional connectivity fMRI (rsFC) is a neuroimaging technique that is ideally suited to study the neural correlates of engagement with social CCT in ROP for several reasons. First, it is well-understood that two key regions of the default mode network (DMN) (19–21), namely, the posterior cingulate cortex (PCC) and the medial prefrontal cortex (mPFC) (22), are implicated in many aspects of social cognition including emotion processing, emotion regulation, mentalizing, and perspective taking and are activated during social cognition tasks (23, 24). Second, while mPFC and PPC may not be specific for emotional processing; they both represent hubs involved in multiple functional networks (25) and their high centrality makes them susceptible to disconnection and dysfunction, which are of special interest in psychosis. Third, a growing body of work using rs-fcMRI suggests that DMN suppression may be compromised in schizophrenia during performance of cognitively demanding tasks, not as a result of suboptimal task engagement, and contribute to cognitive impairment observed in this illness (26). Importantly, the central executive network (CEN) that is anti-correlated with the DMN and comprises the dorsolateral prefrontal cortex and posterior parietal cortex is engaged during cognitively demanding tasks requiring attention (27). Fourth, CCT was shown to induce in patients with schizophrenia less functional connectivity loss between the PCC and the prefrontal cortex (PFC) (28). With mPFC and PCC serving as a backbone of social cognitive abilities, studying connectivity of these regions to other cortical and midbrain structures may shed light on the patterns of SPC that underlie target engagement and ultimately response to social CCT.

In the current study, conducted in a sample of ROP patients that underwent 10 h of social CCT, we first used performance data from the most basic social CCT exercise to model SPC, with the goal of identifying patterns of target engagement. Next, we investigated whether patients with distinct patterns of SPC showed differential response to treatment, as indexed by gains on a well-validated neuropsychological test for social cognition and, more specifically, emotion recognition. Finally, we used data from a baseline rsFC analysis performed using PFC and PCC as seeds to examine whether patients with distinct profiles of target engagement are characterized by unique rsFC.



METHODS


Participants

Study participants were recruited from the Early Detection and Intervention Center at the Department of Psychiatry and Psychotherapy of the Ludwig-Maximilians-University (LMU) in Munich, Germany. In the context of a double-blind, randomized controlled trial comparing social CCT to treatment as usual (ClinicalTrials.gov Identifier: NCT03962426), here we only analyzed data from participants randomized to social CCT and completed the intervention (n = 26) (Supplementary Materials, Figure 1).

ROP participants had to meet criteria for an affective or non-affective psychotic episode as established by the Structured Clinical Interview for DSM-IV-TR (SCID) (29) or transition criteria defined by Yung et al. (28) and be within 3 months of onset of first treatment with antipsychotic medication. Specific ROP exclusion criteria were (1) onset of psychosis spectrum diagnose exceeding the past 24 months and antipsychotic medication exceeding 90 days (cumulative in the past 24 months) and (2) daily dose rate at or above minimum dosage of the “First Episode Psychosis” range of German Society for Psychiatry, Psychotherapy, and Nervous Diseases (DGPPN) S2 guidelines, with equivalency to 5 mg Olanzapine.

Exclusion criteria for ROP participants were (1) history of neurological disease, head trauma with loss of consciousness (>5 min), alcoholism or polytoxicomania; (2) insufficient intellectual capacity according to Wechsler Intelligence Scale for Adults [WAIS; (30)] IQ < 70; (3) violation of MRI safety requirements; (4) insufficient German language proficiency; and (5) prior cognitive training within the past 3 years [further details can be found in Haas (31)].



Procedures

All participants provided written informed consent prior to study inclusion. All procedures performed in this study were in accordance with the ethical standards of the Local Research Ethics Committee of the LMU and with the 1964 Helsinki Declaration and its later amendments or comparable ethical standards.

After baseline clinical, neuropsychological and neuroimaging assessments were conducted (see below), participants randomized to social CCT were asked to complete 10 h of training over the course of 5 weeks (30 min per session, 4–5 days per week). The first three training sessions took place at the Department of Psychiatry and Psychotherapy of LMU. Next, participants had the option to attend group-based training sessions in the clinic or to train from home. Fifteen participants completed the remaining training sessions at the clinic, whereas 11 trained from home. While in the trial, participants received early intervention services by providers or clinic personnel not involved in the study (e.g., individual, group, and family therapy, case management, psychosocial rehabilitation, psychosocial education, psychiatric services, peer support services, and supportive employment and education services). Clinical and neuropsychological assessments were repeated after training completion. Demographic characteristics are presented in Table 1.


Table 1. Baseline demographic information of the intervention CCT sample.
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Cognitive Training Intervention

Social CCT consists of four computerized exercises which collectively target perception, attention, and memory in the social cognitive domains of visual affect perception and social cue perception (gazes and faces).

The training employs a carefully designed stimulus set that allows progressive training of speed and accuracy (11). The training program is structured in blocks: early blocks operate with more simple stimuli to optimize more fundamental processes such as speeded responses and only once they are consolidated; later blocks appear with more naturalistic properties of stimuli, which apply to real-world performance. The stimulus set uses emphasized (e.g., high contrast, temporally stretched) stimuli in early blocks to drive strong synchronized brain responses and progressively moves to increasingly difficult discriminations in later blocks with respect to (1) stimulus complexity; (2) number of response alternatives; and (3) stimulus and response presentation times. This ensures that the exercises become more or less challenging at exactly the appropriate rate for a specific individual's rate of learning.

Each block consists of 20–50 adaptive trials. Within each block, sophisticated adaptive tracking methods are employed to continuously adjust a single adaptive dimension of the task to capabilities of the participant. This adaptive process is based on a statistically optimal Bayesian approach that allows the exercise to rapidly adapt to an individual's performance level and maintain the difficulty of the stimulus sets at an optimal level for driving efficient learning. This adaptivity operates from trial to trial, locking an individual's performance to 75–80%.

Therefore, even if the length of a training session (30 min) and the number of exercises within a session is fixed, different individuals complete different amounts of blocks per exercise within a session. Descriptions for each exercise can be found in the Supplementary Materials, Table 1.

Two metrics are available for each exercise: (1) baseline performance—this is the score reached the first time a participant completed any given exercise; (2) best performance—this is the best score reached in a training exercise at any point throughout the intervention. Correct trials are rewarded with auditory feedback, points, and animations. Compliance is monitored by electronic data upload. Further details regarding the training are available (11).



Target Engagement

While all four exercises target early social sensory processing, we chose to study the Emotion Matching Task (EMT) as a potential proxy for target engagement, given its ability to capture the processing of basic social information. In this speeded exercise, participants are shown a target face displaying an emotion and then asked to select from a set of other images which one displays the same facial expression. The exercise is designed to improve the ability to make implicit speeded decisions about facial emotions.

Twenty-four unique blocks of EMT are available throughout the training. To model SPC, we chose one that (1) was completed at least once by all participants and (2) provided the largest amount of block repetitions per participant. SPC on this exercise was calculated by dividing the difference between subject-specific best and baseline performance within that block, by the standard deviation of baseline performance for that block across all study participants. The larger score for best-baseline/SD (baseline) occurs for those with a greater delta who did not start with the training too well but managed to improve. A smaller score for best-baseline/SD(baseline) characterizes instead those with a smaller delta driven by an exceptionally good baseline performance. Due to the social CCT, they all reach the same goal. Based on the median split of such improvements (Figure 1A), participants were dichotomized into “improvers” (n = 12) and “maintainers” (n = 14). Improvers are participants who showed impaired performance at baseline and reached the psychophysical threshold for EMT (~31 ms) during training (high SPC). Maintainers are participants who showed intact psychophysical threshold for EMT at baseline (~31 ms) and sustained it throughout the training experience (low SPC).


[image: Figure 1]
FIGURE 1. (A) Training performance in two ROP groups: Maintainers (left) and Improvers (right) (B) Emotion Recognition (DANVA) change over the course of training in both groups.




Clinical and Neuropsychological Assessments

The following tools were administered before and after social CCT. The Positive and Negative Syndrome Scale (PANSS) was administered to assess presence and severity of symptoms (32, 33). Real-world functioning was assessed using the Global Assessment of Functioning (GAF) Disability and Impairment Scale of the DSM-IV (34). A cross-domain neuropsychological test battery comprising of 9 tests were administered to patients in the intervention sample at baseline (T0) and follow-up (FU) in a fixed order. After winsorizing and checking for outliers, tests were z-score transformed based on the study sample to closely reflect cognitive domains based on the Measurement and Treatment Research to Improve Cognition in Schizophrenia (MATRICS) (35) recommended procedures (Supplementary Materials, Table 2). In particular, social cognitive abilities were assessed using the emotion recognition task Diagnostic Analysis of Non-verbal Accuracy-2 (DANVA-2) (36) test.



Imaging Preprocessing Procedure

Both structural magnetic resonance imaging (sMRI) and resting-state fMRI (rsfMRI) were acquired from all participants on a 3-Tesla Philips Ingenia scanner with a 32-channel radio-frequency coil at the Radiology Department in the university clinic of the LMU, in Munich, Germany.

The CAT12 preprocessing procedure of the sMRI T1 images is described in the Supplementary Materials. rsfMRI preprocessing was divided into two main processes: core and denoising steps based on Patel et al. (37). Core preprocessing consisted of the following and were performed using Statistical Parametric Mapping, version 12 (SPM12) (https://www.fil.ion.ucl.ac.uk/spm/software/spm12/) version 6685. After initially discarding the first 8 volumes, the remaining 192 images were slice-time corrected and then unwarped and realigned to the first volume for head-motion correction. The time course of head motion was obtained by estimating the translations in each direction and the rotations in angular motion about each axis for each volume. Next, framewise displacement (FD) was calculated for each subject (ref). FD for the first volume of a run is by convention zero. Subjects with >38.5% of volumes with mean FD of > 0.50 mm were excluded from further analyses (38).

Affine coregistration of images to structural images followed and were then resliced using 4th-degree B-Spline interpolation. The standard CAT12 template was converted from DARTEL space to MNI space using SPM12's population to International Consortium for Brain Mapping 152 registration procedure. The resulting image was used as a deformation field to normalize all coregistered images to MNI space. Next, gray matter (GM), white matter (WM), and CSF masks were created using an image calculator procedure within SPM12 using thresholds of 0.20, 0.20, and 0.50, respectively. Subsequently, Friston 24 motion parameters (39) including six motion parameters, six temporal derivatives, six quadratic terms, and six quadratic expressions of the derivatives of motion estimates were derived. Then, mean individual signal estimates with variance regressed out from WM and CSF were generated. Finally, functional volumes were masked using the GM mask to limit space and spatial smoothing using a Gaussian kernel of 6-mm full width at half-maximum was applied.

Denoising methods consisted of motion correction using time series despiking (Wavelet Despike) with the BrainWavelet Toolbox (http://www.brainwavelet.org/). The following steps were done using the Resting-State fMRI Data Analysis Toolkit (REST version 1.8; http://www.restfmri.net/) (40). Confound signal regression of the Friston 24 motion parameters, and residuals of WM and CSF was applied. Finally, the images underwent background filtering and temporal band-pass filtering (0.01–0.08 Hz) was performed to reduce the effects of low-frequency drift and high-frequency noise [further details can be found in Haas (31)].



Statistical Analysis of Behavioral Data

We screened all variables for normality after winsorizing outlying values (>3 standard deviations from the mean). We chose to compare improvers (n = 12) and maintainers (n = 14) based on the median split of their improvement on the EMT. Independent-sample t-tests were used to explore baseline differences in demographic variables, hours of training, medications, and days between assessments. Fisher's chi-square tests were used to explore group difference for categorical variables (i.e., gender, diagnosis, handedness). Between-group differences in clinical and neuropsychological outcomes were studied using an analysis of covariance (ANCOVA), with follow-up scores as a dependent variable, baseline performance as a covariate, and condition (improvers, maintainers) as a between-subject factor. Significance levels were defined at p = 0.05 with false discovery rate (FDR) correction for multiple comparisons (41). All analyses were conducted using Jamovi 22 (https://www.jamovi.org/).



Statistical Analysis of Neuroimaging Data

Based on our strong a priori hypothesis, a seed-based rsFC analysis was performed using mPFC and PCC (42). BOLD time series were first extracted from a 3-millimeter (mm)-radius sphere centered at the coordinates (-7,49,18) for the mPFC and (-7,-52, 26) for PCC. Left-lateralized mPFC and PCC were used since several neuroimaging studies suggest left lateralization of the default mode network (43, 44). Using the Resting-State fMRI Data Analysis Toolkit (REST version 1.8) (40), a correlation map was produced by computing the Pearson correlation coefficients between the average time course that was extracted for each seed and each voxel in the whole brain for every subject. Finally, correlation coefficients were converted to z-values using Fisher's r-to-z transform for each subject to improve normality and allow for parametric testing. According to factorial design, individual z-maps were entered into independent sample t-tests which were conducted to compare connectivity between the respective seed and the rest of the brain voxels between improvers and maintainers.

To sensitize our neuroanatomical analysis both for large focal and subtle, spatially contiguous effects, we used Threshold-Free Cluster Enhancement (TFCE) as implemented in the SPM TFCE toolbox (45). We performed N = 2,000 permutations of each previously generated contrast in SPM. Statistically significant effects in the TFCE maps were defined at P < 0.05, corrected for multiple comparisons using the false-discovery error rate (FDE) (41).




RESULTS


Behavioral Results

At baseline, there were no significant differences between improvers and maintainers in demographic characteristics, symptom severity, functioning, number of days between assessments, training intensity, or antipsychotic medication (p > 0.05) (Supplementary Materials, Table 3). We observed a marginally significant between-group effect on the emotion recognition FU scores (F = 4.45, p = 0.046), while controlling for T0 performance (F = 4.08, p = 0.055). Maintainers showed significant improvements in DANVA-2 scores, with small to moderate effect size (Cohen's d = 0.33) (Figure 1B). Conversely, improvers showed significant deterioration of DANVA-2 performance, with a negative effect size in a small to moderate range (Cohen's d = −0.29). No significant between-group differences were found either for other cognitive domains (p > 0.05), symptom severity (p > 0.05), or functioning (p > 0.05).



Neuroimaging Results

Second-level analyses revealed a number of significant differences in whole-brain rsFC of left PCC between improver and maintainer patients that underwent SCT (Table 2). Compared to maintainers, improvers showed at rest an increase in connectivity between left PCC and left superior medial frontal lobe (including supplementary motor area, frontal inferior lobe, triangularis lobe, and left thalamus (Figure 2), as well as an increase in connectivity between left PCC and right postcentral gyrus. Additionally, PCC connectivity to the right portion of the cerebellum was increased in improvers as compared to maintainers. Compared to improvers, maintainers showed increased connectivity between the left PCC and superior temporal pole (STP) bilaterally, right insula, and right putamen (Supplementary Materials, Table 3) (for more detail see Supplementary Materials, Figure 2). No differences in left mPFC connectivity between improvers and maintainers remained significant after FDR correction.


Table 2. Seed based PCC (-7,-52,26) rsFC in the two ROP groups.
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FIGURE 2. Seed-based rsFC of posterior cingulate (PCC) on MNI schematic template (https://nilearn.github.io) in (A) Maintainers > Improvers (INS, insula; lSTG, left superior temporal gyrus; rSTG, right superior temporal gyrus). (B) Seed-based rsFC of PCC in Improvers > Maintainers (rCer, right cerebellum; lmSFC, left medial superior frontal cortex).





DISCUSSION

To our knowledge, the current study is the first to study and model target engagement during social CCT in a sample of ROP patients. Similarly to what has been done for auditory CCT (15, 46), we chose performance change on an EMT exercise that trains early social sensory processing. An analysis of subject-specific learning curves identified two classes of target engagement, showing different improvements in the social cognitive task and different rsFC of the left PCC with fronto-temporal, insular, and cerebellar brain regions. In particular, we identified a subgroup of participants who initially presented with social sensory processing impairments. Upon exposure to social CCT, this subgroup showed significant improvements in sensory processing and we labeled these ROP participants as “improvers.” The other subgroup of ROP participants that we labeled “maintainers” initially presented with unimpaired social sensory processing and maintained peak performance throughout the training at the optimal psychophysical level.

The analysis of behavioral data from a well-validated social cognitive task indicated that these two profiles of target engagement are associated with distinct responses to social CCT. While maintainers showed significant improvements in emotion recognition, with a small-medium effect size, improvers showed a deterioration of emotion recognition after CCT, with a negative effect size in the same range. This suggests that there is a subgroup of ROP participants for which improvements in the training exercises do not translate into gains in untrained cognitive measures. This is in line with results from two RCTs of auditory CCT in chronic psychosis that found overall improvement on the training exercises but no transfer of these gains to untrained cognitive outcomes despite endurable training regime (47, 48). Conversely, our ROP participants with more cognitive reserve—as indexed by fast sensory processing at baseline—showed greater transfer effects to the domain of emotion recognition, replicating findings from two studies of social CCT conducted in chronic psychosis (11, 49).

Armed with this information, we sought to investigate whether distinct patterns of baseline rsFC could explain why improvers and maintainers show such divergent profiles of target engagement and response to social CCT. Compared to improvers, maintainers showed evidence at rest of increased connectivity between the left PCC and several areas involved in emotional and social processing, including superior temporal pole (STP), insula, and putamen. Our findings support the notion that insula hosts the mechanism of emotion discrimination, of negative emotion in particular (50), alongside the basal ganglia and amygdala. Moreover, the connectivity of the PCC to upper portion of STP provides a strong functional integration platform for the facial affect recognition (51).

Improvers, conversely, showed at rest increased connectivity between the left PCC and several frontal regions functionally correlated with the DMN (52). In this subgroup of participants, the left PCC also showed increased connectivity with parts of fronto-parietal CEN. The medial area of superior frontal lobe, including the supplementary motor area, is involved in cognitive control (22). Though the thalamus is not a part of CEN, it is a key region in integrating neural activity from widespread neocortical inputs and outputs, particularly in tasks requiring high degree of attentional control (53). In this regard, cognitive gains induced by auditory CCT in a sample of ROP patients were found to be associated with structural neuroplasticity in the thalamus (10). Taken together, these findings show compromised suppression within the DMN network, as well as increased rsFC of the PCC to CEN nodes and postcentral gyrus (54) at rest in improvers vs. maintainers.

We suggest that improvers express, stronger than maintainers, the psychosis endophenotype that is characterized by increased connectivity of DMN (55). The distinct lack of DMN suppression in our ROP improvers subsample replicates a large body of studies that observed increased connectivity at rest in schizophrenia within the DMN hubs and between DMN hubs and extra-DMN areas (55). In this context, deficits in DMN suppression likely exemplify additional forms of cortical circuit dysfunction associated with ROP that compromise task-relevant signal processing, adding to task-related cortical activation deficits that underlie cognitive impairments. Moreover, the involvement of CEN parts, including superior frontal regions, points to difficulties in smooth interplay between task-negative and task-positive activity (56) that enables optimal cognitive functioning. As a matter of fact, while “improvers” actively engage with the CCT target and show sensory processing change, such changes do not translate into cognitive gains after training. We suggest that the cortical circuit dysfunction typical of this endophenotype could originate from impairments of short-term synaptic plasticity mechanisms in the service of sensory learning (57–59). Accordingly, ROP individuals with greater impairments in synaptic plasticity would only be able to generate, but not to sustain, successful learning in response to the training trials, and this inability, in turn, would manifest as lack of cognitive gains after CCT. For these individuals, we believe that the augmentation of CCT with pharmacological agents targeting and remediating impairments in synaptic plasticity has potential to generate durable cognitive improvements (60).


Limitations

The current study has several limitations. Notably, despite PCC being a key component of the DMN, this study was not aiming at studying networks, but seed-to-brain voxel connectivity. Additionally, mPFC as a seed did not show significant results in our analysis. Though we interpret our results in the framework of DMN and CEN, they are restricted to rsFC within only certain parts of these networks. Further studies employing independent component analysis would be necessary to extend our claims. Next, only 10 h of social CCT were delivered over the course of 5 weeks. This reflects the need to incorporate the experimental intervention into the intensive treatment package that is routinely offered in our clinical setting. We cannot exclude the possibility that improvers would have shown a significant improvement in outcomes after longer or more diversified CCT protocols (61). However, the most prominent changes in sensory processing, tightly linked to heterogeneity in neuroplastic response to CCT, have been shown in the early stages of the training, whereas it has been suggested that after 20 h of CCT sensory processing undergoes less change (15).

Further, our study was lacking a group of healthy volunteers that would have provided a stronger base to discuss aberrant rsFC in ROP patients. Finally, we acknowledge that an individual approach in defining seeds may reduce spatial variability and increase accuracy of rsFC analysis (62); future studies of social CCT with larger sample sizes should confirm the existence of the two classes of indicated in this study.




CONCLUSION AND FUTURE DIRECTIONS

Our findings reveal that interindividual differences in PCC connectivity to fronto-temporal-insular brain regions may result in different patterns of sensory processing change upon exposure to social CCT, which can significantly influence treatment response. We believe that these lines of investigation are critical for two reasons. First, once we identify behavioral proxies for sensory processing patterns mediating treatment response, it becomes possible to determine treatment uptake for a given individual very early in the course of social CCT. This can ultimately translate in the implementation of fast-fail approaches that promote the maximization of benefits for individuals sensitive to the intervention, thus enhancing cost-effectiveness. Second, once the subgroup of patients showing efficacious neural target engagement is identified by means of these behavioral proxies, we can truly begin to study the neuroplastic effects directly induced by training. This will promote a characterization of the mechanisms of action of CCT, paving the way for a data-driven optimization and refinement of this treatment.
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People with schizophrenia exhibit increased intra-individual variability in both behavioral and neural signatures of cognition. Examination of intra-individual variability may uncover a unique functionally relevant aspect of impairment that is not captured by typical between-group comparisons of mean or median values. We and others have observed that retinal activity measured using electroretinography (ERG) is significantly reduced in people with schizophrenia; however, it is currently unclear whether greater intra-individual variability in the retinal response can also be observed. To investigate this, we examined intra-individual variability from 25 individuals with schizophrenia and 24 healthy controls under two fERG conditions: (1) a light-adapted condition in which schizophrenia patients demonstrated reduced amplitudes; and (2) a dark-adapted condition in which the groups did not differ in amplitudes. Intraclass correlation coefficients (ICC) were generated to measure intra-individual variability for each subject, reflecting the consistency of activation values (in μv) across all sampling points (at a 2 kHz sampling rate) within all trials within a condition. Contrary to our predictions, results indicated that the schizophrenia and healthy control groups did not differ in intra-individual variability in fERG responses in either the light- or dark-adapted conditions. This finding remained consistent when variability was calculated as the standard deviation (SD) and coefficient of variation (CV) of maximum positive and negative microvolt values within the a- and b-wave time windows. This suggests that although elevated variability in schizophrenia may be observed at perceptual and cognitive levels of processing, it is not present in the earliest stages of sensory processing in vision.

Keywords: intra-individual variability, retina, electroretinography (ERG), schizophrenia, sensory processing


INTRODUCTION

People with schizophrenia often demonstrate increased variability in performance on cognitive tasks relative to control groups, and in stimulus-driven electrophysiological activation patterns [e.g., (1, 2)]. Although the underlying neural mechanisms remain unclear, computational models suggest that response variability may reflect weak signal-to-noise ratio in the brain and excessive random neural firing (3). Therefore, rather than view excessive variability as simply error variance, continued study of this phenomenon can provide insights into mechanisms of the disorder that are typically obscured in studies solely focused on between-group differences in mean or median values.

Intra-individual variability is typically operationalized as variability within an individual's responses to the same stimulus during a single task session, or to the same task across multiple sessions. In people with schizophrenia, excessive within-task intra-individual variability has been demonstrated behaviorally in reaction time and time-estimation tasks (1, 4, 5). In particular, Rentrop et al. (6) observed increased intra-individual variability in a high-functioning sample of people with schizophrenia, within the context of normal accuracy and mean reaction time values in behavioral tasks, which underscores how the investigation of intra-individual variability can elucidate information concealed in between-group analyses of measures of central tendency. Increased intra-individual variability has also been demonstrated in electrophysiological indices such as the mismatch negativity (MMN) (7), P3 amplitude and latency (8), and N2 latency (2). This includes increased intra-individual variability in the MMN within an ultra-high risk sample (9), suggesting that it may be a core feature of schizophrenia-spectrum disorders and not an artifact of treatment or chronicity-related factors.

The purpose of this study was to determine if abnormally increased intra-individual variability is observable in retinal responses in people with schizophrenia. Data on retinal structure and function are often considered to be proxies for indices of brain structure and function given that the retina and brain share similar origins during embryonic development, as well as similar cell types (e.g., neurons, glial cells), neurotransmitters, a layered architecture, and bidirectional synaptic connections, but the retina is a more accessible component of the central nervous system than the brain (10). Flash electroretinography (fERG) studies have shown that, compared to healthy controls, people with schizophrenia display amplitude reductions in the a- and b-wave, which reflect weak photoreceptor and bipolar-Müller cell function, respectively, in both photopic (light-adapted) and scotopic (dark-adapted) conditions [see (11–13) for reviews]. To date, however, all fERG studies in schizophrenia have focused on mean between-group differences in ERG indices, and so the degree of intra-individual variability in retinal responses, and how this relates to amplitude reductions, is unknown. Given that retinal cells provide the earliest input to the visual system (14), the importance of studying stability in the retinal response is two-fold: (1) ascertaining intra-individual variability in the ERG response can help determine the extent to which reduced ERG waveforms observed in schizophrenia reflect impoverished retinal cell function, and/or are a consequence of increased intra-individual variability; and (2) retinal responses occur earlier than processes studied previously, and so determining whether intra-individual variability is increased at the level of the first and second synapses can clarify the generalizability of intra-individual variability to sensory-level processing in schizophrenia and inform our understanding of downstream anomalies. For example, instability in the retinal response could lead to weaker and less predictable signals reaching the cortex, which may reduce precision and increase uncertainty (entropy) in early visual cortex activity, thereby contributing to compensatory and other sequelae such as visual distortions, increases in stimulus (but also noise) salience, misperceptions, inappropriate assessment of meaning and significance, and delusional interpretation of events (15–17).

To derive a measure of intra-individual variability in the retinal response, we computed the intraclass correlation (ICC), standard deviation (SD), and coefficient of variation (CV) from trial x trial data for two fERG conditions in a previously published study (18): (1) a photopic condition, in which we observed reductions in ERG waveform indices within the schizophrenia group; and (2) a weak light stimulus scotopic condition, where we did not find between-group differences in retinal activity. We hypothesized that the schizophrenia group would demonstrate greater intra-individual variability in both conditions compared to the healthy control group. We also assessed the relationships between variability in the retinal response, ERG parameters, and symptom severity scores.



MATERIALS AND METHODS


Participants

As described in the original study (18), we recruited 25 individuals with schizophrenia from Rutgers University Behavioral Health Care programs as well as 24 healthy control participants, who were recruited through community advertisements. Demographic information for all participants can be found in Table 1. Exclusion criteria included: (1) outside the age range of 18–60; (2) presence of an active substance use disorder in the past 6 months; (3) history of diseases known to affect vision (e.g., diabetes, hypertension); (4) history of a visual condition or disease (e.g., strabismus, nystagmus, glaucoma), or an eye injury; (5) history of serious head injury with loss of consciousness >10 min; or (6) history of neurological disease. The protocol was approved by the Rutgers University Institutional Review Board and all subjects gave written informed consent.


Table 1. Individual demographic characteristics.
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Clinical Assessments

Diagnostic criteria for patients were confirmed with the Structured Clinical Interview for DSM-IV Diagnosis (SCID), patient version (19), and the absence of psychotic symptoms and a current major depressive episode in healthy controls was confirmed through the SCID-IV non-patient edition (20). In order to assess symptom severity over the last 2 weeks, research staff also administered the Positive and Negative Syndrome Scale [PANSS (21)] to patients. A five-factor model was used to calculate symptom severity scores for positive, negative, disorganized, excitement, and depression factors (22, 23).



fERG Protocol

We collected fERG using the RETeval, which is a portable FDA-approved hand-held device that does not require corneal contact or pupil dilation. Prior to testing, an alcohol swab was used to clean the skin of the lower eyelid. A sensor strip containing positive, negative, and ground electrodes was then placed 2 mm below the eye. The dome of the RETeval was placed over the participant's eye and the light flashes were delivered via the device. Although testing was conducted for right and left eyes, the analyses presented here focus on right eye data. To ensure constant retinal illumination, the RETeval uses Troland-based stimulation (Td), which accounts for changes in pupil size (which is measured continuously by the device), and is calculated as the product of photopic flash luminance [cd (s/m2)] and pupillary area (mm2) (24, 25).

The ERG tests included in these analyses were selected from the parent study, which included seven ERG tests completed consecutively (18). As part of the original protocol, participants first underwent a 5 min light-adaptation period in order to adjust their eyes to the room lighting. They then completed the first photopic ERG test, in which they viewed a series of 30 light flashes at a light intensity of 100 Td-s and frequency of 1 Hz. This is the first of the two conditions analyzed in the present study. The second ERG test for which we analyzed intra-individual variability was the first scotopic (dark-adapted) and fifth consecutive test of the original sequence. Participants completed a 10 min dark-adaptation prior to scotopic testing. This test included five light flash trials with a weak luminance of 2.8 Td-s and a frequency of 0.25 Hz. Flash ERG was recorded through the RETeval device for all of the tests described and data were collected at a sampling rate of ~2 kHz.



fERG Analysis

Offline, data were preprocessed using MATLAB (26). The raw fERG was first filtered using EEGLAB (27) with a 1–100 Hz bandpass and 60 Hz notch filter. The data were then segmented into 120 ms epochs that included a 20 ms baseline period preceding each stimulus. An artifact rejection routine was then used to reject epochs with (a) differences between maximum and minimum values that exceeded 1 millivolt, or (b) microvolt values exceeding three SDs from the subject's mean for a given time point across all trials in the condition. We then visually inspected the data to remove any trials containing artifacts that were not detected using the algorithms described above. Finally, two schizophrenia patient subjects did not contribute data to the scotopic conditions. In particular, one subject did not engage in the scotopic condition after completing the photopic condition, and data from one subject was removed following artifact rejection procedures. For all data included in the final analyses, subjects with schizophrenia retained 94.27 ± 3.27% and 94.78 ± 0.09% of trials in the photopic and scotopic conditions, respectively, and healthy controls retained 92.36 ± 4.11% and 97.50 ± 6.89% of trials. The difference in number of trials retained between the two groups was not significant (ps > 0.08) for both conditions.

ERG parameters were measured as the amplitude of the a- and b-wave in microvolts (μv). The a-wave metric is calculated as the difference between the mean of pre-trial baseline activity and the first trough of the waveform, while the amplitude of the b-wave is measured as the difference between the positive peak of the b-wave and the trough of the a-wave (28). Implicit times (peak latency measurements) for each waveform are measured in milliseconds (ms). The a-wave implicit time parameter is measured as the time elapsed from the flash to the a-wave trough, while b-wave implicit time is calculated as the time elapsed from the flash to the b-wave peak (29).



Intraindividual Variability

Intra-individual variability was operationalized as the intraclass correlation coefficient (ICC; two-way random model) for each condition for each subject. ICC here thus measures intra-individual variability in ERG responses across multiple identical light flashes, or, the degree to which the voltage changes across the duration of each trial relative to the variability in voltage across each time point, across all trials in the condition. Thus, the ICC equals the variance due to differences across trial duration divided by the sum of the variance due to differences in voltage at a given timepoint across all trials in a condition and variance due to error. Within this study, the ICC incorporated all timepoints following flash onset and did not include baseline activity. The ICC was generated using the Real Statistics Resource Pack software (Release 6.8) [Copyright (2013–2020) Charles Zaiontz. www.real-statistics.com]. It is equivalent to:
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Assuming that the data are represented such that all successive microvolt values within a single trial are listed in successive rows within a single column, and data from consecutive trials are represented in consecutive columns, then var(β) is equivalent to the variance due to differences in the microvolt values within single trials, or (MSRow – MSE)/k. This is divided by all sources of variance, including var(α), which is equivalent to (MSCol – MSE/n), and variance due to error, or var(ε), which is equivalent to MSE (30). The data is typically represented within a data matrix where the variables include n, which reflects the number of rows, or the number of samples of microvolt values across a single trial, and k, which represents the number of columns, or number of trials. The MS variable represents the mean square of the row or column in the data matrix. The ICC metric ranges from 0 (indicating high variability and low consistency amongst trials) to 1 (indicating low variability and high consistency amongst trials).



Statistical Analysis

Other statistical analyses were conducted using SPSS 26. Between-group analyses were conducted to determine the extent of differences in intra-individual variability in the retinal response to identical light flashes between the schizophrenia and healthy control groups. We conducted an independent samples t-test in order to compare mean ICC values between groups during the photopic condition. To determine if there were between-group differences in median ICC within the scotopic condition, a Mann–Whitney U-test was conducted, as the ICC values among the schizophrenia group were not normally distributed. As an additional measure of trial-by-trial variability, we examined variability in peak activity across trials in the a- and b-wave time windows. These analyses did not use the typical a- and b-wave amplitude metrics, which are difference scores, but rather, the minimum and maximum values, respectively, within the a- and b-wave timeframes, which are the primary determinants of a- and b-wave peak values, and included all datapoints (i.e., outliers that were excluded from between-group ICC analyses). This was thus a conservative approach, but one that guaranteed that all variability was captured. Mann–Whitney U-tests (used due to violations of normality in the SD and CV distributions) were used to compare the two groups on these values. To examine the relationship between intra-individual variability and strength of the retinal response, correlations were conducted between individual ICC scores and ERG parameters (a- and b-wave metrics) and the Fisher's r to z transformation was used to investigate the presence of group differences in these relationships. Lastly, we conducted correlations to examine the relationships between ICC and PANSS symptom severity scores.




RESULTS


Demographic Information

All demographic information is presented in Table 1. The two groups did not differ on any demographic variables, including gender composition, age, race and ethnicity composition, and education.



ICC and ERG Amplitude

For intra-individual variability in the retinal response during the photopic condition, an independent samples t-test revealed no significant difference in mean ICC values between schizophrenia (M = 0.41, SD = 0.25) and control (M = 0.49, SD = 0.22) groups, t(47) = −1.12, p = 0.27; d = 0.34. In the scotopic condition, a Mann–Whitney U-test also demonstrated no significant between-group differences in median ICC values for schizophrenia (Mdn = 0.32) and control (Mdn = 0.53) groups, U = 208, z = 1.45, p = 0.15; η2 = 0.03. These results are illustrated in Figure 1.
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FIGURE 1. (A) Comparison of intra-individual variability (ICC values) in photopic condition. No significant difference was found for mean ICC values between schizophrenia and control groups [t(47) = −1.12, p = 0.27; d = 0.34]. (B) Comparison of intra-individual variability (ICC values) in the scotopic condition. No significant difference was found in median ICC values between schizophrenia and control groups (U = 208, z = 1.45, p = 0.15; η2 = 0.03). ICC, intraclass correlation coefficient.


We observed no between-group differences in photopic a-wave SD (p = 0.47), photopic a-wave CV (p = 0.26), photopic b-wave SD (p = 0.30), scotopic a-wave SD (p = 0.36), scotopic a-wave CV (p = 0.42), scotopic b-wave SD (p = 0.93), or scotopic b-wave CV (p = 0.21). Median values of these variables are listed in Table 2. Although results indicated that the schizophrenia group photopic b-wave CV (Mdn = 0.79) was greater, at a marginally significant level, than that of the control group (Mdn = 0.58), U = 191, z = −2.18, p = 0.03, all other tests indicated the absence of group-differences in trial-by-trial variability.


Table 2. Descriptive statistics for study metrics.
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Correlational analyses were conducted to examine the relationships between ICC and ERG values. For the schizophrenia group in the photopic condition, a-wave amplitude was negatively correlated with ICC at a trend level of significance [r(23) = −0.38, p = 0.06] and b-wave amplitude was significantly correlated with ICC [r(23) = 0.44, p = 0.03; see Figure 2A]. That is, larger a- and b-wave amplitudes were associated with less trial-to-trial variability in the waveform trajectory. However, in the scotopic condition, a-wave amplitude was positively correlated with ICC among schizophrenia patients [rs(21) = 0.45, p = 0.03; see Figure 2B], indicating that larger a-wave amplitudes were associated with greater variability. ICC was not significantly correlated with b-wave amplitude in the scotopic condition within the schizophrenia group (p = 0.70). There were no significant correlations between ICC and ERG latency measures for the schizophrenia group in either the photopic or scotopic conditions (p's > 0.30). For the healthy control group, there were no significant correlations between ICC and any ERG indices, with all p > 0.19. We also found no differences between schizophrenia and healthy control groups in the strength of the relationships between intra-individual variability (ICC) and magnitude of the retinal response (a- and b-wave amplitude) for both photopic and scotopic conditions (p's > 0.17).
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FIGURE 2. Scatterplots representing the relationship between intra-individual variability (ICC) and photopic b-wave amplitude in microvolts (A), scotopic a-wave amplitude in microvolts (B), and positive symptom severity within the scotopic condition (C). ICC, intraclass correlation coefficient.




Correlations With Symptoms

Correlations were also conducted to determine associations between ICCs in the patient group and PANSS symptom severity scores. Within the photopic condition, positive and disorganized symptom severity were positively associated with ICC within the schizophrenia group at a trend level of significance (r = 0.37, p = 0.07; r = 0.38, p = 0.06). This indicates that greater symptom severity was associated with less variability. In the scotopic condition, positive symptoms were positively correlated with ICC (rs = 0.42, p = 0.04; see Figure 2C). That is, greater positive symptom severity was significantly associated with less variability. There were no significant correlations found between ICC, in both photopic and scotopic conditions, and the negative (p's > 0.37), excitement (p's > 0.11), and depressed (p's > 0.87) symptom severity cluster scores.




DISCUSSION

The primary aim of this study was to compare people with schizophrenia and healthy controls on their level of intra-individual variability within the retinal response to light stimuli. We examined data from a photopic condition in which between-group differences in the magnitude of ERG amplitudes were previously found between schizophrenia and healthy control groups, as well as from a scotopic condition, in which between-groups differences in ERG amplitude were not observed. Contrary to our expectations, we did not find a significant difference in intra-individual variability in retinal activity between groups in either condition tested. In particular, we found no differences in trial-by-trial variability across the entire temporal sequence of the retinal response, as measured by the ICC, as well as no differences in trial-by-trial variability of peak values within a- and b-wave time windows, as measured by the SD and CV, for nearly all analyses. Although we observed a greater CV for photopic b-wave amplitude, this finding was marginally significant and would not survive even the most liberal test for multiple comparisons. Thus, results were generally consistent in demonstrating the absence of increased intra-individual variability in retinal activity in individuals with schizophrenia when compared to a healthy control group.

Although previous studies indicated greater variability in behavioral and electrophysiological responses during cognitive tasks in individuals with schizophrenia when compared to healthy controls (1, 2, 6, 7, 9), no prior study had examined intra-individual variability in the retinal response in schizophrenia. Our data suggest that greater inconsistency in response to repetitive identical stimuli is not present at the sensory level of visual processing in people with schizophrenia.

We also examined the relationship between intra-individual variability and ERG amplitude and latency measures. Within the schizophrenia group, findings indicated that larger b-wave peak amplitudes were associated with less trial-by-trial variability within the photopic condition. A similar result, but at a trend level was found for the relationship between more pronounced a-wave amplitude and less variability in the photopic condition. Interestingly, these correlations were not observed in the control group, which suggests that previous findings indicating reduced a- and b-wave activity in schizophrenia [see (13) for a review] may reflect a subgroup of individuals with schizophrenia with high retinal response variability. This is further supported by the absence of group-level differences in the strength of the relationship between intra-individual variability and retinal response between individuals with schizophrenia and healthy controls. However, in the scotopic condition, attenuated a-wave amplitudes were associated with less variability among the schizophrenia group, which was the opposite of what was predicted. Therefore, caution is indicated in reaching conclusions about the relationship, if any, between a- and b-wave amplitudes and intra-individual variability in people with schizophrenia at this time.

Additional analyses assessing the relationship between symptom severity and retinal variability also revealed unexpected findings. We found that people with greater positive symptom severity displayed less variability in their ERG response within the scotopic condition. We also found results of marginal significance in the photopic condition whereby people with greater positive and disorganized symptom severity demonstrated less variability in their retinal response. Again, these findings contradict the predicted outcome, and there is not a firm basis in the literature from which to interpret them. Given that the statistically significant findings were uncorrected for multiple comparisons, additional research is warranted to understand the relationship between symptom severity and trial-by-trial variability.

This study involved several limitations which should be addressed in future studies. First, the light conditions that were tested only focused on variability in ERG activity reflecting photoreceptor and bipolar-Müller cell activity. Additional studies should also focus on variability in the photopic negative response of the fERG within schizophrenia, which is a component that reflects retinal ganglion cell activity (31) and has been shown to be reduced within the disorder (18). Second, this study included relatively small sample sizes that did not allow for analyses comparing subgroups of participants with schizophrenia with considerably reduced ERG values to participants with ERG data closer to normative values. Third, the scotopic condition tested only included five trials, compared to 30 trials in the photopic condition. While greater temporal spacing between trials is needed in scotopic compared to photopic conditions in order to re-establish dark adaptation after a light flash, the relatively small number of trials in the photopic condition may have limited the ability to reliably detect individual differences in intra-individual variability. Therefore, future studies examining intra-individual variability in scotopic conditions should examine variability across a greater number of trials if possible.

Taken together, results demonstrated no difference in trial-by-trial variability in the retinal response to identical light flashes when comparing people with schizophrenia and healthy controls. This finding was consistent for a light-adapted condition, in which people with schizophrenia showed reduced ERG amplitude when compared to controls, as well as a dark-adapted condition, in which no between-group differences in ERG were found. One implication of these data is that excessive noise in the visual system in people with schizophrenia may arise at a post-retinal (or, post bipolar cell level). If this finding is replicated in a larger sample and with a wider range of ERG testing conditions, it should motivate additional studies to explore at what point in the visual system excessive noise due to intra-individual variability in neural responses is observed.
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Background: Chronic infection with Toxoplasma gondii (TOXO) results in microcysts in the brain that are controlled by inflammatory activation and subsequent changes in the kynurenine pathway. TOXO seropositivity is associated with a heightened risk of schizophrenia (SCZ) and with cognitive impairments. Latency of the acoustic startle response, a putative index of neural processing speed, is slower in SCZ. SCZ subjects who are TOXO seropositive have slower latency than SCZ subjects who are TOXO seronegative. We assessed the relationship between kynurenine pathway metabolites and startle latency as a potential route by which chronic TOXO infection can lead to cognitive slowing in SCZ.

Methods: Fourty-seven SCZ subjects and 30 controls (CON) were tested on a standard acoustic startle paradigm. Kynurenine pathway metabolites were measured using liquid chromatography-tandem mass spectrometry were kynurenine (KYN), tryptophan (TRYP), 3-hydroxyanthranilic acid (3-OHAA), anthranilic acid (AA), and kynurenic acid (KYNA). TOXO status was determined by IgG ELISA.

Results: In univariate ANCOVAs on onset and peak latency with age and log transformed startle magnitude as covariates, both onset latency [F(1,61) = 5.76; p = 0.019] and peak latency [F(1,61) = 4.34; p = 0.041] were slower in SCZ than CON subjects. In stepwise backward linear regressions after stratification by Diagnosis, slower onset latency in SCZ subjects was predicted by higher TRYP (B = 0.42; p = 0.008) and 3-OHAA:AA (B = 3.68; p = 0.007), and lower KYN:TRYP (B = −185.42; p = 0.034). In regressions with peak latency as the dependent variable, slower peak latency was predicted by higher TRYP (B = 0.47; p = 0.013) and 3-OHAA:AA ratio (B = 4.35; p = 0.010), and by lower KYNA (B = −6.67; p = 0.036). In CON subjects neither onset nor peak latency was predicted by any KYN metabolites. In regressions stratified by TOXO status, in TOXO positive subjects, slower peak latency was predicted by lower concentrations of KYN (B = −8.08; p = 0.008), KYNA (B = −10.64; p = 0.003), and lower KYN:TRYP ratios (B = −347.01; p = 0.03). In TOXO negative subjects neither onset nor peak latency was predicted by any KYN metabolites.

Conclusions: KYN pathway markers predict slowing of startle latency in SCZ subjects and in those with chronic TOXO infection, but this is not seen in CON subjects nor TOXO seronegative subjects. These findings coupled with prior work indicating a relationship of slower latency with SCZ and TOXO infection suggest that alterations in KYN pathway markers may be a mechanism by which neural processing speed, as indexed by startle latency, is affected in these subjects.

Keywords: schizophrenia, acoustic startle, Toxoplasma gondii, kynurenines, startle latency, tryptophan


INTRODUCTION

Schizophrenia (SCZ) is a devastating disease that often confers lifelong symptoms and disability upon its victims. Despite many decades of intensive research, the etiology and pathophysiology of this disorder remain perplexing. It is generally accepted that the etiology involves a complex relationship between genetic and environmental factors. Amongst environmental factors, interest in infectious illnesses as potential contributors to SCZ pathophysiology is gaining momentum (1, 2).

Toxoplasma gondii (TOXO) is a protozoan parasite that is able to infect most warm-blooded animals. It has a worldwide distribution and is the most common protozoan infection in the developed world (3). In the United States, ~13–20% of the population has been infected with TOXO (4, 5). Cats and other felines are the definitive hosts, but humans are among other mammals that serve as intermediate hosts (6, 7). Once a host is infected, the TOXO organism resides as microcysts in muscle and brain and likely remains there for the life of the host (6, 8, 9). Chronic TOXO infection is typically asymptomatic in immune competent people. However, importantly, two meta-analyses have shown that the risk for TOXO seropositivity was higher in patients with SCZ than in the general population with an odds ratio of 2.7; this finding was highly significant (95% confidence interval, 2.10–3.60; p < 0.000001) (10, 11). Since the original meta-analysis, the TOXO-SCZ association was replicated with 15 additional studies (12). Furthermore, otherwise asymptomatic TOXO infection is associated with cognitive impairments in human subjects, although the relationship is complex and may involve only certain cognitive domains (13–18).

There is a general consensus that an important mechanism by which an animal or human keeps chronic TOXO in check involves the tryptophan-kynurenine (KYN) pathway. TOXO infection elicits an induction of the cytokine interferon gamma (IFNγ), which in turn inhibits TOXO replication by depletion of tryptophan (TRYP) (7). The TOXO organism needs TRYP from the host milieu since it cannot synthesize this amino acid itself, and interferon gamma achieves local TRYP depletion by facilitating its degradation along the KYN pathway. Specific levels of downstream KYN metabolites depend in part on the location and activity of the enzymes along the pathway (19). KYN can be converted directly into kynurenic acid (KYNA), or down an alternative pathway yielding anthranilic acid (AA), 3-hydroxyanthranilic acid (3-OHAA) and finally into quinolinic acid (QUIN).

The acoustic startle response is a well-researched reflex following a sudden loud sound. It has been extensively researched in humans and in animal models of psychiatric disease, in part because virtually the same paradigm can be administered to rodents, monkeys, and humans. Preclinical research indicates that it is mediated by a simple subcortical neural circuit (20, 21). Latency of startle is the time between a startle eliciting stimulus and the response and is measured easily with millisecond (ms) precision. Because it is a pre-attentive reflexive response mediated by this simple circuit, it has been proposed as a putative measure of general speed of neural transmission (22). Latency is significantly slower in SCZ than control (CONT) subjects in most studies that have examined it (22–30), although some of the above studies only detected slowing of latency in trials with prepulse stimuli (23, 25, 29). There are a small number of studies that found no difference between SCZ and CON subjects (24, 31–33). Slower latency at baseline predicted which adolescent and young adult subjects at high risk for developing SCZ went on to convert to psychosis over a 2-years period in a multisite study of prodromal SCZ (34). Importantly for the current paper, latency was slower in TOXO seropositive than seronegative subjects, and this finding was evident both in SCZ and CON subjects in the cohort (35).

In further support of the relevance of startle latency to SCZ pathophysiology is emerging evidence that slower latency associates with poorer cognitive performance (26). We speculate that slowing of neural processing speed as indicated by slowing of startle latency could result in dysfunction of neural circuits that subserve cognition. Poorer cognitive performance, in turn, was associated with perturbations in molecules of the KYN pathway in humans (36). This is against a background of prior rodent work showing that stimulation of cortical kynurenic acid led to cognitive and sensory processing impairments (37–40), for which reason the KYN pathway has been proposed as a potential treatment target for cognitive deficits in SCZ (41). The current work was undertaken to investigate whether prolonged startle latency could be a mechanism by which KYN pathway alterations in the face of TOXO infection could lead to impaired cognition. To this end we assessed the relationship between kynurenine pathway metabolites and startle latency as a potential route by which chronic TOXO infection can lead to cognitive slowing in SCZ.



METHODS


Subjects

Forty-seven SCZ subjects and thirty controls (CON) were enrolled in this cohort from the Atlanta Veterans Administration Health Care System and the surrounding community. To be included in this analysis the subject must have completed all assessments. Subjects in the SCZ group had a diagnosis of schizophrenia or schizoaffective disorder as verified by a structured diagnostic interview with the Structured Clinical Interview for DSM-IV, Axis-I (SCID) (42). SCZ subjects were excluded if they were currently being treated with clozapine. Both SCZ and CON subjects were excluded if they had a heart attack or heart failure in the previous 6 months, infection requiring antibiotics in the prior 60 days, hospitalization for any medical (non-psychiatric) condition in the prior 60 days, or any condition requiring systemic steroid treatment in the prior 60 days. Further, they were excluded if they had a medical diagnosis known to impact the immune system (such as HIV, AIDS, rheumatoid arthritis, etc.). Significant cognitive deficiencies or any history of neurological disease including head trauma with a loss of consciousness >5 min, overt CNS infection, neurovascular trauma, or seizure disorder were also exclusionary. Prior to entry into the study, subjects were screened for both vision and hearing to ensure that they had at least 20/30 acuity binocularly, and could hear at least 35 dB in all frequencies >500 Hz. Further, given a significant differential in rates of TOXO infection by country of birth (4), this study only included individuals born within the USA.

Participants were excluded if they tested positive for an illegal substance by urine toxicology performed on the day of enrollment. Cigarette smoking (and nicotine vaping) was allowed, although the amount of nicotine consumption was assessed by means of the Fagerstrom Smoking Tolerance Questionnaire (43).



Startle Testing

Subjects participated in an acoustic startle session lasting 20 min where baseline startle magnitude and latency were evaluated using methods described in our previous work (22, 44), based on the standard startle protocol developed by Braff et al. (31). The eye-blink component of the acoustic startle reflex was measured via electromyography (EMG) of the right orbicularis oculi muscle. The three electrodes were placed as follows: 1 cm directly below the pupil of the right eye, 1 cm below the lateral canthus of the right eye, and on the mastoid behind the right ear. All resistances were <6 kΩ. EMG activity was recorded at 1-ms intervals for 250 ms following the onset of the startling stimulus for each trial. Subjects were seated in a sound attenuating audiology booth with eyes open and asked to look straight ahead for the duration of the test session.

Acoustic stimuli were delivered binaurally through headphones (Maico model TDH-39-P; Maico Diagnostics, Eden Prairie, MN). The startle paradigm began with 60 s of 70 dB white noise as an acclamation that continued as background for the remainder of the session. The startling stimuli were 116 dB white noise bursts, 40 ms in duration. Prepulse stimuli were 85 dB intensity white noise bursts of 20-ms duration. The session contained four trial types: pulse-alone trials, and prepulse+pulse trials with interstimulus intervals of 30, 60, or 120 ms between the prepulse and pulse stimuli. The session consisted of a habituation block of 6 pulse-alone stimuli, three blocks of 12 experimental stimuli, and concluded with another habituation block. Each experimental block consisted of three separate trials of each of the four trial types presented in pseudorandom fashion. Inter-trial intervals (ITI) were 10–25 s long with a mean of 15 s.

Data processing and reduction was carried out according to the methods of our prior work (22, 44). The signal was amplified and digitized using the computerized startle response monitoring system SR-Lab (San Diego Instruments, San Diego, CA). The signal was then full-wave rectified and subjected to a smoothing routine by the SR-Lab software that calculated a rolling average of 10 data points. The system calculated the baseline value as the average of the minimum and maximum EMG values recorded in the first 20 ms immediately following the startling stimulus. The onset of the blink response was defined as an increase of at least 7.33 μV (6 machine units) from the EMG value during the baseline period. Valid blink responses had to have an onset between 21 and 120 ms after the startling stimulus. To count as a valid blink, the peak magnitude of the blink response had to be a minimum of 12.21 μV (10 machine units) and had to occur no more than 95 ms after the onset of the response, and no more than 150 ms after the stimulus. The response magnitude was recorded as zero on trials in which the blink response was insufficient for scoring. For these trials, peak latency was also considered missing. Trials were discarded if the baseline EMG during the first 20 ms of recording was > 36.6 μV (30 machine units). For this paper we report analyses of onset and peak latency of the pulse-alone trials.



Sample Collection, Metabolite, and TOXO Analysis

Human blood was collected into both serum tubes and in chilled EDTA-coated tubes. Upon collection of the sample all tube types were inverted 5-7 times. Serum tubes were allowed to clot for at least 30 min prior to centrifugation. Serum samples were centrifuged at 1,250 rcf for 10 min or until separation was achieved. EDTA samples remained on ice until they were centrifuged at 2,000 rcf for 15 min at 4°C. Both serum and plasma samples were aliquoted into 1 mL cryovials and stored at −80°C prior to analysis for TOXO and metabolites.

Serum specimens were analyzed for TOXO IgG antibodies as per manufacturer's instructions (Bio-Rad, Catalog# 25175, Redmond, WA). For all subjects, a discrete titer and dichotomous seropositivity status was determined using a three-point curve of the blank, a weakly positive calibrator, and a strongly positive calibrator. TOXO serointensity was determined from a direct calculation of absorbance against this three-point curve. A concentration of >33 IU/mL was indicative of TOXO seropositivity, whereas a value >27 IU/mL, but <33 IU/mL was indicative of equivocality. A concentration <27 IU/mL was an indicator of negative seropositivity. TOXO seropositivity status was classified dichotomously with 1 = TOXO seropositive and 0 = TOXO seronegative. Those who were positive and those who were equivocal were grouped together due to the fact that those with the oldest infections tend to have the lowest concentration of antibodies (45).

TRYP and its catalytic products KYN, KYNA, AA, and 3-OHAA were analyzed in plasma samples using liquid chromatography-tandem mass spectrometry (LC-MS/MS). Isotope dilution was also employed to increase the selectivity and sensitivity of the method. Prior to analysis, 200 μL of each plasma sample was spiked with an internal standard solution consisting of stable isotopically-labeled analogs of the target chemicals then the sample was mixed with 1 mL of 10% formic acid in water (v/v). The sample was loaded onto a Strata C18 solid phase extraction cartridge (500 mg/6 mL) (Phenomenex, Torrance, CA, USA) that had previously been conditioned with methanol and Milli-Q water. The cartridge was then washed with 1 mL of a mixture of methanol and Milli-Q water (10:90, v/v). The target compounds were eluted with 2 mL of methanol. The extract was evaporated to dryness under a gentle nitrogen stream and reconstituted with 100 μL of a mixture of methanol and water (1:49, v/v). A 2 μL volume of extract was injected onto an LC-MS/MS (Agilent Technology, Inc., Santa Clara, CA, USA). The target compounds were chromatographically separated using a Luna Pentafluorophenyl analytical column (3 μM, 4.6 × 100 mm) (Phenomenex). The mobile phase was Milli-Q water and methanol, both mixed with 1% formic acid. The target compounds were analyzed by a triple quadrupole MS (Agilent Technology, Inc.) using multiple reaction monitoring. The MS was operated in positive electrospray ionization mode. Nitrogen gas was used as a collision gas.

For each compound, two precursorproduct ion transitions were monitored, one of which was used for quantification and the other for confirmation. The quantification ions (m/z) were: 205188 (TRYP), 209192 (KYN), 154136 (3-OHAA), 190144 (KYNA), and 138120 (AA). One transition ion was monitored for each isotopically labeled analog that served as a reference standard and was used to automatically correct for extraction recovery.

Plasma samples were quantified using a 7-point, matrix-matched calibration curve ranging from 0.00391 to 3.906 μM. In each analytical run, the samples were analyzed alongside an analytical blank sample, as well as a low- and high-level quality control materials to ensure the proper operation of the analytical method. The method was successfully validated and had acceptable accuracy (i.e., within ±20%) and precision (i.e., <15% relative standard deviation) for all target compounds. The limits of detection were 3.906 μM for TRYP, 0.391 μM for KYN, and 0.00391 μM for KYNA, 3-OHAA, and AA. This method is able to generate values of the target compounds that are comparable to the ranges normally found in the human population.



Statistical Analyses

Startle onset and peak latency and magnitude means and standard deviations were calculated for Block 1. We focused on Block 1 because in subsequent blocks some subjects had diminishing numbers of startle blinks due to habituation. Prior to statistical analysis all variables were analyzed for normality and corrected through log transformation when appropriate. The log transformed variables included TOXO IgG concentration, AA, KYNA, and startle magnitude. Race was coded as dichotomous variable by including those of “Other” race (multiracial) into the White population for our analyses (0 = White/Other, 1 = Black). TOXO status was coded as a dichotomous variable (0 = seronegative, 1 = seropositive). Diagnosis was coded as a dichotomous variable (0 = CON, 1 = SCZ). For demographic variables, Fisher's exact or Chi square tests for dichotomous variables and student's t-tests for continuous variables were used to determine any significant differences between CON and SCZ subjects. The difference in the rate of TOXO status (seropositive vs. seronegative) between the two subject groups was tested by means of Chi square analysis. For ANOVA and regression models described below, a p < 0.1 was required for any given predictor to be retained in the final models. To compare TOXO serointensity between CON and SCZ subjects, two separate univariate ANOVAs (one run on seropositives, one run on seronegatives) were used with age, race, and sex as additional predictors (only age and Diagnosis were retained in the final model).

As descriptive analyses, univariate ANOVAs were computed for KYN pathway variables, to compare CON and SCZ subjects. These models were initially run with age, race, sex, and TOXO status as predictors in addition to Diagnosis (CON vs. SCZ). The non-significant predictor, race, was omitted from the final models.

As additional descriptive analyses, similar univariate ANOVAs were used to compare startle variables between the CON and SCZ groups. For latency, initial models included age, race, sex, TOXO status (seropositive vs. seronegative) and startle magnitude. However, due to a lack of significance of race, sex, and TOXO status, only age and startle magnitude were retained in the final models. In the model for startle magnitude we initially included age, race, sex, TOXO status, but only Diagnosis (SCZ or CON) was retained in the final model due to non-significance of other covariates. We also ran these models to examine differences in startle variables between CON and SCZ with TOXO serointensity substituted for TOXO status as a covariate. The final models for latency retained age and startle magnitude in addition to Diagnosis as the only significant additional covariates. In the final model comparing startle magnitude between CON and SCZ subjects with TOXO serointensity, age, race and sex were not significant so were omitted.

Next, as tests of our primary hypothesis, we conducted backward stepwise linear regressions with KYN pathway variables as dependent measures and TOXO serointensity as a predictor variable. These models included Diagnosis (CON or SCZ) along with age, race, and sex as additional predictors. The final models omitted sex as a predictor due to non-significance.

As secondary tests of our hypotheses, stepwise backward linear regressions were completed on the cohort split by either Diagnosis (SCZ or CON) or by TOXO status (seropositive or seronegative). Onset and peak latency were the dependent variables in our analyses. Our independent variables were age, race, sex, startle magnitude, and each kynurenine metabolite individually. For models split by Diagnosis, TOXO was included as an independent variable both dichotomously (positive vs. negative), and continuously as a log serointensity. For models split by TOXO status, Diagnosis was included as an independent covariate in the model. All metabolites and their respective ratios were run in each model individually to avoid collinearity. All statistics were completed using either SPSS v25 (Armonk, NY) or SAS Studio (Cary, NC).




RESULTS


Demographics and Ratings

Forty-seven SCZ subjects and 30 control subjects (CON) completed testing and are included in the cohort. Table 1 displays demographic and clinical variables for the sample. There was a significant difference between SCZ and CON subjects in race distribution (Fisher's exact test, p = 0.05). Age, sex distribution, and smoking status (smoker vs. non-smoker) did not differ significantly between CON and SCZ subjects.


Table 1. Demographic and clinical information by diagnostic group.
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Analyses of TOXO and Kynurenine Pathway Variables Between SCZ and CON Subjects

Table 2 shows the results for a comparison of TOXO status (seropositive vs. seronegative) between CON and SCZ subjects analyzed with Chi square; although percent of TOXO seropositives was higher in the SCZ group compared to the CON group, this difference was not statistically significant (Chi Square = 0.31; p = 0.576). TOXO serointensity was compared between CON and SCZ subjects separately for the seropositive and seronegative subjects by means of univariate ANOVAs with age, race, and sex as additional predictors. As shown in Table 2, the TOXO negatives did not differ significantly for serointensity between CON and SCZ subjects [F(1,55) = 2.33, p = 0.132; η2 = 0.041]. For the TOXO seropositives with SCZ serointensity was higher than CON, although this did not reach statistical significance [F(1,14) = 3.41, p = 0.086; η2 = 0.196].


Table 2. Kynurenines, TOXO status, and startle variables by diagnostic group.
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Table 2 displays the means for KYN pathway variables for CON and SCZ subjects. We conducted univariate ANOVAs with each KYN pathway variable as the dependent measure, Diagnosis as the between group variable, and age, sex, and TOXO status (seropositive vs. seronegative) as covariates. Values of KYN pathway variables and results of these analyses are shown in Table 2. Plasma TRYP was significantly higher in CON than SCZ subjects [F(1,69) = 5.40, p = 0.023; η2 = 0.073]. TOXO status in this model was also highly significant, with marginal means of TRYP in the TOXO+ subjects of 66.11 vs. 54.79 uM in the CON group [F(1,69) = 7.74, p = 0.007; η2 = 0.101]. Other KYN pathway markers did not significantly differ between CON and SCZ subjects.

In follow up to this TOXO finding, we conducted backward linear regressions with KYN pathway variables as dependent measures and TOXO serointensity as a predictor variable. These models included Diagnosis along with age and race as additional predictors. Higher TOXO serointensity was a significant predictor of TRYP (B = 9.85, p = 0.001). Diagnosis was also significant in this model such that higher TRYP was associated with the CON group (B = −8.68, p = 0.011). Higher TOXO serointensity predicted higher values for the 3OHAA:AA ratio (B= 0.65, p = 0.008). Regressions predicting other KYN pathway variables were not significant for TOXO serointensity.



Analyses of Startle Variables Between SCZ and CON Subjects

Table 2 displays the means for startle variables for CON and SCZ subjects. We conducted univariate ANCOVAs on onset and peak latency with age and log transformed startle magnitude as covariates. Race, sex, and TOXO status (seropositive vs. seronegative) as covariates were not significant so were omitted from the final models. Onset latency was slower in SCZ than CON subjects [F(1,61) = 5.76; p = 0.019; η2 = 0.087]. Log transformed startle magnitude was also significant in this model [F(1,61) = 35.38; p < 0.001; η2 = 0.37] and age was at a trend level of significance [F(1,61) = 3.26; p = 0.076; η2 = 0.051].

In a parallel model, peak latency was also slower in SCZ than CON subjects [F(1,61) = 4.34; p = 0.041; η2 = 0.066]. In this peak latency model, age was the only other significant predictor [F(1,61) = 6.61; p = 0.013; η2 = 0.098].

Although startle magnitude was not a main focus of the project, we conducted a univariate ANOVA to compare CON and SCZ subjects with log transformed startle magnitude to pulse-alone trials as the dependent variable. In the final model in which only Diagnosis was retained after non-significant predictors were omitted, SCZ subjects had a larger magnitude than CON [F(1,63) = 6.33; p = 0.014; η2 = 0.091]. TOXO status was not significant as a covariate in a preliminary model [F(1,62) = 0.60; p = 0.443; η2 = 0.010].

We ran a similar model with log startle magnitude as the dependent variable in order to compare SCZ to CON subjects, but in this model TOXO intensity was substituted for TOXO status. Again, SCZ had higher magnitudes than CON subjects [F(1,62) = 6.86; p = 0.011; η2 = 0.100]. TOXO intensity was non-significantly associated with higher magnitude [F(1,62) = 1.25; p = 0.268; η2 = 0.020].



Relationship of TOXO Serointensity to Diagnosis and Startle Variables

Because our underlying hypothesis was that TOXO serointensity could modify the relationship of latency to Diagnosis, we repeated the above models but substituted TOXO serointensity in place of TOXO status as a predictor. In the model examining onset latency as the dependent variable, Diagnosis was again significant such that latency in SCZ was slower than in CON subjects [F(1,60) = 5.15; p = 0.027; η2 = 0.079]. Again, log transformed startle magnitude was a significant predictor [F(1,60) = 33.87; p < 0.001; η2 = 0.36]. In the model examining peak latency as the dependent variable, Diagnosis was significant at a trend level such that latency in SCZ was slower than in CON subjects [F(1,60) = 3.96; p = 0.051; η2 = 0.062]. Age was a significant predictor in this model [F(1,60) = 5.76; p = 0.020; η2 = 0.088]. In these models TOXO serointensity was not a significant predictor of startle latency.



Relationship of Kynurenines and Startle Latency

To determine whether concentrations of KYN pathway metabolites were associated with startle latency, we conducted a series of stepwise backward linear regressions with onset or peak latency to pulse-alone trials as the dependent variables and kynurenine metabolites as the predictors. In these models we also included age, sex, race, and log transformed startle magnitude as covariates. For our initial models we analyzed all subjects as a single group. The regressions on onset and peak latency were all non-significant for KYN pathway markers with the exception that lower KYNA predicted slower peak latency (B = −4.65, p = 0.033).

Our hypothesis was that both diagnosis and TOXO status (seropositive vs. seronegative) would affect these relationships, so we conducted these analyses with the cohort stratified first by Diagnosis (and included TOXO status as a predictor), and then by TOXO status (and included Diagnosis as a predictor). Table 3 displays significant results of these linear regressions. After stratification by Diagnosis, slower onset latency in SCZ subjects was predicted by higher TRYP (B = 0.42; p = 0.008), lower KYN:TRYP (B = −185.42; p = 0.034), and higher 3-OHAA:AA (B = 3.68; p = 0.007). In regressions with peak latency as the dependent variable for the SCZ group, slower peak latency was predicted by higher TRYP (B = 0.47; p = 0.013) and 3-OHAA:AA ratio (B = 4.35; p = 0.010), and by lower KYNA (B = −6.67; p = 0.036). In CON subjects neither onset nor peak latency was predicted by any KYN metabolites. Additional predictors that were significant are shown in Table 3.


Table 3. Significant models for kynurenine pathway measures and diagnosis predicting startle latency in SCZ subjects.
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Figure 1 shows scatterplots of TRYP vs. startle latency for CON and SCZ subjects plotted separately. As can be seen in these graphs, the correlations were significant in SCZ but not CON subjects. R2 values indicated that TRYP accounted for 25 and 11% of the variability in onset and peak latency respectively in SCZ subjects but only 1 and 0.5% in CON subjects.
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FIGURE 1. Scatterplots of tryptophan vs. startle latency for Control and Schizophrenia subjects plotted separately. R2 and p-values for the correlations are shown on the graphs. (A,C) Control subjects. (B,D) Schizophrenia subjects.


In regressions stratified by TOXO status, complementary results emerged, with statistically significant associations found only in the seropositive group. Slower onset latency was not significantly predicted by KYN metabolites. Among those in the TOXO positive group, Diagnosis was significant such that SCZ subjects had slower onset latency than CON subjects (B = 14.93; p = 0.018). For peak latency the regressions were more revealing (Table 4). In TOXO positive subjects, faster latency response was predicted by high KYN:TRYP ratio (B = −347.01; p = 0.03; and by high KYN itself (B = −8.08; p = 0.008) Likewise, faster latency was predicted by higher KYNA (B = −10.64; p = 0.003) (Table 4). Additional predictors that were significant are shown in Table 4.


Table 4. Significant models for kynurenine pathway measures predicting peak startle latency in TOXO seropositive subjects.
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Figure 2 shows scatterplots of KYN vs. startle latency for TOXO seronegative and seropositive subjects plotted separately. As can be seen in these graphs, the correlations were significant in seropositive but not seronegative subjects. R2 values indicated that KYN accounted for 28% of the variability in peak latency in seropositive subjects but only 0.1% in seronegative subjects.


[image: Figure 2]
FIGURE 2. Scatterplots of kynurenine vs. startle latency for TOXO seronegative and seropositive subjects plotted separately. R2 and p-values for the correlations are shown on the graphs. (A) Seronegative subjects. (B) Seropositive subjects.





DISCUSSION

The overarching purpose of this work is to dissect the interactions of TOXO seropositivity, indicators of KYN pathway activation, and latency of acoustic startle in SCZ and CON subjects. There are several significant findings from our study and some were contrary to our original hypothesis.

Latency was slower in SCZ than CON subjects, as has been reported previously by our group and others (22–30), although in the current analysis the numerical difference in onset latency between groups was quite small. We found higher startle magnitude in SCZ than CON subjects and included this variable (log transformed) in our models comparing latency between subject groups because the magnitude difference could introduce a potential confound into the comparison of latency.

Our findings on tryptophan levels were particularly interesting. Consistent with our hypothesis, controls had higher levels of tryptophan than the SCZ group. However, the levels of tryptophan among the CON group had no relationship with startle latency, which was in contrast to the SCZ group whereby higher levels of tryptophan were associated with longer onset and peak latency. This latter finding is unexpected since tryptophan depletion leads to enhanced dopaminergic responses (46), and startle latency is prolonged under conditions of increased dopamine stimulation or activity (47–49). Increased subcortical dopamine neurotransmission has long been accepted as a mechanism underlying SCZ (50–53). We hypothesized that lower TRYP would be associated with worse (slower) startle latency, but we found the opposite in the SCZ group.

Consistent with our findings in controls, a prior study found that tryptophan depletion had no significant effect on startle latency among healthy females (54). Thus, our finding of higher tryptophan correlating longer latency in the SCZ group could be specifically-related to schizophrenia. This could be connected to medication, since the slower latency in SCZ is partially normalized by antipsychotic medication (44). Nevertheless, medication status did not have a statistically significant association with any of the kynurenine metabolites (data not shown). Given that most of patients in the SCZ group were on antipsychotic medication, this suggests that the portion of startle latency that is prolonged in SCZ and is not normalized by medication shows a positive correlation with TRYP.

Moreover, in SCZ but not CON subjects longer latency was predicted by higher values of the 3-OHAA:AA ratio and lower KYNA. A higher 3-OHAA:AA indicates greater conversion of AA to 3-OHAA among those with slower latency. In contrast to the findings of Oxenkrug et al. (55), AA was not elevated in SCZ vs. CON in our study (55). A heightened conversion of AA to 3-OHAA may be an indicator of increased neurotoxicity (56), and there is a strong correlation between plasma AA and cerebrospinal fluid (CSF) AA levels (57). The association of lower KYNA with slower latency was unexpected but highlights the complex role of this metabolite in schizophrenia pathogenesis. There is a significant correlation between plasma and CSF concentrations of KYN (58), but KYNA does not cross the blood brain barrier (59, 60).

Previous studies indicate lower blood levels of KYNA in SCZ compared to controls (61–64). We likewise found KYNA levels were 30% lower in the SCZ group vs. the CON group, although our results did not reach statistical significance. Conversely, increased KYNA levels are found in the CSF of schizophrenia patients (65–67). It is also possible that the association between slowing of latency and KYN pathway markers is an indirect one mediated by inflammation, since slowing of latency is likewise associated with elevations in inflammatory cytokines (68). Although this connection between inflammation and early steps in the activation of the KYN pathway was not borne out by our TRYP findings, we considered the immunoregulatory function of KYNA in relation to startle latency. The KYNA product of this metabolic pathway is not strictly a pro-inflammatory mediator (69, 70), and Chiappelli et al. (64) reported no significant association between common inflammatory markers and plasma KYNA (64). Additional studies will be needed to disentangle the complex relationship between inflammation, KYN pathway regulation, SCZ and acoustic startle parameters.

A related objective of this study was to examine the contribution of TOXO to the KYN pathway in acoustic startle. CON subjects had higher TRYP than SCZ, and we anticipated that TOXO infection would be associated with a lower TRYP because TOXO infection elicits an immune response that relies on induction of the cytokine IFNγ, which in turn inhibits TOXO replication by depletion of TRYP (7). However, in models controlling for CON/SCZ status, TOXO was associated with higher TRYP. We also examined TOXO serointensity, which is an indicator of the IgG response to TOXO, and is often examined in relation to SCZ (1, 71, 72). TOXO serointensity (titer) and seropositivity are obviously related, because seropositivity is simply serointensity dichotomized at a predetermined cutoff. A higher serointensity is thought to be due to a more vigorous B-cell response, perhaps due to more recent infection or greater reactivation of the organism (73). Higher TOXO serointensity predicted higher TRYP levels, and higher values for the 3OHAA:AA ratio. Finally, in TOXO positive but not TOXO negative subjects, slower latency was predicted by lower concentrations of KYN, KYNA, and a lower KYN:TRYP ratio. This underscores that high TRYP has a disadvantageous effect on startle latency whereas high KYN is associated with better (faster) startle latency.

Our interest in examining startle latency in this context stems from several factors. Startle is mediated by a simple subcortical circuit (20, 21), and is a putative index of general neural processing speed (22). The preponderance of prior studies comparing SCZ to CON subjects have reported slowing of latency in SCZ (22–25, 27, 29, 30), although there are three negative studies (31–33). Relevant to the current work, TOXO seropositive subjects have slower latency than seronegative subjects, both amongst SCZ and CON subgroups (35). Slowing of startle latency is associated with slowing of psychomotor processing (68), and psychomotor slowing in turn is well-documented to occur in SCZ (74–77). We hypothesize that slowing of neural processing speed as indicated by slow latency may disrupt the normal function of neural circuits that underlie cognitive function. Hence slow startle latency as seen in SCZ and in chronic TOXO infection may be an underlying contributor to impaired cognition in SCZ and chronic TOXO infection. Nevertheless, our findings on TRYP were overall in the opposite direction as we hypothesized.

Another possibility is that the slowing of latency we report in our SCZ and TOXO seropositive subgroups is related to hyperdopaminergia rather than to a direct causal connection with the KYN pathway. Startle latency is prolonged under conditions of increased dopamine stimulation or activity (47–49). Increased subcortical dopamine neurotransmission has long been accepted as a mechanism underlying SCZ (50–53). There is considerable evidence of KYN pathway activation in SCZ irrespective of TOXO status (61, 65–67, 78–80). The slowing of latency in TOXO positive but not TOXO negative subjects could be from simultaneous hyperdopaminergia and a complex dysregulation of the KYN pathway in the TOXO seropositive subgroup. The TOXO organism possesses two genes that code for tyrosine hydroxylase, the rate limiting enzyme for the synthesis of dopamine (81). Furthermore, this enzyme is active in the host and may be one of the factors that leads to increased dopamine synthesis, contributing to a hyperdopaminergic state (7, 15).

This work has the strength of being a novel approach to understanding the neural underpinnings of the well-replicated association of TOXO chronic infection with SCZ risk. A weakness of the study is the relatively modest sample size, particularly of the TOXO seropositive subgroup. Furthermore, the subjects were drawn chiefly from the clinical population of an urban Veterans Administration hospital and thus may not be fully representative of other populations in the United States.

In summary, this work shows that KYN pathway markers predict slowing of startle latency in SCZ subjects and in those with chronic TOXO infection, but this is not seen in CON subjects nor TOXO seronegative subjects. Follow up work in preclinical models is needed in order to further understand the meaning of KYN pathway alterations and explore potential individualized treatment targets for a subset of SCZ patients.
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The term perceptual closure refers to the neural processes responsible for “filling-in” missing information in the visual image under highly adverse viewing conditions such as fog or camouflage. Here we used a closure task that required the participants to identify barely recognizable fragmented line-drawings of common objects. Patients with schizophrenia have been shown to perform poorly on this task. Following priming, controls and importantly patients can complete the line-drawings at greater levels of fragmentation behaviorally, suggesting an improvement in their ability to perform the task. Closure phenomena have been shown to involve a distributed network of cortical regions, notably the lateral occipital complex (LOC) of the ventral visual stream, dorsal visual stream (DS), hippocampal formation (HIPP) and the prefrontal cortex (PFC). We have previously demonstrated the failure of closure processes in schizophrenia and shown that the dysregulation in the sensory information transmitted to the prefrontal cortex plays a critical role in this failure. Here, using a multimodal imaging approach in patients, combining event related electrophysiological recordings (ERP) and functional magnetic resonance imaging (fMRI), we characterize the spatiotemporal dynamics of priming in perceptual closure. Using directed functional connectivity measures we demonstrate that priming modifies the network-level interactions between the nodes of closure processing in a manner that is functionally advantageous to patients resulting in the mitigation of their deficit in perceptual closure.

Keywords: closure, connectivity, ERP, fMRI, perception, priming, vision


INTRODUCTION

Schizophrenia is associated with sensory functions that are impaired, but also with functions that are paradoxically preserved. The pattern of impairment/preservation does not depend upon brain region, but rather on function within brain region. A key example of this dissociation is within the ventral stream visual system where some functions, such as perceptual closure (1–3) are impaired (4–7), but other functions, such as illusory contour processing (8), are paradoxically intact (9). We have suggested that the key difference between these two processes is that illusory contour processing occurs early following stimulus presentation (~170 ms) as detected using event-related potentials (ERP) and depends only upon the “feedforward sweep” of information from retina to ventral stream visual cortex (lateral occipital cortex, LOC), which is mediated primarily by the parvocellular visual system (8).

In contrast, perceptual closure occurs later (~270 ms) and depends upon not only feedforward input to LOC but also on network-level interaction that involves magnocellularly based activation of dorsal visual stream (DS) (10), followed by activation of both prefrontal (PFC) and hippocampal (HIPP) regions (6, 11–13). Because of generator geometry, activity in lateral inferior PFC and HIPP project poorly to the scalp and thus can be assessed better using fMRI or intracranial recordings than ERP. Patients show less dorsal stream activation than controls (14–17), leading to impaired activation of both PFC and HIPP (6).

The attenuation of feedback activation (18) through these regions accounts for the impairment in perceptual closure, as well as reduced ventral stream activity in schizophrenia as measured by parallel fMRI and ERP-based approaches (6). Furthermore, deficits in perceptual closure correlated significantly with cognitive function as reflected in the Perceptual Organization Index (POI) and Processing Speed Index (PSI) of the Wechsler Adult Intelligence Scale (WAIS-III) (19), along with clinical symptoms as reflected in scores on the Positive and Negative Syndrome Scale (PANSS) (20), indicating their importance to global function in schizophrenia (6).

At the time when we performed our initial studies of perceptual closure, an additional, paradoxical finding was that whereas closure thresholds were reduced overall, patients nevertheless showed relatively intact ability to take advantage of both literal and repetition priming in perceptual closure (1, 5). In literal priming, subjects are given a word that may or may not correspond to the object being shown. If it does correspond, then performance is improved as reflected in the ability to detect objects at a more fragmented level. In repetition priming, a stimulus is repeated, which also permits it to be identified subsequently at a more fragmented level. Both processes are considered to reflect interaction between HIPP and LOC, such that the priming procedures activate visual templates in HIPP that are then used by LOC to facilitate object identification.

Indeed, beta coherence between HIPP and LOC can be detected using intracranial electrodes (13) to closable vs. non-closable objects, supporting the role of top-down information transfer. Despite worse performance overall, as reflected in the need for less fragmented images, patients nevertheless showed the same degree of shift in closure level following priming as did controls, suggesting relatively intact HIPP-LOC interaction. Because of this interaction, object recognition following priming occurs as part of the initial feedforward sweep of information to LOC, which occurs at the time interval of the visual N1 (~170 ms) (21), rather than depending upon recurrent projects from dorsal stream to PFC to LOC, which is indexed by the later Ncl component.

We have previously shown that impaired closure processing in patients results from a network failure consequent to the initial dorsal stream phase of processing (4, 6). Here, we used a multimodal imaging approach to evaluate neural mechanisms underlying priming and their relative function in Sz patients vs. controls. Subjects viewed both novel and repeated stimuli, permitting assessment of priming effects. In ERP studies, we investigated the relative amplitudes of the visual P1, which reflects initial dorsal stream activation (16, 22); the N1, which reflects initial processing within LOC (9, 23); and the Ncl, which reflects recurrent processing involving dorsal stream, PFC and LOC. In fMRI, we evaluated integrity of activation within dorsal stream, LOC, PFC and HIPP to unprimed and repeat stimuli across groups, and used Granger causality (24–26) to evaluate patterns of interaction between these regions.

Overall, we hypothesized that in patients, both P1 and Ncl amplitudes would be reduced to unprimed stimuli, reflecting impaired dorsal stream contributions to the perceptual closure process, and that these deficits would be mirrored in impaired dorsal stream, PFC, and LOC activation to unprimed stimuli in schizophrenia. However, we hypothesized that N1 modulation to primed vs. unprimed stimuli would be relatively intact, reflecting preserved interaction between HIPP and LOC, and that activation patterns to primed stimuli would therefore be relatively intact in LOC to primed vs. unprimed stimuli. In Grainger causality, we predicted a loss of normal interaction between dorsal stream and PFC and between PFC and LOC in schizophrenia, but with preserved function within LOC and LOC-HIPP interaction. Overall, in keeping with the theme of this issue, the manuscript addresses how dysfunction within early sensory pathways, such as the visual magnocellular/dorsal stream pathway, contributes to higher order cognitive dysfunction in schizophrenia.



METHODS


Participants

Data were collected in two separate experiments. In experiment 1 (ERP), and experiment 2 (fMRI) the same 19 male patients meeting DSM-IV criteria for schizophrenia and 21 healthy volunteers of similar age participated. Experiment one consisted of a single ERP session and experiment two was part of a larger fMRI study.

Patients were recruited from inpatient and outpatient facilities associated with the Nathan Kline Institute for Psychiatric Research. Informed consent was obtained after full explanation of procedures. Diagnoses were obtained using the Structured Clinical Interview for DSM-IV (SCID) (27). Healthy volunteers with a history of SCID-defined Axis I psychiatric disorder were excluded. Subjects were excluded if they had any neurological or ophthalmologic disorders that might affect performance or met criteria for alcohol or substance dependence within the last 6 months or abuse within the last month.

Patient and control groups did not differ significantly in age (patients, 37.3 ± 11.5 years; controls, 39.3 ± 8.5 years). The Positive and Negative Syndrome Scale (PANSS) total score was 71.82 ± 13.4 (n = 16). All patients but one, were receiving antipsychotics with twelve patients receiving atypical antipsychotics, two patients receiving typical antipsychotics, and three patients receiving a combination of atypical and typical antipsychotics. Chlorpromazine equivalents were 1,026 ± 871.7 mg/day. Duration of illness was 16.85 ± 10.7 years.



Stimuli and Task

Methods were as described previously for ERP and fMRI studies (6, 12, 21). Briefly, fragmented line drawings of natural and man-made objects were drawn from the normed Snodgrass and Vanderwart picture set (28, 29). From these images, segments containing black pixels were randomly and cumulatively deleted to produce seven incrementally fragmented versions of each picture (30). Level 1 refers to the complete picture and Level 7 to the most fragmented version, where the proportion of deleted segments for any level equals [1–0.7(level−1)]. A set of “scrambled pictures,” serving as control stimuli for the fMRI study (6, 12), was generated by dividing the images into 16 × 16 segments, which were then scrambled.



Stimulus Presentation

For ERP, stimuli were presented on an Iiyama Vision Master Pro 502 monitor located 143 cm from the subject. Images subtended an average of 4.8° (±1.4°) of visual angle in the vertical plane and 4.4° (±1.2°) in the horizontal plane. For fMRI, stimuli were delivered through a mirror system mounted on the head coil that reflected a projection screen behind the scanner.



Timing of Stimulus Presentation for the ERP Study

For ERP, images were presented in accordance with the ascending method of limits (AML), from least complete to most complete (21). Based on previous studies of closure (5) using the same stimuli levels, 6 through 3 were used here. Each image appeared for 750 ms, followed by a blank screen for 800 ms. Then a “Y|N” response prompt appeared for 200 ms, followed by a blank screen for 2,200 ms. Subjects were instructed to press one button when they recognized the image as an object and another when they did not. Following “No” responses, subjects were presented with the next most complete image of the same picture and were again cued for a response. Following “Yes” responses, the picture sequence was terminated and subjects were required to verbally name the picture. The experiment consisted of 20 blocks, each block containing 10 different picture sequences, of which 5 were presented only once and 5 were presented twice (i.e., 15 picture sequences per block). Repeated picture sequences consisted of the identical fragmented images as when initially presented. The positions of the to-be repeated picture sequences were randomly selected. The number of picture sequences intervening between initial and repeated presentations was either one or two, determined at random. Subjects were encouraged to take breaks between blocks whenever they deemed it necessary to maintain high concentration and prevent fatigue.



Timing of Stimulus Presentation for the fMRI Study

For fMRI, each image appeared for 500 ms, followed by a blank screen for 500 ms resulting in a stimulus onset asynchrony of 1 sec. Using the AML procedure outlined for the ERP stimulus presentation, the modal level of closure for each participant was determined prior to scanning; these images served as the primed condition here. Each stimulus block consisted of stimulus runs (9 TRs) of primed stimuli at the level of visual closure, unprimed stimuli at the level of visual closure and scrambled stimuli. The scanning sessions performed for these stimulus conditions consisted of 195 TRs containing three stimulus blocks. Four TRs of rest were shown at the beginning of each stimulus block and in between stimulus runs. The order of stimulus runs within each of the stimulus blocks was initially randomized, and the resulting order was used for all participants.



EEG Data Acquisition and Analysis

Continuous EEG was acquired using an ANT (Enschede, The Netherlands) system with 64 scalp electrodes, average referenced and digitized at 512 Hz. Data were analyzed using BESA version 5.3 (Brain Electric Source Analysis, MEGIS Software GmbH). Electrode channels were subjected to an artifact criterion of ±120 μV from −100 to 500 ms. The vertical and horizontal electro-oculograms (HEOG and VEOG) were, in addition, visually inspected for blinks and large eye movements. For each subject, epochs were calculated for a time window from 100 ms pre to 500 ms post-stimulus and baseline-corrected relative to the pre-stimulus period. Accepted trials were then averaged separately for each condition to compute the VEP. A priori analysis (4, 12, 21) tested between-group differences in amplitude of the ERP components P1, N1, and Ncl within predetermined spatial and temporal windows (6, 12) (see figure legends and statistical analyses section). Between-group analyses for ERP were performed using repeated-measures multivariate analysis of variance (rmMANOVA) for each identified ERP component (P1, N1, Ncl). All tests of statistical significance were two-tailed with preset alpha level of p < 0.05. Analyses were conducted using SPSS software (SPSS Inc, Chicago, Il).



fMRI Data Acquisition and Analysis

All functional and structural scans were performed using a 3T Siemens TIM Trio magnetic resonance scanner at the Nathan Kline Institute. Functional scans contained 36 axial slices, with TR = 2,000 ms, TE = 30 ms, and voxel size = 2.5 × 2.5 × 2.8 mm, with a 0.7 mm gap. High-resolution structural scans were performed with a 3-D magnetization prepared rapid acquisition gradient echo (MPRAGE) sequence, having 192 sagittal slices with TR = 2,500 ms, TE = 3.5 ms, FA = 8°, and voxel size = 1 × 1 × 1 mm. Image pre-processing was performed using SPM8 (http://www.fil.ion.ucl.ac.uk/spm/), and run under MATLAB 2010A. Functional images were first corrected for timing differences between slices using a windowed Fourier interpolation to minimize their dependence on the reference slice. The images after slice timing correction were then motion-corrected and realigned to the first image within each run, or discarded if estimates for peak motion exceeded 3 mm in any directions of the three translations and/or 2 degrees in any directions of the three rotations. The corrected images were coregistered and normalized to a standard MNI template by warping each subject's SPGR image to the MNI template ICBM152 and then warping each functional image to the subject specific SPGR image and resampled at a resolution of 3 × 3 × 3 mm3 per voxel. Images were then spatially smoothed using a Gaussian-kernel filter with a full width at half maximum of 8 mm.

We analyzed the functional image data acquired during task performance using SPM8 by two levels: the individual level (the first-level) to detect task-related activity within each individual participant; the group level (the second-level) to detect random effect of task-related activity within and between diagnostic groups. For first-level analysis we used the general linear model (GLM) in SPM8 where linear model regressors were generated by convolving the canonical hemodynamic response function (HRF) with each of the box car functions derived from the onsets and durations of the presentations of each stimulus condition. The model was estimated using the Restricted Maximum Likelihood (ReML) algorithm and then task-related T contrast images were generated using SPM8 contrast manager. Based on the previous studies of closure (6, 12, 13), regions of interest (ROI) at dorsal visual stream, fusiform gyrus, prefrontal cortex and hippocampal formation were then used for the next level of analyses which looked at differences between conditions and groups.


Directed Functional Connectivity Analysis

We used the Granger Causality (24) Index (GCI) as implemented in BrainVoyager QX3 (Brain Innovations, Maastricht, The Netherlands) to assess directed network influences across a set of regions identified in the second-level analysis, where the task-related activities showed significant differences between the diagnostic groups.

Based on the prediction theory outlined by (31), Granger causality uses the principle of temporal precedence to identify the direction of causality using the information in the data (32). That is, given two time series x[n] and y[n], we can identify the influence of x on y and vice versa. A measure of linear dependence Fx,y between x[n] and y[n] implementing Granger causality in terms of vector autoregressive (VAR) models was introduced by (33). A discrete zero-mean vector time-series x[n] = (x1[n], …, xM[n])T can be modeled as a VAR of order p as follows (34):

[image: image]

where u[n] is (multivariate) white noise. The matrices A[i] are called the autoregression (AR) coefficients as they regress x[n] onto its own past. As described in (25, 35), the VAR model can be considered as a linear prediction model that predicts the current value of x[n] based on a linear combination of the most recent past p-values. As such, the current value of xi[n] is predicted by a linear combination of its own past and that of the other components. This shows the utility of VAR model within the context of Granger causality. Given two time-series x[n] and y[n], one can compute the linear dependence between series x and y, with linear directed value from x to y (Fx→y) being > 0 if the past values of x improve the prediction of current values of y. Likewise, linear directed value from y to x (Fy→x) would be > 0 if the past values of y improve the prediction of current values of x. According to (33), much of the linear dependence can be contained in the undirected instantaneous influence Fx.y which quantifies the improvement in the prediction of the current value of y given the current value of x (or vice versa) in a linear model already containing their past values. Here, we computed the Granger Causality Maps (GCM) for each given reference ROI by calculating the influence measures Fx→y, Fy→x and Fx.y from the average time-course of the voxels in the ROI (as x) and the voxel time-course (as y) for every voxel. We then calculated the influence difference term (Fx→y–Fy→x) for every voxel to form the difference-GCM (dGCM), mapping the influence to and from the ROI over the brain, with positive values in the difference term (index) indicating influence from x to y and negative values indicating influence from y to x. The thresholds on the maps were computed using bootstrap and false discovery rate (25). Considering that GCIs might not be normally distributed, we used the Wilcoxon signed rank method to test whether the medians of the GCIs were significantly different from zero for each connection of the selected two regions, each diagnostic group; we used Wilcoxon rank sum method to test whether the medians of the GCIs were significantly different between two diagnostic groups on each connection (36). The data were represented by the median and the inter-quartile range (IQR).




Clinical Variables

Several relevant neuropsychological measures were administered. These included the Perceptual Organization (POI), the Processing Speed (PSI) Indices from the WAIS-III (19); the Working Memory Index (WMI) from the WMS-III (37); and the Brief Visuospatial Memory Test (BVMT-R) (38) which assesses retention of visual memory over time. The Positive and Negative Syndrome Scale (PANSS) (20) was used for symptom assessment.




RESULTS


Behavior

Patients showed significantly reduced identification vs. controls to both novel (F1,44 = 8.77, P = 0.005) and repeated (F1,44= 7.47, P = 0.009) stimuli (Figure 1). Across all levels, patients performed significantly worse (F1,44 = 13.2, p = 0.001, d = 1.1). The level X group (F3, 42 = 0.15) and repeat X group (linear effect F1,44 = 2.42, p = 0.13, d = 0.47) were both non-significant. Analyses were potentially influenced by “floor” effects in patients at level 6 (initial), and “ceiling” effects in controls at level 3 (repeat). When analyses were repeated to focus on the two middle levels, the between-group difference remained significant (F1,44 = 11.6, p = 0.001, d = 1.02) and the repeat X group effect remained non-significant (F1,44 = 2.61, p = 0.11, d = 0.49).


[image: Figure 1]
FIGURE 1. Behavioral results showing patients' significantly reduced identification vs. controls' to both novel (P = 0.005) and repeated (P = 0.009) stimuli. However, the two groups showed similar benefit to repetition priming across levels, such that the group X repetition effect was non-significant (p = 0.15). *p < 0.05.




ERP

As reported previously (11, 12), closure was associated with increased negativity (“Ncl”) over visual object identification regions starting at ~250 ms and persisting to 500 ms, with maximal differential activity centered at 320 ms (Figure 2). Patients showed significantly reduced negativity over the interval relative to controls at the point of closure (F1,37 = 6.08, p = 0.018), but not the level prior (F1,37 = 1.93, p = 0.17). The between-group difference in Ncl amplitude was also significant to repeat stimuli (F1,37 = 4.48, p = 0.041).


[image: Figure 2]
FIGURE 2. Voltage maps at 320 ms (peak Ncl activity) illustrate the relative negativity over lateral occipital scalp for novel image sequences at the level of identification (ID) vs. the prior image in the sequence (ID-1) stimuli. The graphs show scalp recording from two representative lateral occipital electrodes (PO7/PO8). The blue ribbon in the graphs show the tested window of time (300–340 ms) when the responses to the ID stimulus condition (in black) produced significantly larger negativity compared to the ID-1 (in red). The bar-charts show significant differences in the amplitude of responses to the ID and ID-1 in each hemisphere for controls and patients. *p < 0.05.


By contrast, repetition effects were primarily manifest within the latency range of N1 (170–200 ms) as reported previously (21) (Figure 3), such that larger N1 responses were observed at level of identification for “Repeat” images, than for images at that same level of fragmentation prior to priming “Initial” (F1,37 = 5.97, p = 0.019). The group X repeat interaction was non-significant (repeat X group F1,37 = 0.05, p = 0.8), suggesting similar repetition effects on N1 across groups. A group X effect type (N1 for repeated vs. Ncl for novel) showed a significant group X effect interaction (F1,37 = 18.1, p = 0.022).


[image: Figure 3]
FIGURE 3. Voltage maps at 180 ms (peak N1 activity) illustrate the relative negativity over lateral occipital scalp for “Repeat” vs. the “Initial” presentations. The graphs show scalp recording from two representative lateral occipital electrodes (PO7/PO8). The blue ribbon in the graphs show the tested window of time (170–200 ms) when the responses to the “Repeat” stimulus condition (in blue) produced significantly larger negativity compared to the “Initial” (in green). The bar-charts show significant differences in the amplitude of responses to the “Repeat” and “Initial” in each hemisphere for controls and patients. *p < 0.05.


N1/Ncl reponses over ventral stream were preceded by P1 responses over dorsal stream. P1 responses were not significantly affected by level of fragmentation (p = 0.82). However, there was a significant effect of repetition with smaller P1 amplitudes to repeated stimuli in controls (F1,20 = 6.81, p = 0.017) but not in patients (F1,17 = 0.15, p = 0.7) (Figure 4). In controls, P1 amplitudes to initial stimuli correlated significantly with Ncl (r = 0.65, p = 0.001), whereas this relationship was lost in patients (r = 0.26, p = 0.29) (Table 1).


[image: Figure 4]
FIGURE 4. Voltage maps at 115 ms (peak P1 activity) illustrate the ERP responses to the ID and ID-1 images (left) as well as to the ID and “Repeat” images (right) over posterior scalp. The graphs show scalp recording from two representative occipital electrodes (PO5/PO6). The blue ribbon in the graphs show the tested window of time (100–120 ms) when the responses to the ID stimulus condition (in black) produced significantly larger positivity compared to the “Repeat” (in blue). This difference was only observed in controls. The bar-charts show significant differences in the amplitude of responses to the ID and ID-1 in each hemisphere for controls and patients (lower left) and for ID and “Repeat” across two hemispheres for controls and patients (lower right). *p < 0.05.



Table 1. Correlations between ERP measures P1, N1, and Ncl.
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fMRI

As in prior studies (6, 12), critical regions of activation for this task were in dorsal and ventral visual regions, as well as PFC and HIPP. We used the first level of analysis to delineate these ROIs (Figure 5). Activation patterns were therefore compared across these regions using the second level of analysis. As in previous studies using ERP and fMRI, no significant hemispheric differences were observed. We therefore collapsed the corresponding ROIs from each hemisphere for this analysis.


[image: Figure 5]
FIGURE 5. Regions of Interest (ROI) Talairach positions DS (±26, −79, 23), LOC (±27, −59, −8), PFC (±33, 4, 40) and HIPP (±26, −20, −20). The bar-charts show between group differences in BOLD response to ID and “Repeat” images (see text for details). *p < 0.05; **p < 0.01.


The second level of analysis in controls indicated significant activations in response to the novel stimuli in three of the four regions of interest namely the DS/BA19, PFC/BA47 and LOC/BA37 but not the HIPP/BA36. Significant activations in response to the primed stimuli in this group were also only observed in DS/BA19, PFC/BA47 and LOC/BA37. In the patients, however, the novel and the primed images resulted in significant activation of DS/BA19, LOC/BA37 and the HIPP/BA36 but not the PFC/BA47. Significant group differences were observed in DS/BA19, PFC/BA47 and LOC/BA37 for novel images. For primed images, the significant differences were primarily observed in PFC/BA47 and HIPP/BA36 (Table 2 and Figure 5).


Table 2. Significant fMRI closure activations in response to Novel and Primed images.

[image: Table 2]

Directed functional connectivity measures in controls and patients indicated the path of activation of these regions significantly differed across the groups only for the primed images with greater inflow of information into the PFC from the DS and in turn from PFC to LOC in controls. Increased bidirectional flow of information between the DS and LOC as well as from HIPP to DS were observed in the patients (Figure 6) indicating that the patients utilize an alternate route of processing that is less reliant on PFC, where also the greatest group differences in closure processing were observed. The increased HIPP/DS and LOC/DS connectivity during closure of primed images suggests leveraging this circuitry in patients normalizes closure.


[image: Figure 6]
FIGURE 6. Paths engaged in processing of Primed stimuli. Granger Causality Index (GCI) used as a measure of functional connectivity across the ROIs in controls (left) and in patients (middle). All the paths shown are significant at p < 0.05. The right figure shows the significant differences observed between the groups. The numbers on the right figure represent significant p-values.




Correlation Between ERP/fMRI/Clinical Measures

Patients showed significant reductions in POI (95.4 ± 17.4; p = 0.041), PSI (83.2 ± 8.7, p < 0.001), WMI (89.4 ± 10.0, p < 0.001) and BVMT-R (18.0 ± 8.2, p = 0.002) scores relative to published norms. Significant correlations were observed between the dorsal stream P1 amplitude for unprimed images with PSI and WMI. The P1 amplitude for primed images correlated significantly with POI and BVMT-R. No significant correlations between ventral stream Ncl or N1 amplitudes with neuropsychological measures were observed.

Similarly, reduced fMRI activation of the dorsal stream during closure of unprimed images correlated significantly with WMI (Table 3). Deficits in fMRI activation of the PFC during closure of unprimed images also correlated significantly with WMI and BVMT-R (Table 4). In contrast, no significant correlations were found during closure of primed images. Likewise, no significant correlations were observed between neuropsychological measures and ventral stream or HIPP activations, for closure of primed or unprimed images (all p > 0.15).


Table 3. Correlations between neuropsychological and electrophysiological measures in patients.
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Table 4. Correlations between neuropsychological and fMRI measures in patients.
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DISCUSSION

We have previously demonstrated deficits in perceptual closure processes in schizophrenia using behavioral (4, 5), ERP (4, 6) and fMRI (6) measures. These studies suggested that dysfunction in early dorsal visual pathway significantly contribute to the failure of more complex perceptual processes (39). Nonetheless, previous behavioral studies (5, 40–42) have shown that patients derive benefit comparable to control participants from prior exposure to the fragmented images, although underlying mechanisms of this preserved effect were not determined. This study builds on these prior studies and extends them by first, combining ERP findings with results of parallel fMRI investigation to study the mechanisms of intact perceptual priming in patients, while second, providing a direct between-group comparison of fMRI functional connectivity patterns in patients and controls. Finally, neuropsychological data were collected to enable the characterization of the functional neuroanatomy of perceptual priming processes more fully within the context of neuropsychological dysfunction in schizophrenia.

As in a previous study (21) repetition effects were manifest as a larger N1 to repeated vs. novel stimuli in controls. Here we show this differential effect is intact in patients and the magnitude of the N1 is significantly correlated with the magnitude of the Ncl pointing to recursive interactions between sensory and perceptual level processes (11). We have previously demonstrated that closure-related recursive processes involve interactions between dorsal visual stream, PFC, HIPP and ventral visual stream (12, 13). As previously, these regions showed significant activations for closure of novel images with significant group differences at dorsal and ventral streams and PFC but not HIPP. In the processing of primed images however, significant differences between groups were observed at PFC and HIPP with patients showing significantly greater activation of HIPP and no significant activation of PFC, a pattern that was exactly reversed in controls. Significant differences in functional connectivity across the groups were observed for the primed images which also indicated that patients utilize an alternate route of processing that is less reliant on PFC. We (13) as well as others (43, 44) have previously suggested that the magnocellular system provides rapid low-resolution input to the frontal cortex, which then helps trigger top-down object recognition. Within such a framework, the lower reliance on PFC could be a consequence of avoiding a less effective dorsal stream-PFC information processing stream as well as intrinsic abnormalities in the prefrontal function in schizophrenia.

Finally, this study assesses closure-related priming activity relative to traditional neuropsychological measures. In the present sample, consistent with prior publications (45), significant reductions in PSI were observed relative to normative values (p < 0.001). PSI along with POI are two components that make up the WAIS performance IQ. Unlike in a previous study (6), in the present population of patients, POI was within the normal range which could explain the lack of correlations between abnormalities in POI and Ncl/N1 indices of closure/priming. Nevertheless, for unprimed images, impaired P1 generation correlated significantly with performance on both PSI and WMI. Similarly, PFC activation to unprimed stimuli correlated significantly to WMI, suggesting that dorsal stream inputs to PFC may be important to mnemonic function. By contrast, P1 to primed stimuli correlated significantly to POI and BVMT-R, suggesting that the P1 modulation in response to priming may contribute significantly to higher order visual functions.

Here we used GCM to explore directed influences to and from our ROIs. This approach uses the temporal information in two stochastic time-series and, by determining temporal precedence, infers the directionality of the functional connections. It is therefore not reliant on a priori models used in approaches such as dynamic causal modeling (DCM) (46). It is important to acknowledge the latency differences in HRF across different brain regions (47), the low-pass filtering and the temporal down-sampling inherent in the hemodynamic response observed in fMRI. Having said that, multiple previous studies (25, 35, 47, 48) have shown the viability of Granger causality in measuring directed functional connectivity in fMRI. Moreover, in this study, and in our previous investigations of closure process (5, 6, 12, 13, 21) we have provided converging evidence that suggests the effects observed here are physiological in origin and not an epiphenomenon of the imaging method. Here we also used the dGCM approach that to the extent possible, address some of these issues (25, 48). Nevertheless, the GCM approach alone would not be sufficient to determine effective connectivity (49, 50). It does however serve two important functions: First being its ability to distinguish between normal and abnormal patterns of large-scale cortical network interactions (49, 51), similar to other functional connectivity measures but with the added information of directionality. This function is thus very helpful in characterizing the network-level dysfunctions in neuropsychiatry. Second, it can provide valuable information for physiologically informed dynamic causal modeling and aid in the hypothesis driven effective connectivity investigations (52). In this study, we believe the use of a multimodal approach (EEG and fMRI) provides further convergent information in the context of the two above mentioned points.

The study is potentially limited by the small sample size, which suggests that replication in a larger group of subjects may be warranted, and by the relatively high doses of antipsychotic medication. However, no correlation was observed between any of the dependent measures and chlorpromazine equivalents, which argues against direct medication effects. Additionally, a more balanced sex distribution would have been preferable. However, previous studies of closure with a more balanced population (5, 12) indicated no sex differences in the performance of this task.

In summary, this study, to our knowledge, presents the first multi-modal investigation of priming processes in perceptual closure and underscores the importance of network dynamics in pathophysiology of cognitive processes in schizophrenia. We demonstrate that whereas closure processes that require information transfer from dorsal visual pathway to PFC are impaired, those that rely solely on processing within LOC and its interaction with HIPP are intact and underlie the preserved priming effect in schizophrenia. The increased connectivity in hippocampal/dorsal-visual and ventral/dorsal-visual pathway could be further investigated using neuromodulatory approaches to study the possibility of improving closure processing in patients. Overall, these findings reinforce the importance of early dorsal stream visual dysfunction to impaired cognitive processing and suggest that impaired rapid input of visual information via the dorsal stream to cognitive brain regions such as PFC and HIPP may contribute significantly to the overall pattern of cognitive dysfunction in schizophrenia.



SIGNIFICANCE STATEMENT

Deficits in both auditory and visual sensory processing are a core feature of schizophrenia and contribute significantly to impaired functional outcome. Within the visual system, deficits are most apparent within the subcortical magnocellular visual pathway, which projects low resolution object information rapidly to prefrontal cortical areas via the dorsal visual stream. We have previously shown that when processing fragmented pictures, schizophrenia patients require more information to successfully “close” the images, but paradoxically show intact ability to benefit from stimulus repetition. Here we investigated underlying neural substrates using a multimodal ERP and fMRI approach. Consistent with a priori predictions, patients showed significant impairments in dorsal stream activation to novel stimuli as reflected in both ERP and fMRI, and absence of the normal correlation between dorsal stream and prefrontal activity. By contrast, modulation of activity in the ventral visual stream lateral occipital complex by stimulus repetition was intact. In functional connectivity analyses, controls showed significant operation of the dorsal stream-PFC-ventral stream pathway, whereas patients did not. Overall, these findings support a model in which loss of rapid, low resolution information to prefrontal cortex via the dorsal stream undermines novel object recognition in schizophrenia and illustrate how dysfunction within early sensory pathways, such as the visual magnocellular/dorsal stream pathway, contributes to higher order cognitive dysfunction.
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Long-term potentiation (LTP) is a form of experience-dependent synaptic plasticity mediated by glutamatergic transmission at N-methyl-D-aspartate receptors (NMDARs). Impaired neuroplasticity has been implicated in the pathophysiology of schizophrenia, possibly due to underlying NMDAR hypofunction. Analogous to the high frequency electrical stimulation used to induce LTP in vitro and in vivo in animal models, repeated high frequency presentation of a visual stimulus in humans in vivo has been shown to induce enduring LTP-like neuroplastic changes in electroencephalography (EEG)-based visual evoked potentials (VEPs) elicited by the stimulus. Using this LTP-like visual plasticity paradigm, we previously showed that visual high-frequency stimulation (VHFS) induced sustained changes in VEP amplitudes in healthy controls, but not in patients with schizophrenia. Here, we extend this prior work by re-analyzing the EEG data underlying the VEPs, focusing on neuroplastic changes in stimulus-evoked EEG oscillatory activity following VHFS. EEG data were recorded from 19 patients with schizophrenia and 21 healthy controls during the visual plasticity paradigm. Event-related EEG oscillations (total power, intertrial phase coherence; ITC) elicited by a standard black and white checkerboard stimulus (~0.83 Hz, several 2-min blocks) were assessed before and after exposure to VHFS with the same stimulus (~8.9 Hz, 2 min). A cluster-based permutation testing approach was applied to time-frequency data to examine LTP-like plasticity effects following VHFS. VHFS enhanced theta band total power and ITC in healthy controls but not in patients with schizophrenia. The magnitude and phase synchrony of theta oscillations in response to a visual stimulus were enhanced for at least 22 min following VHFS, a frequency domain manifestation of LTP-like visual cortical plasticity. These theta oscillation changes are deficient in patients with schizophrenia, consistent with hypothesized NMDA receptor dysfunction.

Keywords: schizophrenia, cortical plasticity, long-term potentation, neural oscillations, theta band, electroencephalography


INTRODUCTION

Neural plasticity dysfunction in schizophrenia has been hypothesized to underlie cognitive impairment (1–3), which is a core feature of the illness and a major determinant of functional outcomes (4, 5). Long-term potentiation (LTP) is a basic mechanism of experience-dependent synaptic plasticity that produces enduring enhancement of synaptic transmission (6, 7) and is widely considered to be the leading candidate cellular mechanism of learning and memory (7–10). Importantly, the most common form of LTP is known to be dependent on glutamatergic neurotransmission at N-methyl-D-aspartate receptors (NMDARs) (11, 12). Converging evidence from genetic (13), pharmacological (14–16), post-mortem (17), and neuroreceptor imaging (18) studies support NMDAR hypofunction as a key pathophysiological process in schizophrenia (19, 20). Based on this NMDAR hypofunction model, NMDAR-dependent forms of synaptic plasticity, including LTP, are theorized to be deficient in schizophrenia (1–3, 21, 22).

Several lines of evidence suggest that the pathophysiology of schizophrenia involves altered synaptic plasticity. First, genetic abnormalities associated with schizophrenia risk have been implicated in the regulation of synaptic plasticity (23, 24). Expression of these risk genes in animal models results in NMDAR hypofunction and impaired LTP (25), while NMDAR inhibition in animals is associated with deficient LTP (26, 27). Furthermore, post-mortem studies have shown that schizophrenia is associated with reduced neuropil [see (28)] and dendritic spine density [see (29)] that are normally generated and maintained through mechanisms of experience-dependent synaptic plasticity, and multiple possible pathophysiological pathways have been identified that could contribute to both deficient plasticity and reduced dendritic spine density (29). However, direct evidence of deficient LTP in schizophrenia has been limited until recently due to a lack of translational methods for assessing LTP in humans in vivo.

In animal studies, LTP is typically observed following high frequency “tetanizing” electrical stimulation and is identified electrophysiologically as a persistent increase in postsynaptic cellular currents using single-cell or local field recordings. Using these methods, LTP has been documented in animals at synapses in regions that include the hippocampus, amygdala, and striatum, as well as visual, auditory, and somatosensory cortices (9, 10, 30). In rodents, LTP in visual cortex can also be induced by repeated visual sensory stimulation (31–34), such that repeated presentations of visual line-grating stimuli induce persistent increases in the strength of the visual evoked potential (VEP) cortical responses to those stimuli. Importantly, repeated exposure to visual stimuli induces a form of plasticity that has the cardinal cellular and molecular features of synaptic LTP [see (34)]. Accordingly, these forms of sensory plasticity are thought to represent an endogenous form of sensory LTP subserving perceptual learning (34).

Based on the animal studies of LTP described above, paradigms for examining sensory LTP in vivo in humans have recently been developed (7, 35, 36). These paradigms are similar to the tetanizing electrical and visual stimulation paradigms used in rodents and involve repeated presentation of a sensory stimulus to induce LTP-like plasticity in the corresponding sensory cortex (36). Potentiation of the visual cortical response induced by these paradigms has been documented primarily using scalp-recorded electroencephalography (EEG)-based VEPs (35, 37–40), but also with functional magnetic resonance imaging (41, 42) and behavioral performance (36, 43) measures. Notably, the plasticity induced in human sensory cortex by these sensory stimulation paradigms conforms to several rules of synaptic LTP, including potentiation by stimulation (36, 38, 43), persistence of plasticity effects (36, 38), input specificity (minimal or no potentiation of a non-tetanized control stimulus) (39, 40, 43, 44), temporal and spatial specificity (e.g., only VEP components in specific time windows with specific cortical topographies are potentiated) (36, 39, 40, 45), and NMDAR dependency (46, 47).

Using various sensory stimulation paradigms, several studies have documented impaired LTP-like plasticity in schizophrenia (45, 48), as well as in individuals at clinical high risk for developing a psychotic disorder (Jacob et al., under review) and in bipolar II disorder (49–51) and major depressive disorder (52). Previously, we showed that visual high frequency stimulation (VHFS; ~8.9 Hz) induced sustained (enduring for at least 22 min post-VHFS) potentiation of visual N1b and C1 VEP amplitudes in healthy individuals but not in patients with schizophrenia (45). We also observed schizophrenia patients and healthy controls to have comparable attention-modulated visual steady state responses (VSSRs) entrained to the frequency and phase of the VHFS. However, greater VHFS-driven VSSRs predicted greater N1b potentiation in healthy individuals but not in schizophrenia patients, suggesting that the observed VEP plasticity impairment in schizophrenia patients was not due to deficient attention during visual stimulation, but rather dysfunction of the neural mechanisms that support plasticity.

Synchronized neural oscillations are involved in plasticity of cortical networks, modulating the precise relative spike timing that is critical for synaptic plasticity, and are known to play a crucial role in plasticity mechanisms such as LTP (53–56). Neural assemblies show synchronous oscillatory activity across a wide range of frequency bands (e.g., delta, theta, alpha, beta, gamma), observed both in local field potentials as well as in scalp-recorded EEG. These oscillations are implicated as a primary mechanism for coordinated communication between local and distant neuronal networks and are involved in the integration of a variety of brain functions including learning and memory as well as other sensory, perceptual, and higher-order cognitive processes. Compromise of the mechanisms that subserve neural oscillations and their synchronization has been implicated in schizophrenia [e.g., see (57, 58)]. Along with hypothesized dysfunctional LTP, deficiencies in these mechanisms may render event-related neural oscillations and their synchronization less susceptible to modification by experience. Moreover, evidence from rodent studies documents that successful LTP depends on a transient suppression of EEG theta power during tetanization and a correlated increase in theta and gamma power immediately following tetanization (59, 60), suggesting that dysfunction of the mechanisms that generate and synchronize neural oscillations could contribute to compromised LTP in schizophrenia.

While sensory neuroplasticity studies have primarily measured evoked potentials as indices of LTP-like plasticity, we are aware of only one study to date that examined the effect of a visual tetanus on neural oscillations. Clapp et al. (61) tested whether VHFS affected the event-related desynchronization (ERD) of the alpha rhythm, which is a measure of the event-related decrease in oscillatory power across trials irrespective of signal phase (62) reflecting the release from cortical inhibition and the active engagement of cortical networks during stimulus processing or cognitive performance (63). Delivery of VHFS resulted in a significant increase in alpha ERD in response to the presented visual stimulus that persisted for 1 h in a sample of healthy individuals (61).

Here, we extend our prior work by conducting a time-frequency analysis of our prior data published in the EEG time domain as VEPs (45), using established spectral decomposition methods (64) to test the hypotheses that (1) plasticity effects of repeated visual stimulation extend beyond the phase-locked VEP to frequency-specific oscillatory activity, and (2) these plasticity effects are compromised in schizophrenia. Given the novelty of applying time-frequency analyses to EEG data collected during the visual LTP-like plasticity paradigm, we made no assumptions about which frequency bands, time windows, or scalp locations would show plasticity effects. Instead, we used an unbiased, data-driven, cluster-based permutation testing approach described previously (65) in order to identify significant spatio-temporal clusters within specific frequency bands showing differential plasticity effects between patients and controls. Once significant clusters were identified, we then compared the plasticity effects in each group in the identified clusters. In addition to oscillatory total power (calculated from the stimulus-locked single trial EEG epochs), we examined inter-trial coherence (ITC) of phase, which assesses phase consistency of frequency-specific neural oscillations with respect to visual stimulus onset across trials (66). Moreover, we asked whether spatio-temporal clusters showing total power or ITC plasticity effects were associated with the VEP plasticity effects and VSSR measures from our previous report (45). Finally, we sought to replicate Clapp et al.'s (61) finding of VHFS-induced alpha ERD enhancement in healthy individuals, and we examined whether patients with schizophrenia showed deficient potentiation of alpha-ERD following VHFS.



MATERIALS AND METHODS


Participants

Participants were 19 patients with schizophrenia and 21 healthy controls (HC) from a previous report (45) that examined VEP measures of LTP-like plasticity induced by VHFS. All participants were evaluated using the Structured Clinical Interview for DSM-IV (67). Participants with schizophrenia met DSM-IV criteria and were recruited from local community clinics. Symptoms were rated using the Positive and Negative Syndrome Scale (PANSS) (68) within 2 weeks of EEG recording. HC participants were recruited from the local community and had no history of any major DSM-IV Axis I disorder and had no first-degree relatives with a diagnosis of schizophrenia or bipolar disorder. Participants were excluded if they had a history of substance abuse or benzodiazepine use within 30 days prior to study enrollment, history of alcohol or substance dependence (except nicotine), neurological or medical illness compromising the central nervous system, head injury with loss of consciousness, and left-handedness based on a quantitative scale (69). All participants had normal or corrected-to-normal vision. The schizophrenia and HC groups did not differ in age and parental socioeconomic status (70). All participants provided written informed consent and the study was approved by the West Haven VA and Yale University Institutional Review Boards.



Experimental Paradigm

The paradigm, which was previously described in detail (45) and modified from Teyler et al. (38), involved recording of EEG during baseline and post-VHFS assessment blocks. While focusing on a central fixation cross, participants viewed the visual stimuli shown centrally on a white background on a 15-inch LCD monitor (800 × 600 pixels with a 60 Hz refresh rate) located 57 cm in front of them. Each 2-min assessment block consisted of a pseudorandom oddball sequence with 90% standard black and white checkerboard circle stimuli to assess plasticity effects (8 cm in diameter, subtending 8° of visual angle, each check subtending 0.3°) and 10% target blue and white checkerboard square stimuli to maintain attention to the visual task (9 × 9 cm, subtending 9° of visual angle, each check subtending 0.5°) presented at ~0.83 Hz (1,216 ms mean stimulus onset asynchrony (SOA), range 1,075–1,340 ms). This presentation rate was chosen to be below the 1 Hz rate previously shown to induce VEP depotentiation (38). To monitor attention, participants were asked to respond to the target stimulus by pressing a button with their right hand. As reported previously, the schizophrenia and HC groups performed similarly in their response accuracy to target stimuli (45).

The 2-min VHFS block, designed to induce potentiation, consisted of the repeated presentation of the standard circular checkerboard at ~8.87 Hz (113 ms mean SOA, range 99–116 ms), at a rapid flicker rate below the perceptual fusion threshold (38).

VEP assessment blocks were administered at 4 and 2 min prior to VHFS (Baseline-1 and Baseline-2) and 2, 4, and 20 min after VHFS (Post-1, Post-2, and Post-3). An unrelated auditory task was performed in the interval between the Post-2 and Post-3 assessment blocks.



EEG Acquisition and Processing

EEG was recorded during the VHFS plasticity paradigm using a 32-channel Neuroscan Synamps amplifier (Compumedics, Charlotte, NC) with data acquired continuously (0.5–200 Hz bandpass filter; 1,000 Hz digitization rate) from 29 Ag/AgCl sintered electrodes (EasyCap, Munich, Germany). A linked mastoid reference and a forehead (FPz) ground were used. Electro-oculograms were recorded horizontally (HEOG) from the outer canthi of the eyes and vertically (VEOG) from above and below the right orbit. Impedances did not exceed 10 kΩ.

Data were analyzed using Brain Vision Analyzer (Brain Products, Munich, Germany) and custom MATLAB (MathWorks, Natick, MA) scripts. Continuous data were high-pass filtered at 1 Hz (24 dB/octave) and 3 s (-1 to 2 s) epochs were extracted, time-locked to the onsets of the standard checkerboard stimulus. After ocular artifact correction (71), epochs were re-referenced to Fz and baseline-corrected using the 100 ms pre-stimulus baseline. Next, the single trial data were cleaned of muscle artifacts with blind source separation using canonical correlation analysis (BSS-CCA) similar to the method described by others (72, 73) and as we have used previously (74). Outlier trials were rejected and then outlier electrodes were interpolated within single trial epochs based on previously established criteria (75). A spherical spline interpolation (64) was applied to any channel that was determined to be a statistical outlier (|z| > 3) on one or more of four parameters, including variance to detect additive noise, median gradient to detect high-frequency activity, amplitude range to detect pop-offs, and deviation of the mean amplitude from the common average to detect electrical drift. The median number of trials rejected per block was three in both HC and schizophrenia groups. EEG data from one of the 22 HC participants included in the prior report (45) were excluded from the present analysis because single trial data were lost.



Time-Frequency Analysis

Single-trial EEG epochs time-locked to the standard checkerboard stimulus were analyzed with a complex Morlet wavelet decomposition using a freely distributed FieldTrip toolbox (76) in MATLAB. Specifically, we used a Morlet wavelet with a Gaussian shape defined by a ratio (σf = f/C) and 6σt duration [f is the center frequency and σt = 1/(2πσf)]. In a classic wavelet analysis, C is a constant, ensuring an equal number of cycles in the mother wavelet for each frequency. Such an approach was used to create wavelets for this analysis, and C was set to seven. In this approach, as the frequency (f) increases, the spectral bandwidth (6σf) increases. As such, center frequencies were set to minimize spectral overlap, resulting in 10 frequency bins: 3, 5, 7, 10, 14, 20, 28, 40, 56, and 79 Hz. ITC was then calculated as 1 minus the circular phase angle variance, as previously described (66). ITC provides a measure of the phase consistency of frequency specific oscillations with respect to stimulus onset across trials on a millisecond basis. Total power was calculated by averaging the squared single trial magnitude values in each frequency bin on a millisecond basis. Following a 25% trimmed-means averaging approach, power values were 10log10 transformed and then baseline corrected by subtracting the mean of the pre-stimulus baseline (−200 to −100 ms) from each time point separately for every frequency. The resulting values describe change in total power relative to baseline in decibels (dB).



Statistical Analysis
 
Non-parametric, Cluster-Based Permutation Testing

A cluster-based permutation testing approach was applied to time-frequency data in two stages. LTP-like plasticity effects were defined as pre- vs. post-VHFS changes in the time-frequency maps, where pre-VHFS was the average of the first two baseline blocks and post-VHFS was the final assessment block, which occurred 20 min following VHFS. Testing for group differences in this LTP-like plasticity effect is equivalent to an interaction effect of group (schizophrenia vs. HC) × time (pre- vs. post-VHFS) in an analysis of variance model. However, this interaction effect was formulated as an independent samples t-test to facilitate permutation tests by calculating contrast or difference maps (e.g., (Post-3 ITC) – [(Baseline-1 + Baseline-2 ITC)/2]). These difference maps from 15 parietal-occipital electrodes nearest to POz (P7, P5, P3, Pz, P4, P6, P8, PO3, POz, PO4, PO9, PO7, Oz, PO8, and PO10) for each subject were down-sampled to 250 Hz to reduce the number of time points tested, and they were limited to the period of the epoch from 0 to 500 ms. These time-frequency difference maps served as input to the permutation test procedure.

Cluster-based permutation tests of EEG data have been described previously (65), but the setup along with specific parameters for this analysis should be described. First, independent samples t-test statistics are calculated for every time sample and electrode (Ntimes = 125 * Nfrequencies = 10 * Nelectrodes = 15, yielding 18,750 t statistics). All test statistics that failed to reach statistical significance at an uncorrected 0.05, two-tailed alpha level (i.e., any test where −2.024394 ≤ t ≤ 2.024394) were ignored. All test statistics that survived this initial height-threshold were grouped into spatial-spectral-temporal clusters where clusters were defined by neighboring electrodes, frequencies, and/or time samples of statistically significant t statistics (note: a single time point that survived thresholding but had no significant neighbors is still considered a “cluster”). Spatial neighbors were defined based on a triangulation algorithm implemented in FieldTrip that attempts to construct triangles between nearby electrodes based on a two-dimensional projection of 3D electrode locations (76). All t statistics in each cluster were summed to determine the cluster statistic (or cluster “mass” tsum). Such cluster statistics were similarly defined in 10,000 iterations where group membership was randomly permuted and all subjects were re-assigned to either HC or schizophrenia “groups” without replacement. On average, these permutations should cancel out any true group effects, leaving only clusters that arise by chance. The maximum absolute cluster statistic is saved from each of the 10,000 iterations and defines the positive tail of the null distribution of cluster statistics. The null distribution is assumed to be symmetric so that same set of cluster statistics is multiplied by−1 to define the negative tail of the null distribution. The p-value associated with each cluster statistic from the original data set was then determined based on its position in this null distribution, and any cluster with a p < 0.05 was considered cluster-corrected, significant, controlling the family-wise error rate for multiple comparisons. This procedure was applied separately to ITC and total power values.

As these are tests of the Group × Time interaction effect and could miss main effects of time, a second set of permutation tests were run, ignoring group membership. In this set of tests, one-sample t-test statistics were calculated to determine if the time-frequency difference maps differed from zero, and cluster statistics were similarly defined in 10,000 iterations where the input data were flipped (i.e., multiplied by−1) for a randomly selected half of the participants. These tests were constrained to only include those samples (of 18,750 total) that did not show significant group differences in the first set of tests.



Analysis

For any given cluster that showed a cluster-corrected Group × Time effect (cluster p < 0.05), the mean amplitude was calculated across the electrodes, frequencies, and times in the difference map associated with the cluster. These mean values were calculated separately for every subject and each of the assessment blocks, then used to determine the pattern of LTP-like plasticity differences between HC and schizophrenia participants. A mixed effects model analysis conducted in SAS v9.4 (PROC MIXED) was applied treating participant, nested within group, as a random factor, group as the between subjects factor, and time (Baseline, Post-1, Post-2, and Post-3) as a within-subjects repeated measure with four levels. Planned contrasts were used to examine the plasticity effects within each group. While we report the test of the Group × Time interaction effect to compare plasticity effects between groups based on the mean value of the cluster, it should be recognized that this test is applied to a cluster, the constituents of which already showed a significant Group × Time interaction in the cluster-based permutation testing. As such, the p-value for this Group × Time effect is somewhat inflated and should therefore simply be considered an expected confirmation of the cluster results. For the remaining mixed model effects tested, alpha was set to p = 0.05. For all models, the best-fitting variance-covariance structure was selected based on Schwartz-Bayesian Information Criterion [BIC (77)]. General linear models (GLMs) were also used to assess relationships between any significant cluster mean and measures from our previous report, including VHFS-driven VSSR and N1b VEP component post-VHFS minus pre-VHFS change scores (45).

Finally, we attempted to replicate the prior report of increased alpha total power ERD (61) following VHFS by taking the mean total power value in the 100–380 ms post-stimulus range relative to a −200 to 0 ms baseline at electrode Oz. Like the other mixed models, Group, Time, and Group X Time interaction effects were assessed.





RESULTS

Participant demographics and clinical characteristics are shown in Table 1.


Table 1. Participant demographics and clinical characteristics.
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Non-parametric, Cluster-Based Permutation Testing

There was one cluster showing a significant group difference in the ITC permutation test set (cluster-p = 0.025). This cluster spanned all electrodes but two (P7 and PO9), and while it encompassed delta (3 Hz) to theta (5–7 Hz) frequency bands, it was dominated by 5 Hz (theta) activity. The cluster spanned the 0–496 ms time window, and the peak test statistic occurred at 224 ms. As this is essentially a Group X Time interaction effect, plots of the mean ITC within this cluster from the five assessment blocks demonstrate the pattern of the effects in this cluster (see Figure 1). After omitting this cluster from the difference maps, there were no clusters showing a main effect of Time (all cluster p > 0.05).


[image: Figure 1]
FIGURE 1. Mean ITC. (A) Voltage scalp topography maps are shown for the mean ITC cluster, demonstrating prominent occipital/posterior activity. Topography maps are shown for each pre-VHFS and post-VHFS assessment block for healthy controls (top) and schizophrenia patients (bottom). All maps are plotted on the same voltage scale (μV) as indicated in the legend. (B) Group average mean ITC values are shown over the first 800 ms following the onset (time = 0) of checkerboard stimuli. ITC plots are presented for healthy controls (top) and schizophrenia patients (bottom) for each assessment block pre- and post-VHFS. (C) Graph showing change in mean ITC in the identified cluster, which was dominated by 5 Hz (theta) activity in the 0–496 ms time window, for post-VHFS assessment blocks relative to baseline. VHFS enhanced mean ITC across post-VHFS blocks relative to baseline among healthy controls (shown in blue), whereas individuals with schizophrenia (shown in red) did not exhibit significant changes in mean ITC from baseline. Error bars denote standard errors within groups.


There was also one cluster showing a significant group difference in the total power permutation test set (cluster-p = 0.033). This cluster spanned all electrodes but P7, 0–450 ms (112 ms peak), and only included the 5 Hz (theta) frequency band. The pattern of effects in this cluster can be appreciated when cluster means are broken down by assessment block and group (see Figure 2). Like ITC, there were no clusters showing a main effect of Time in the subsequent permutation test set where this 5 Hz cluster was omitted (all cluster p > 0.05).


[image: Figure 2]
FIGURE 2. Mean total power. (A) Voltage scalp topography maps are shown for the mean total power cluster, demonstrating prominent occipital/posterior activity. Topography maps are shown for each pre-VHFS and post-VHFS assessment block by group. All maps are plotted on the same voltage scale (μV) as indicated in the legend. (B) Group average mean total power values are shown over the first 800 ms following the onset (time = 0) of checkerboard stimuli. Total power plots are presented for healthy controls (top) and schizophrenia patients (bottom) for each assessment block pre- and post-VHFS. (C) Graph showing change in mean total power in the identified cluster, which comprised of 5 Hz (theta) activity in the 0–450 ms time window, for post-VHFS assessment blocks relative to baseline. VHFS enhanced mean total power across post-VHFS blocks relative to baseline among healthy controls (shown in blue), whereas individuals with schizophrenia (shown in red) demonstrated a trend toward reduced mean total power baseline. Error bars denote standard errors within groups.




Analysis

Based on the BIC fit statistics, an auto-regressive (1) variance-covariance structure was the best choice for the mean ITC cluster model and a compound symmetry variance-covariance structure was selected for the mean total power cluster model. Mean ITC and total power cluster values are shown in Table 2.


Table 2. Mean (M) and standard deviation (SD) of ITC cluster, total power cluster, and alpha ERD values by group.
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ITC Cluster

Mean ITC did not differ between Baseline-1 and Baseline-2 in schizophrenia patients (p = 0.79) or in HCs (p = 0.14), so the baseline blocks were averaged for each participant to yield a single collapsed Baseline mean ITC value. Mean ITC at Baseline was slightly greater in schizophrenia patients than in HCs (p = 0.045). As expected from the analysis by which the cluster was identified, the mixed model of mean ITC showed a significant Group X Time interaction [F(3,114) = 9.02, p < 0.0001] (see Figure 1). In HCs, VHFS enhanced mean ITC at post-VHFS blocks relative to Baseline (Post-1: p = 0.0001; Post-2: p = 0.054; Post-3: p = 0.005). In contrast, schizophrenia patients showed no significant changes in mean ITC from baseline to Post-VHFS assessments (Post-1: p = 0.092, Post-2: p = 0.879, Post-3: p = 0.257). Relative to Baseline, mean ITC was significantly enhanced in HC relative to schizophrenia patients for Post-1 (p = 0.0001) but not Post-2 (p = 0.220). As expected, mean ITC was also significantly enhanced in HC relative to schizophrenia patients for Post-3 (p = 0.006).



Total Power Cluster

Mean total power did not differ between Baseline-1 and Baseline-2 in schizophrenia patients (p = 0.57) or in HCs (p = 0.18), so the baseline blocks were averaged for each participant. Mean total power at Baseline did not significantly differ between groups (p = 0.21). As expected from the analysis by which the cluster was identified, the mixed model of mean total power showed a significant Group X Time interaction [F(3,114) = 5.39, p < 0.002] (see Figure 2). In HCs, VHFS enhanced mean total power at all post-VHFS blocks relative to Baseline (Post-1: p = 0.005; Post-2: p = 0.002; Post-3: p = 0.019). In contrast, schizophrenia patients showed a trend toward reduced mean total power from Baseline to post-VHFS blocks (Post-1: p = 0.070; Post-2: p = 0.10; Post-3: p = 0.050). Relative to Baseline, mean total power was significantly enhanced in HC relative to schizophrenia patients for Post-1 (p = 0.001) and Post-2 (p = 0.0009). As expected, mean total power was also significantly enhanced in HC relative to schizophrenia patients for Post-3 (p = 0.003).



Associations With VEP Change Scores

Separate models were used to assess the relationship between (1) the ITC cluster mean and (2) the total power cluster mean and N1b VEP factor scores from our previous report (45). All of these variables were change scores calculated as the difference between Post-3 and the average Baseline assessment. Neither ITC nor total power models showed any evidence of a group difference in the relationship between the cluster and N1b change scores (i.e., no Group X N1b change score interactions, ps > 0.375). Reduced models included the N1b change scores and a Group factor, but tests of the common slope (estimated within groups) failed to show N1b change scores to be related to either ITC [t(37) = 0.274, p = 0.78] or total power [t(37) = 0.769, p = 0.45] cluster change scores.



Associations With VHFS-Driven VSSR Power

The same GLM framework was used to assess the relationship between ITC and total power mean cluster change scores and VHFS-driven EEG power at ~8.87 Hz, which was previously shown to predict the LTP-like change in N1b VEP factor scores in HC (45). Like the N1b models previously described, there were no group differences in these relationships, and the common slope across groups failed to show significant relationships between VHFS-driven power and cluster change scores for either ITC or total power (all ps > 0.08).



Alpha ERD

Based on the BIC fit statistics, an unstructured variance-covariance structure was the best choice for the alpha ERD model. Alpha ERD did not differ between Baseline-1 and Baseline-2 in patients (p = 0.62) or in HCs (p = 0.73), and it did not differ between groups at Baseline [collapsed across both assessment blocks (p = 0.45)]. There was neither a Group X Time interaction [F(3,38) = 2.14, p = 0.11] nor a main effect of Group [F(1,38) = 1.06, p = 0.31] (see Figure 3). However, there was a significant effect of Time [F(3,38) = 6.82, p = 0.0009]. Relative to Baseline, alpha ERD showed an enhancement that reached statistical significance for Post-2 (p = 0.009), but not Post-1 (p = 0.20), or Post-3 (p = 0.29). Of note, a contrast of all Baseline vs. all post-VHFS blocks was marginally significant (p = 0.08), indicating a trend toward overall increase in alpha ERD following VHFS.


[image: Figure 3]
FIGURE 3. Alpha ERD. Graph showing change in alpha ERD for post-VHFS assessment blocks relative to baseline. Alpha ERD showed a trend toward overall enhancement post-VHFS relative to baseline; specifically, this enhancement reached statistical significance for Post-2 but not Post-1 or Post-3 across healthy control participants (shown in blue) and schizophrenia patients (shown in red). Groups did not differ in alpha ERD potentiation post-VHFS. Error bars denote standard errors within groups.






DISCUSSION

The current EEG time-frequency domain analysis of data from our previously published EEG-based VEP plasticity study (45) examined neuroplastic changes in EEG oscillatory activity induced by a LTP-like visual sensory stimulation paradigm in healthy individuals and in patients with schizophrenia. Using a cluster-based permutation testing approach (65), we found that the delivery of repetitive high frequency visual stimulation (VHFS) induced LTP-like visual cortical potentiation in healthy individuals. This was evident as an increase in visual event-related EEG theta band total power and phase synchrony (ITC) over posterior scalp electrodes from pre- to post-VHFS, plasticity effects that persisted for at least 22 min post-VHFS. Moreover, these plasticity effects were significantly reduced in patients with schizophrenia relative to healthy individuals; indeed, patients did not show significant increases in theta power or ITC from baseline to post-VHFS for any of the post-VHFS assessment blocks.

Consistent with our prior analysis showing VHFS-induced LTP-like plasticity impairments in schizophrenia using VEPs (45), the present time-frequency analysis of EEG oscillatory activity provides further evidence of compromised visual LTP-like plasticity in patients with schizophrenia. Importantly, these results are not consistent with a more recent study using a different visual cortical plasticity paradigm in which a stimulus-specific (analogous to “input specificity” in LTP) VEP plasticity effect was demonstrated and found to be intact in schizophrenia patients (44). However, they are broadly consistent with other studies showing schizophrenia patients to have LTP-like auditory plasticity deficits using a high frequency auditory stimulation paradigm (48) and motor plasticity deficits using transcranial magnetic stimulation [see (78)] and transcranial direct current stimulation [see (79)] plasticity induction paradigms. This observed LTP-like plasticity deficit in schizophrenia may be a consequence NMDAR hypofunction, which in turn may arise from schizophrenia risk genes (13, 80, 81). LTP-like cortical plasticity was recently shown to be enhanced by a glycine transporter-1 inhibitor, presumably by co-agonism of glycine at the NMDAR site (47), while another recent study showed d-cycloserine, which also modulates NMDAR function, to enhance LTP-like plasticity in healthy individuals (46) but not in patients with schizophrenia (3). Furthermore, plasticity deficits in schizophrenia have been shown to correlate with neurocognitive deficits (82). These VHFS plasticity studies, which all used the Cavus et al. (45) paradigm analyzed in the present study, are broadly consistent with NMDAR-dependent plasticity deficits in schizophrenia. Given the few studies (3, 47) and mixed findings, it remains unclear whether plasticity deficits as assessed by sensory LTP-like plasticity paradigms can be pharmacologically rescued via augmentation of NMDAR neurotransmission in patients with schizophrenia.

Importantly, the VHFS-induced neuro-oscillatory plasticity effects, and their deficits in schizophrenia patients, identified by cluster-based permutation analysis of the EEG time-frequency data pre- and post-VHFS were primarily limited to the theta band for both total power and ITC measures. Theta oscillations have been observed across several cortical regions, including in the hippocampus as well as prefrontal, somatosensory, and visual cortices [see (83–85)], and are thought to depend primarily on the interplay between cortical pyramidal neurons and somatostatin (SST)-type GABAergic interneurons (86, 87). Critically, theta oscillations have been implicated in synaptic plasticity (54, 59, 60, 88, 89) and in learning and memory [e.g., (63, 90–94)], and reduced amplitude of theta oscillations during both memory and executive function tasks have been observed in schizophrenia (95, 96). Importantly, recent work in schizophrenia has mapped auditory plasticity deficits, including impaired mismatch negativity (MMN) and N100 generation during paired tone matching, to alterations in the theta frequency band (97–101). Such deficits during tone matching have been shown to predict higher-order impairments in working memory, reading, and emotion recognition (102). Moreover, theta band abnormalities underlying auditory MMN deficits, which have been shown to be modulated by glutamatergic NMDAR drug manipulations in schizophrenia (103, 104), are correlated with executive functions, including working memory (100, 105), as well as non-verbal memory and social cognition (100) in patients with schizophrenia.

LTP in particular in hippocampal recordings of rats in vivo has been shown to depend on suppression of theta band power during high frequency tetanization as well as subsequent increases in theta power above pre-tetanization baseline levels during the first 5 min following tetanization (59, 60). Rats showing these increases exhibited successful LTP that persisted for over 24 h (59, 60). In contrast, no concurrent suppression of theta power during tetanization nor enhancement of theta power in the immediate aftermath of tetanization was observed in rats that failed to show LTP (59, 60). Our results are highly consistent with this animal work and suggest that a transient increase in theta oscillations following VHFS may be necessary for the processing of sensory input during VHFS and for successful LTP, allowing for the formation of a memory trace of recently acquired sensory information (60). Moreover, in a rodent model of psychosis, in which rats were treated with the NMDAR antagonist MK801 resulting in significant and chronic deficits in LTP and spatial memory, Kalweit et al. (27) observed a suppression of 5 Hz hippocampal theta power for 300 s post-tetanization relative to control rats not treated with MK801. Similarly, we report a reduction of 5 Hz theta power below that of pre-VHFS baseline in schizophrenia patients that endured over the three post-VHFS blocks. Taken together, these results implicate altered theta oscillations in deficient NMDAR-dependent LTP-like visual plasticity in schizophrenia that may contribute to downstream impairments in learning, memory, and cognitive function.

The rodent studies described above have also shown that theta-gamma phase-amplitude coupling during high frequency tetanization predicts successful LTP 24 h post-tetanus, and that uncoupling of theta-gamma oscillations during tetanization is evident following interventions that disrupt LTP (106), including MK801-induced NMDA hypofunction (27). In rats, gamma oscillations were not disrupted by MK801 treatment, suggesting that the observed change in theta-gamma coupling likely derived from changes in theta activity during the tetanization. In these rodent studies, successful in vivo hippocampal LTP was associated with suppression of theta power relative to baseline during the first half of the tetanization period, and beginning in the second half, an increase in theta power that rose above baseline levels over the first 200 s post-tetanus. This post-tetanus theta power increase in rats showing successful LTP was also accompanied by a transient increase in gamma power 100 s post-tetanus (59, 60). Interestingly, based on the physiological microcircuitry connecting theta-generating pyramidal neurons and gamma-generating parvalbumin-expressing GABAergic interneurons (107–110), the authors suggest that theta oscillation increases may drive the accompanying increases in gamma oscillations in the period immediately following tetanization that predict successful LTP (59, 60, 111). Taken together, these results suggest that a particular profile of theta-gamma power changes and coupling during and immediately after high frequency tetanizing stimulation is required for successful hippocampal LTP induction. Translating and extrapolating from these basic neuroscience LTP studies, future research examining human LTP-like visual cortical plasticity induced by sensory stimulation should examine theta and gamma oscillatory activity during and immediately following VHFS to determine if power changes and cross-frequency coupling predict successful LTP in humans in a manner similar to the profile described in successful hippocampal LTP in rats. Furthermore, future studies should examine whether deficiencies in specific elements of this theta-gamma activity profile during and immediately following VHFS can account for deficient LTP-like plasticity in schizophrenia. The fact that acute and sub-chronic treatment with the NMDAR antagonist MK801 disrupted LTP and weakened theta-gamma coupling and power increases during and immediately following high frequency tetanization (27) is consistent with the possible role of NMDAR hypofunction in mediating deficient theta power and phase synchrony increases immediately following VHFS in the patients with schizophrenia in our study. Based on the rodent work, this early theta increase, which persisted out to 22 min in the HC subjects in our study, may be necessary for successful VHFS-induction of LTP-like visual cortical plasticity.

Interestingly, the magnitudes of the theta band plasticity effects we observed were not associated with the degree of N1b VEP potentiation we reported previously (45), suggesting that plasticity shown by evoked potentials and theta oscillations reflect changes in distinct aspects of the neural machinery subserving visual cortical information processing. It may be the case that VEPs, such as the N1b, provide a more direct index of plasticity among primary visual cortex neurons that are spatially tuned to stimulus orientation and contrast features, while theta band measures may reflect longer range cortical communication and connectivity among cortical regions. Future multimodal imaging (e.g., simultaneous EEG-fMRI) investigations utilizing the cortical plasticity paradigm could clarify the association between theta band oscillations and functional connectivity during and post-VHFS.

In addition, in our prior VEP report, a higher magnitude of the VSSR 8.9 Hz EEG power driven by VHFS predicted greater N1b potentiation in HC, but not in schizophrenia patients (45). The fact that the 8.9 Hz VSSR power during VHFS was equivalent in healthy individuals and schizophrenia patients provided some evidence that differential attention to VHFS, which is known to contribute to variation in VSSR power (112), did not account for the deficits in N1b potentiation we previously reported (45) and similarly does not account for the deficits in theta power and phase synchrony potentiation observed in our current analysis. However, in contrast with the plasticity effects on N1b we previously reported, we did not find evidence of the same link between the degree of theta potentiation and the magnitude of the VSSR in response to VHFS in the healthy group. Neuroplastic changes in theta oscillations may be less dependent on attention-mediated engagement with the high frequency stimulation than the neuroplastic changes induced in VEP component amplitudes.

Consistent with the prior report of Clapp et al. (61), we also showed a small enhancement of visual-stimulus evoked alpha ERD following VHFS. While our post-VHFS assessments occurred over the course of 22 min, Clapp et al. (61) found alpha ERD enhancement over the course of 1 h post-VHFS. However, because we did not conduct post-VHFS assessments beyond 22 min, we were unable to test for the presence of a more enduring potentiation of the alpha ERD effect. Patients with schizophrenia have previously been shown to exhibit reduced alpha ERD, particularly in response to target tones during an auditory oddball task (113). However, baseline alpha ERD to the visual stimuli in the present study were similar in patients and healthy individuals, and unlike the observed deficits in potentiation of theta oscillations, the potentiation of alpha ERD appears to be relatively intact in schizophrenia patients following VHFS. These results suggest that patients with schizophrenia are able to engage their neuronal networks in response to the visual stimulus and that alterations in alpha ERD are not likely to drive deficient LTP in patients.

This study had several limitations. The visual cortical plasticity paradigm we utilized included a shorter post-VHFS follow-up assessment period relative to many of the paradigms previously implemented in healthy individuals. This was due primarily due to our motivation to keep the paradigm as short as possible to mitigate any difficulties patients with schizophrenia may have in tolerating a lengthy EEG testing session. However, as previously noted, prior studies using similar paradigms have demonstrated persistence of VEP potentiation and alpha ERD effects for at least 1 h. In addition, the paradigm we implemented did not include a non-tetanized control stimulus to test for input specificity of potentiation effects; nonetheless, prior studies in both healthy individuals and schizophrenia patients using similar paradigms have shown VEP potentiation that was specific to the tetanized stimulus (39, 40, 43, 44). Moreover, it is possible that antipsychotic medications may have contributed to the observed plasticity deficits in our schizophrenia sample; future studies should attempt to address this medication confound. Finally, our study was limited in its solitary focus on examining LTP-like plasticity in visual cortex; while such impairments may contribute to visual processing and memory deficits in schizophrenia (114), they are unlikely to account for the full range of schizophrenia symptoms and cognitive impairments. Nonetheless, visual cortical plasticity impairment may reflect more general neuroplasticity dysfunction that affects other sensory modalities and cortices.

In conclusion, our results provide further evidence of deficient LTP-like cortical plasticity in schizophrenia and are consistent with NMDAR hypofunction in the illness. Given our observations of VHFS-induced theta oscillation power changes similar to those observed in rodent studies (27, 59, 60, 111), sensory plasticity paradigms like the visual paradigm employed in our study show considerable promise as a translational bridge between human and animal studies, particularly because identical stimuli can be used to induce LTP in animals (31, 34, 36). Ultimately, paradigms that probe LTP-like plasticity, such as the VHFS paradigm, may provide treatment targets and physiological readouts of treatment outcomes for novel drug development aimed at restoring normal neural plasticity in schizophrenia. Success with plasticity-enhancing treatments may, in turn, set the stage for other cognitive and behavioral treatments that depend on intact mechanisms of plasticity to improve symptoms and cognitive deficits in schizophrenia.
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Psychiatric diseases have the lowest probability of success in clinical drug development. This presents not only an issue to address the unmet medical needs of patients, but also a hurdle for pharmaceutical and biotech industry to continue R&D in this disease area. Fundamental pharmacokinetic and pharmacodynamic principles provide an understanding of the drug exposure, target binding and pharmacological activity at the target site of action for a new drug candidate. Collectively, these principles determine the likelihood of testing the mechanism of action and enhancing the likelihood of candidate survival in Phase 2 clinical development, therefore, they are termed as the “three pillars of survival.” Human Phase 1 pharmacokinetic and pharmacodynamic studies provide evidence of the three pillars. Electroencephalogram (EEG) assessments and cognitive function tests in schizophrenia patients can provide proof of pharmacology and ensure that a pharmacological active regimen will be tested in Phase 2 proof of concept (POC) studies for the treatment of cognitive impairment associated with schizophrenia (CIAS).
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INTRODUCTION

Psychiatric diseases have huge unmet medical needs. Schizophrenia is a chronically debilitating syndrome that affects ~1% of the global population and is accompanied by extraordinarily high medical and economic burden (1). Cognitive impairment is one of the three primary clinical symptom domains of schizophrenia (2). Cognitive impairment associated with schizophrenia (CIAS) includes significant deficits [at least 1 Standard Deviation (SD) below performance of healthy control subjects] in attention/vigilance, processing speed, working memory, reasoning, problem solving, verbal memory, visual memory, and social cognition that are present both in patients on antipsychotics as well as drug-naïve patients (3, 4). These impairments have been shown to be associated with negative functional outcomes (5, 6).

Despite the huge unmet needs to treat cognitive impairment as a core feature of schizophrenia, no effective drugs for treating CIAS have been approved. The author of this article presents a perspective on the underlying causes of the low probability of success in clinical development of CIAS treatment, and how human pharmacology models used during phase 1 clinical development can support decision making and mitigate risk for later stage clinical development of CIAS treatment.



CHALLENGES IN CLINICAL DEVELOPMENT OF DRUGS TO TREAT CIAS


Continuing Decline in Pharmaceutical Research and Development (R&D) Productivity

Despite the significant advances in many of the scientific, technological, and managerial factors over the past 60 years, pharmaceutical R&D efficiency, measured simply in terms of the number of new drugs brought to market by the global biotechnology and pharmaceutical industries per billion US dollars of R&D spending, has declined steadily (7). The number of new drugs introduced per year has been broadly flat over the period from 1950s to 2010s and costs have grown steadily. As a result, the pharmaceutical R&D efficiency halves roughly every 9 years over the past 60 years in inflation-adjusted terms (7). There had been many proposed solutions to the problem of declining R&D efficiency, unfortunately, all with limited success.

Multiple factors cause the declining pharmaceutical R&D productivity including the ever-increasing evidential hurdles for product approval, adoption and reimbursement, the progressive lowering of the risk tolerance of drug regulatory agencies, and the tendency for pharmaceutical companies to add resources and complexity to the R&D process. One of the major causes may be related to the shift in the basic research approach for target identification and the high throughput screening methods for lead optimization. Decades ago pharmaceutical research was dominated by low-throughput activities such as animal-based screens and iterative medicinal chemistry. In contrast, research since 1990s utilizes modern molecular biology, genomics-based target identification, automated, high-throughput screening methods for lead optimization. The modern approach does result in molecules of high binding affinity often to a single selected target and of good absorption, distribution, metabolism, and excretion (ADME) characteristics (8). However, the causal link between single targets and disease states is often weaker than thought and biological systems can show a high degree of redundancy, which blunt the efficacy of highly targeted drugs (9, 10). For psychiatric diseases, it is difficult to quantify the engagement of complex neural networks. In addition, targets that are parts of complex networks can lead to unpredictable effects and high affinity molecules especially small molecules can have off-target binding, which lead to toxicity (10, 11). As a result, the probability for small molecules to successfully reach the market has remained rather flat for 60 years, and the overall R&D efficiency has declined due to rising costs (7).



Low Probability of Success in Psychiatry Drug Development

An analysis of Clinical Development Success Rates was performed by BIO, BioMedTracker and Amplion (12). The analysis dataset included 9,985 clinical and regulatory phase transitions between January 1, 2006 and December 31, 2015 (i.e., Phase 1 to Phase 2, Phase 2 to Phase 3, Phase 3 to New Drug Application approval), which occurred in 7,455 clinical drug development programs across 1,103 companies. The probability of success in each development phase was estimated, and the overall Likelihood of Approval was calculated using the following formula

Likelihood of Approval (LOA) = probability of success in Phase I × Phase II × Phase III × NDA/BLA approval

The analysis breaks down the probability of success by phase and the overall LOA by 14 major disease areas. Each disease area had at least 107 transitions. Psychiatry was one of the major disease areas.

The overall LOA for all development candidates was 9.6%. Phase 2 is the 'killing ground' for new drugs. The success rate was the lowest in Phase 2 of the four development phases, with only 30.7% of development candidates advancing to Phase 3. The lowest success rate being in Phase 2 was consistent across disease areas. Psychiatry (n = 169 transitions) had the lowest overall LOA in non-oncology diseases, 6.2%, as well as the lowest Phase 2 success rate, 24% among the 14 major disease areas (Figure 1) (12).


[image: Figure 1]
FIGURE 1. Clinical development success rates between January 1, 2006 and December 31, 2015 analyzed by BIO, BioMedTracker and Amplion (12). (A) Likelihood of approval from phase I by disease area. (B) Probability of phase II success by disease area.




Underlying Issues That Cause Failures in Clinical Development of CIAS Treatment

Causes of the low probability of success for psychiatry drug development are likely multi-factorial.

• First is the complex and poorly understood etiology and pathophysiology of the schizophrenia disease. It continues to complicate the identification of proper drug targets. Drug candidate molecules that are designed with high affinity to single targets may have limited efficacy in the complex neural networks or may have off-target effects that restrict their use.

• Second is the limited translational value of animal models used in drug discovery research. Transgenic mice or chemically induced cognitively impaired mice and rats are typical animal models for schizophrenia and CIAS. Neuroanatomical differences between rodents and humans or even other higher animals, and limited behavioral capabilities of rodents lead to increasing questions about the translational value of these animal models. Over-reliance of rodent behavioral models for drug discovery research is thought to be one of the issues leading to lack of efficacy in clinical trials for new drug candidates.

• Third is the clinical trial design features. Clinical trial designs are not only critical to the success of advancing drug candidates in development, but also to determining the approved product labels and ultimately product use in treating the disease. A publication (13) provided a critical review of CIAS trial design and methodology. The authors concluded that underpowering to detect moderate effect sizes, too short of treatment duration (≤8 weeks) and enrolling participants with chronic stable schizophrenia contribute to the failures in CIAS trials. In a recent systemic review (14), among 87 randomized, double-blind, placebo-controlled, add-on pharmacotherapy trials in CIAS patients, only 10 trials (11.5%) required the presence of an objectively assessed cognitive deficit as part of their patient eligibility criteria, and no studies reported stratifying patients according to the presence or degree of cognitive impairment for enrollment. These results suggest that the vast majority of CIAS trials may have been underpowered due to the inclusion of cognitively “normal” patients. A healthy degree of plasticity (i.e., room to move) retained in the cognition-relevant circuitry in schizophrenia patient brains is essential to the success of treatments for CIAS. Because schizophrenia is heterogeneous in presentation and presumably in its underlying pathophysiology, it is very likely that the amount of retained meaningful plasticity differ greatly across patients, and across brain circuitries that are impacted by their diseases (15). Prospectively identifying retained plasticity in patients' cognition-relevant neural circuitries based on objective laboratory measures may be highly beneficial to identifying treatment-sensitive patient populations (15).

• Last but not the least, medication non-adherence is a major problem hampering treatment outcome in schizophrenia patients. Estimated non-adherence rates in schizophrenia are about 50%, ranging widely from 4% (observed in a study with depot neuroleptic drugs) to 72% (16). Adherence varies during the patient's course of illness; it is usually good after hospital discharge and tends to decrease with time. Several prospective studies in schizophrenia patients showed similar results that about one-third of patients were non-adherents after 6 months, and ~50% abandoned the treatment during a year (16). Key drivers of medication non-adherence in schizophrenia include lack of insight, medication beliefs, substance abuse, side effects of medications, and relapse of positive symptoms (17–19).




ROLE OF HUMAN PHARMACOLOGY MODELS IN CIAS DRUG DEVELOPMENT

Different strategies need to be implemented to address each of the root causes of the low probability of success in psychiatry drug development. Human pharmacokinetic and pharmacodynamic studies can provide evidence that a new drug is achieving adequate exposure at the site of action, fully engaging the pharmacological target and better yet exerting desired pharmacology activities, which enhances the confidence that the molecule will provide clinical benefits to patients. When properly validated, human Phase 1 pharmacokinetic and pharmacodynamic studies are powerful tools to support decision making for further development of new drug candidates.


Fundamental Pharmacokinetic and Pharmacological Principles Toward Improving Phase 2 Survival

Fundamental principles for a molecule to be effective treating a disease require: (1) achieving free drug exposure at the target site of action at a level that exceeds pharmacological potency over the desired period of time, (2) fully engaging the pharmacological target at the site of action, and (3) eliciting sufficient functional modulation of the target.

A report published by analyzing data from Phase 2 decisions for 44 programs at Pfizer found that not only were the majority of failures caused by lack of efficacy but also that in a large number of cases (43%), it was not possible to conclude whether the mechanism of actions for the molecules had been tested adequately in the Phase 2 trials (20). The analysis revealed positive correlation between the evidence of drug exposure, target binding and pharmacological activity and the program progression or termination. Among the 44 programs, 22.7% (10 out of 44) advanced to Phase 3 whereas in a subset of programs, which had demonstrated drug exposure, target binding and pharmacological activity, the success rate of advancing to Phase 3 was 57.1% (8 out of 14). In contrast, another subset, which had no evidence or only partial evidence of the three aspects, none of the programs advanced to Phase 3 (0 out of 12).

These three fundamental pharmacokinetic and pharmacological principles, i.e., proof of drug exposure, proof of target binding, and proof of pharmacological activity are termed as the “three Pillars of survival” (20). They are acknowledged in the PhRMA position paper on best practice for proof of concept (POC) studies (21), as being crucial to “achieve a good POC and reach a definitive answer regarding the utility of potential new therapeutic agents.”



Human Pharmacokinetic and Pharmacodynamic Studies to Support Decision Making in CIAS Drug Development

For a challenging indication like CIAS, it is essential that we bring biologically active new molecules into clinical POC studies and choose a dose regimen that fully test the mechanism of action of the new molecule in Phase 2 trials. Methodologies to provide evidence of the three pillars in CIAS drug development include

i. Proof of drug exposure (Pillar 1): most of the therapeutic targets for CIAS are located in the central nervous system (CNS). Direct measurement of drug concentrations in the human brain is not attainable. Cerebrospinal fluid (CSF) is often used as a surrogate compartment for the brain. Collection of CSF samples can be safely done in Phase 1 pharmacokinetic studies even in healthy volunteers. For molecules that cross the blood-brain barrier via passive diffusion without involvement of active transport mechanism, drug exposure in the blood can be a reasonable surrogate for that in the brain; protein unbound concentrations in the blood should be in equilibrium with concentrations in the brain. Non-clinical pharmacology studies in animals, in which the molecule is administered at various dose levels and drug concentrations and pharmacodynamic effects are measured, usually serve as the basis to determine the target drug exposure in humans. For example, analysis of pharmacokinetic data and pharmacodynamic effects in animals will determine a minimal time-averaged concentration (Cave) or a trough concentration (Ctrough) over a dosing interval that is associated with a significant pharmacodynamic effect, as well as the Cave or Ctrough value associated with the plateau of the pharmacodynamic effect. The determined Cave or Ctrough becomes the target drug exposure in clinical studies with adjustment of species differences in protein binding and/or binding potency to the target. It is also important to be cognizant about the translatability of animal models to human disease and not to over interpret the value of achieving a target exposure set by animal experiments in predicting clinical success.

ii. Proof of target binding (Pillar 2): for CNS targets, direct evidence of target binding is most probably obtained from in vivo occupancy measurements using positron emission tomography (PET) or radiolabeled ligands (22) in clinical pharmacokinetic and pharmacodynamic studies. Some confidence may be derived in an indirect manner if the binding properties and potency against the target are well-understood (including potential impact of species differences, polymorphisms, or other target phenotypes) combined with a high degree of confidence that adequate target exposure is being achieved (Pillar 1).

iii. Proof of pharmacological activity (Pillar 3): cognitive function tests and electroencephalogram (EEG) assessments such as auditory steady-state stimulation (ASSR), mismatch negativity (MMN), N100, P200, P300-P3b can be used to demonstrate functional activities for drug candidates in Phase 1 pharmacodynamic studies in schizophrenia patients. Selection of the specific domains in cognitive function tests and the EEG endpoints are determined based on the mechanism of actions of the drug candidate (23, 24). These pharmacodynamic studies are most often placebo-controlled with short treatment durations such as 10–14 days. For the studies to be useful informing decision making for further development of the drug candidate, it is important to establish a minimal effect size on the selected pharmacodynamic endpoint a priori, which would constitute a positive effect of the drug candidate compared to placebo. The minimal effect size should be determined taking into consideration the deficits in schizophrenia patients vs. healthy normal population, clinically meaningful improvement in the endpoints, and assay variability in the measurements. The chosen minimal effect size also influences trial sample size; the study should have adequate power to detect the minimal effect size in the endpoint.

   Functional magnetic resonance imaging (fMRI) is another established neuropharmacological functional marker for CIAS. The fMRI provides a high resolution, non-invasive methodology that enables repeated measures of brain regions activated by stimuli as well as images to assess the intercorrelations among brain regions in response to stimuli. The fMRI is often used in conjunction of cognitive and affective paradigms, which help elucidate the brain systems underlying the behavioral deficits in schizophrenia. For example, by enrolling both CIAS patients and healthy volunteer as controls in studies, contrast images using fMRI revealed reduced activation in regions involved in target and novelty processing in patients accompanied by increased activation in circuits related to elaborated stimulus processing in response to a visual oddball stimulus (25). For targets, abnormal activation was noted in regions related to ideational and visual association, and for novels patients overactivated sensory and frontal areas related to visual spatial processing and working memory (25). Abnormal activation of frontotemporal regions has been associated with more complex downstream processes (25). While fMRI can be a powerful tool for proof of pharmacology, the methodology is most often qualitative and lack the quantitation in physiologic units to support quantitative decision makings for a new drug candidate. The cost, time, and the requirement of specialty centers associated with fMRI also present a challenge to implement it in larger scale, multi-center clinical trials.

Another use of Pillar-3 biomarkers, i.e., pharmacodynamic measures of cognition-relevant brain events in response to a pharmacological stimulation can be to determine whether the brain retains a healthy degree of plasticity (i.e., room to move) in cognition-relevant circuitries. An increase in early auditory information processing (EAIP) after a single-dose challenge of memantine, an uncompetitive NMDA receptor antagonist with low-affinity but rapid on- and off blocking the receptor has been reported as such a measure in schizophrenia patients (15).




DISCUSSION

Psychiatric diseases have the lowest probability of success in clinical drug development. This presents not only an issue to address the unmet medical needs of patients, but also a hurdle for pharmaceutical and biotech industry to continue R&D in this disease area. Despite the huge unmet needs to treat cognitive impairment as a core feature of schizophrenia, no effective drugs for treating CIAS have been approved.

Fundamental pharmacokinetic and pharmacodynamic principles provide an understanding of the drug exposure, target binding, and pharmacological activity at the target site of action for a new drug candidate. Historical data demonstrated that collectively these principles determine the likelihood of testing the mechanism of action and enhancing the likelihood of candidate survival in Phase 2 clinical development, therefore, they are dubbed as the “three pillars of survival.” For a challenging disease like CIAS, it is essential that we bring biologically active new molecules into clinical POC studies and choose a dose regimen that fully test the mechanism of actions in Phase 2 trials. Human Phase 1 pharmacokinetic and pharmacodynamic studies provide evidence of the three pillars. Cognitive function tests and electroencephalogram (EEG) assessments in schizophrenia patients are invaluable tools for proof of pharmacology for CIAS. For the studies to be useful to support decision making, it is important to establish a minimal effect size on the pharmacodynamic endpoint a priori, which would constitute a positive effect of drug candidate compared to placebo.

One distinction to make is that proof of pharmacology is not necessarily prediction of clinical efficacy. The pharmacodynamic endpoints used in Phase 1 studies such as psychomotor function, attention, working memory and executive function in the cognitive battery test, or ASSR, MMN, N100, P200, P300-P3b in EEG assessments are functional measures. However, they are not necessarily correlated or predictive of the ultimate, composite clinical endpoint used in Phase 2 CIAS trials such as the Measurement and Treatment Research to Improve Cognition in Schizophrenia (MATRICS) Consensus Cognitive Battery (MCCB). Whether or not a POC study will succeed also depends on how the pharmacological target of the drug candidate is manifested in the complex disease pathophysiology, the choice of POC patient population, statistical power of the study, and medication adherence of trial participants. Nevertheless, Phase 1 human pharmacokinetic and pharmacodynamic studies can provide evidence of the three pillars and ensure that a pharmacological active regimen will be tested in the POC study. Pharmacodynamic measures of cognition-relevant brain events in response to a pharmacological stimulation such as a gain in EAIP after an acute memantine challenge may also be used to identify schizophrenia patients who have retained a healthy degree of plasticity (i.e., room to move) in their brain circuitries, which is likely essential for an intervention to success in CIAS (15).
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Deficits in mismatch negativity (MMN) generation are among the best-established biomarkers for cognitive dysfunction in schizophrenia and predict conversion to schizophrenia (Sz) among individuals at symptomatic clinical high risk (CHR). Impairments in MMN index dysfunction at both subcortical and cortical components of the early auditory system. To date, the large majority of studies have been conducted using deviants that differ from preceding standards in either tonal frequency (pitch) or duration. By contrast, MMN to sound location deviation has been studied to only a limited degree in Sz and has not previously been examined in CHR populations. Here, we evaluated location MMN across Sz and CHR using an optimized, multi-deviant pattern that included a location-deviant, as defined using interaural time delay (ITD) stimuli along with pitch, duration, frequency modulation (FM) and intensity deviants in a sample of 42 Sz, 33 CHR and 28 healthy control (HC) subjects. In addition, we obtained resting state functional connectivity (rsfMRI) on CHR subjects. Sz showed impaired MMN performance across all deviant types, along with strong correlation between MMN deficits and impaired neurocognitive function. In this sample of largely non-converting CHR subjects, no deficits were observed in either pitch or duration MMN. By contrast, CHR subjects showed significant impairments in location MMN generation particularly over right hemisphere and significant correlation between impaired location MMN and negative symptoms including deterioration of role function. In addition, significant correlations were observed between location MMN and rsfMRI involving brainstem circuits. In general, location detection using ITD stimuli depends upon precise processing within midbrain regions and provides a rapid and robust reorientation of attention. Present findings reinforce the utility of MMN as a pre-attentive index of auditory cognitive dysfunction in Sz and suggest that location MMN may index brain circuits distinct from those indexed by other deviant types.

Keywords: auditory event-related potentials, mismatch negativity, location deviant, schizophrenia, clinical high-risk, fMRI, functional connectivity, auditory event related potential


INTRODUCTION

Deficits in early sensory processing represent a critical component of schizophrenia and contribute directly to poor functional outcome. For example, in the visual system, functional deficits starting in retina and involving primarily the magnocellular visual system contribute to impaired perceptual closure, face emotion recognition and reading ability. In the auditory system, deficits in the ability to process low-level sensory information such as pitch and duration correlate with impaired prosodic processing and social cognition. In addition to providing key targets for intervention, sensory-level deficits may also be useful for probing basic neurophysiological processes underlying symptom generation and impaired cognitive function in schizophrenia [rev. in (1, 2)].

Thus, for example, recent studies have shown that in the visual system, differential patterns of sensory event-related potentials (ERP) may differentiate between schizophrenia (Sz) and autism-spectrum disorder (ASD) subjects (3), and, in Sz, motion processing deficits may be present even prior to disease onset (4). In the auditory system, mismatch negativity (MMN) has proven among the most effective tools both for analyzing neurophysiological mechanisms underlying impaired auditory function in Sz and for early detection of individuals at clinical high-risk (CHR) for Sz. MMN is elicited by simple auditory stimuli that differ physically or conceptually from preceding repetitive standards [rev. in (5)].

Deficits in MMN in schizophrenia were first demonstrated ~30 years ago to simple duration and pitch deviant stimuli and have been replicated extensively since that time with a mean effect-size of 0.65 sd units across studies (6). Moreover, deficits correlate strongly with impaired cognitive function and negative symptoms, which, in turn, predict impaired functional outcome (7). Primary generators for MMN are localized to supratemporal auditory cortex, leading to a characteristic scalp distribution with maximal amplitude over the frontocentral scalp and inversion of polarity at electrodes below the orientation of superior temporal plane.

Deficits in MMN generation in Sz are associated with impaired activation of superior temporal auditory cortex as reflected in both ERP source localization (8, 9) and fMRI (10, 11) studies, as well as reduced activation of subcortical regions such as inferior colliculus and thalamus (12). During MMN paradigms, activation is also observed within prefrontal cortex and a salience network that includes insula and anterior cingulate cortex (9, 11, 13). By contrast, MMN is associated with de-activation of visual and dorsal attention systems (11). In resting state functional connectivity (rsFC) fMRI analyses, MMN deficits correlate with reduced rsFC both within auditory regions, and between auditory cortex and somato-motor, dorsal attention, ventral attention and default networks (14), as defined using a 7-network parcellation scheme (15). The present study performs similar rsFC analyses using a more recently developed network parcellation approach (16). We combined this with a subcortical volumetric parcellation from FreeSurfer (17, 18) that includes separate regions of interest (ROIs) for brainstem and thalamus.

Sz-like deficits in MMN generation are induced by N-methyl-D-aspartate receptor (NMDAR) antagonists such as ketamine across rodent (19), monkey (20, 21) and human (22) models, supporting translational use of MMN in support of glutamatergic models of Sz. As opposed to alternative biomarkers such as the auditory steady-state response that are reflected primarily in alteration of high-(gamma) frequency oscillations and reflect dysfunction primarily of parvalbumin (PV) interneuron-related circuits, MMN generation is associated with alterations primarily in theta frequency responses across species, suggesting primary involvement of somatostatin (SOM) interneurons (21, 23).

Within the context of an overall reduction in MMN in Sz, differential impairments and correlation patterns may be observed across MMN types. Thus, whereas deficits in duration MMN are observed across Sz populations generally, frequency MMN deficits appear to index a subgroup of poor outcome patients with neurophysiological abnormalities extending even into subcortical components of the auditory pathway such as medial geniculate nucleus (MGN) or inferior colliculus (IC) (12, 14, 24). The poorer outcome of individuals with frequency+duration vs. duration MMN alone deficits may reflect the critical role that pitch discrimination plays in daily life, such as detection of emotion or attitude based on tone of voice (2, 25–28) or phonetic aspects of reading (29). In general, MMN deficits are similar to or smaller than complex vs. simple deviants (6), supporting the importance of bottom-up mechanisms.

To date, an extensive literature has accumulated regarding MMN to pitch and duration deviants in both Sz and CHR patients relative to healthy controls (HC). By contrast, less information is available regarding other low-level deviant types, in particular, location MMN. As with other low-level auditory features, infrequent deviation in stimulus location elicits an MMN that is maximal over frontocentral scalp, suggesting generators located in posterior STG (30–32) and that increases progressively within increasing stimulus deviance (33).

In general, horizontal sound localization in space relies on two sets of binaural cues: first, the differences in the time of arrival at the two ears, termed interaural time difference (ITD) or the closely related interaural phase difference (IPD), and second, the difference in intensity between the sound arriving at the two ears, which is termed either interaural level (ILD) or intensity (IID) difference. The location MMN system appears sensitive to both sets of localization cues, which are processed in parallel (34). A consistent additional finding is that location MMN has a shorter latency relative to other deviant types (35), consistent with ultrafast processing of stimulus location within subcortical auditory structures so that initial location deviance is observed as early as 20 ms following stimulation (36).

To date, a limited number of studies have investigated localization ability and location MMN generation in Sz (37, 38). In two prior studies, we have observed intercorrelations between impaired localization ability and severity of both thought disorder and auditory verbal hallucinations (AVH), such that severity of AVH correlated with paradoxically preserved MMN to right hemifield stimuli and severity of thought disorder correlated significantly with impaired spatial location ability to right hemifield stimuli (39, 40). However, to our knowledge, integrity of location MMN has not been previously investigated in CHR individuals. Spatial processing plays an important but largely unconscious role in everyday life. For example, spatial separation is one of the primary mechanisms by which individuals identify “objects” in space and differentiate information coming from a single source vs. background (33). Here, we investigated location MMN generation relative to that induced by other deviant types in independent groups of Sz and CHR subjects, using ITD-stimuli to simulate Left-going and Right-going stimuli relative to a central location.

Based upon our prior studies, we hypothesized that location MMN generation would be impaired in Sz and that impairments would correlate with severity of thought disorder and AVH. In CHR, we hypothesized that MMN amplitude would be reduced as well and would correlate with overall function. Key additional questions were to investigate (1) the spectral properties of location MMN relative to other MMN types using time-frequency (TF) analyses; and (2) the degree to which inclusion of location deviants within a multi-deviant paradigm affects the overall pattern of result. Finally, in general, standards within the MMN paradigm are analyzed to only a limited degree, but we have recently demonstrated impaired generation in Sz using TF analyses. Here, we investigated integrity of standard processing in CHR as well.



METHODS


Participants

This study included patients with schizophrenia who met DSM-5 criteria (N = 42), CHR (N = 34) who were diagnosed with the Structured Interview for Psychosis-Risk Syndromes, and age-matched healthy volunteers (N = 28). The clinical population was recruited from New York State Psychiatric Institute at Columbia University and the Nathan Kline Institute for Psychiatric Research. The healthy controls (HCs) were recruited from the surrounding communities. The study was approved by the institutional review boards of the respective institutes, and written informed consent was obtained from all study subjects. Individuals with organic brain disorders, IQ < 70, past drug or alcohol dependence, current drug or alcohol abuse, or hearing/vision impairments were excluded. Additionally, attenuated psychosis symptoms could not occur solely in the context of substance use or withdrawal or be better accounted for by another disorder including a medical condition known to affect the CNS. Of the 21 CHR subjects who completed 2-yr follow-up, 3 converted to Sz within the time frame of the study (14.7%), while others remain within the follow up period (n = 10). Thirteen of the CHR subjects were receiving low-dose antipsychotic medication at the time of testing.



Symptoms and Neuropsychological Measures

Psychiatric symptoms were evaluated using the Positive and Negative Syndrome Scale (PANSS). Attenuated psychosis symptoms were assessed using the Scale of Prodromal Symptoms. General neuropsychological function was assessed with the MATRICS (Measurement and Treatment Research to Improve Cognition in Schizophrenia) Consensus Cognitive Battery (MCCB) (see Table 1).


Table 1. Demographics.
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Data Acquisition and Analysis Procedure
 
Stimuli and Task

Auditory stimuli consisted of a sequence of tones presented in random order with a stimulus onset asynchrony (SOA) of 500 ms. Standard stimuli (45% sequential probability) were harmonic tones composed of three superimposed sinusoids (500, 1,000, and 1,500 Hz) 100 ms in duration with 5-ms rise/fall time presented at ~85 dB.

Six deviants were used i.e., pitch, duration and intensity (10% probability each) were 10% higher in pitch, 50 ms longer in duration, 45% lower in intensity, respectively, and frequency modulated (at 2 Hz with modulation index of 300) deviant (10% probability). All the above tones were presented binaurally with apparent location in the center midline. Two location deviants were included (7.5% probability each) that gave the percept of stimulus movement to the left vs. right hemifield based on an interaural delay time of 700 μs between ears in the appropriate direction. Seven runs of 5 min each (600 stimuli/run) were presented as the subjects listened to the tones while watching a silent movie as a distractor.



EEG Data Acquisition and Analysis

Continuous EEG was acquired through Brain Vision Brainamp MR Plus amplifier system using 64 scalp electrodes (10-10 system), impedances <5 kΩ, referenced to the FCz electrode, bandpass filtered from 0.05 to 100 Hz, and digitized at 500 Hz. Data were re-referenced to linked-mastoid reference and analyzed offline using MATLAB software, version 2017a (MathWorks) and EEGLAB, ERPLAB toolboxes. An independent component analysis (ICA) was performed for removal of blink-related artifacts. Epochs of 1,000 ms prior to the onset of each stimulus to 1,000 ms post stimulus were derived. Epochs with amplitudes exceeding ±100 μV at any electrode were also excluded. On average, 14% of trials were excluded in the schizophrenia group, 24% in the CHR group and 19% in the control group.

ERPs were obtained by time locking to the onset of all stimuli and averaging across trials baselined from −300 to 0 ms, using a notch filter at 60 Hz, a high pass filter at 0.1 Hz, and a low pass filter at 80 Hz. Time-frequency (TF) evoked amplitude measures were obtained by convolving the time-domain averaged event-related potentials with five-cycle Morlet wavelets over the entire 2,000-ms window of the epochs. TF data were derived at each time point for a frequency range of 0.5–50 Hz at 1 Hz increments. Likewise, single-trial TF transformations were derived to compute baseline-corrected single-trial power and inter-trial phase locking (ITPL/ITC). ITC reflects the consistency of spectral response across repeated trials ranging from 0 (no consistency) to 1 (perfect consistency). In general, changes in ITC in the absence of alterations in spectral power are thought to reflect stimulus induced phase reset of ongoing oscillatory activity. Three scalp ROIs namely frontocentral (F1, Fz, F2, FC1, FC2), left hemisphere (FC5, FC3, C5, C3) and right hemisphere (FC4, FC6, C4, C6) were derived by averaging the signal from electrodes in each ROI. The frequency ranges of interest were derived by averaging the TF data within each frequency range as theta 4–8 Hz, alpha 8–12 Hz, and beta 12–24 Hz.




Resting State Functional Connectivity

Resting state fMRI data were obtained for CHR subjects only as part of a larger study.


fMRI Acquisition and Preprocessing

Twenty-three CHRs underwent anatomical and Resting-State fMRI (RS-fMRI) scans. Two to four resting state scans were collected on a 3T GE Scanner for each participant. Each of the two to four scans lasted 5 min and 30 s. Structural T1 and T2 (0.8 mm isotropic), multiband (MB) fMRI (2 mm isotropic, TR = 900 ms, MB factor 6), and distortion correction scans (B0 fieldmaps) were acquired as required for use with the Human Connectome Project (HCP) processing pipelines. The HCP pipeline performs standard preprocessing procedures (alignment to individual's anatomical data, movement correction, distortion correction, and atlas alignment), along with surface-based extraction and surface atlas alignment of gray matter voxels to improve co-registration of functional maps between individuals and with standard surface atlases (41).



fMRI Analysis

Regions of interest (ROIs) were based on the atlas by Gordon et al. (16) that parcellates the cortical surface using resting state functional connectivity (rsFC) data. We merged all parcels belonging to the same network into single ROIs so that each ROI represented one network. We also included volumetric subcortical parcels used in segmentation procedures in FreeSurfer (17, 18). We analyzed twelve cortical networks along with subcortical thalamus and brainstem regions.

Standard post-processing procedures adapted from Power et al. were used to minimize movement-related artifacts (42) with details described in a prior study (43), with a framewise displacement (FD) threshold of 0.2 mm for frame censoring. Resting state functional connectivity analyses were then performed by correlating the cleaned time-course of each ROI-pair (Pearson's correlations) within each participant.




Statistical Analyses

Primary between-group comparisons were analyzed using repeated measures analysis of variance. For Sz, all controls were used as comparison. For CHR analyses, only HC who fell within the predefined age range of the CHR subjects (13–30 yo) were included in the control group.

Between-group analyses were conducted on time-domain ERP measures using univariate or repeated measures ANOVA with group and sex as factors and site and age as covariates where appropriate. For each significant between-group effect, evoked-power analyses were then used to assess TF content of the component, and source of the between-group difference. Finally, single-trial analyses were used to assess the relative contribution of ITC and power to the evoked power differences.

Correlational analyses assessed the interrelationship between location MMN and symptoms in both Sz and CHR populations using univariate correlations. Within the CHR group, correlations with network rsFC measures were assessed using multivariate stepwise regression across cortical and subcortical regions. Correlation strength was evaluated based on partial correlation (rp) between dependent and independent variables.




RESULTS


Location MMN

Location of MMN was maximal over frontocentral scalp, with latency of 112 ms across groups (Figure 1A). Overall amplitude of location MMN over the fronto-central scalp was significantly different across groups (F(2, 99) = 7.89, p = 0.001), with significant deficits for Sz (F(1, 67)=17.3, p < 0.0001, d = 1.1) and CHR (F(1, 46) = 4.59, p = 0.037, d = 0.63) groups independently (Figure 1B). The between-group difference remained strongly significant even following control for age, sex and study site (F(2, 93) = 8.19, p = 0.001). No significant effects were observed for age (p = 0.48), sex (p = 0.1) or site (p = 0.62), or for interactions among these measures.
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FIGURE 1. Event-related potential (ERP) difference waves to location deviants across healthy controls (HC), Clinical High Risk (CHR) and Schizophrenia (Sz). (A) Time-domain waveforms by group. The peak latency window is shown in yellow. (B) Mean amplitudes (± sem) and scalp topographies by group. (C) Correlation between location MMN and conceptual disorganization in Sz patients. (D,E) Correlation between SOPS Negative Symptom factor and Deterioration of Role Function item in CHR.


When analyses were performed by direction using combined left and right ROIs, there was again a highly significant difference across groups (F(2, 99) = 7.93, p = 0.001). Neither the main effect of direction (F(1, 99) = 1.95, p = 0.17) nor direction X group interactions (F(2, 99) = 0.23, p = 0.8) were significant.


Correlation With Symptoms and Neuropsychological Function

As predicted, in Sz (n = 37), amplitude of location MMN over right hemisphere correlated with severity of conceptual disorganization (r = 0.38, p = 0.022) (Figure 1C). In addition, significant correlations were observed with PANSS Total symptoms (r = 0.33, r = 0.049), Somatic concern (r = 0.47, p = 0.003), Delusions (r = 0.35, p = 0.036), Passive/Apathetic social withdrawal (r = 0.39, p = 0.019) and Preoccupation (r = 0.38, p = 0.022).

In CHR (n = 31), amplitude of location MMN over right hemisphere correlated significantly with Negative (r = 0.46, p = 0.009) (Figure 1D) and General (r = 0.45, p = 0.012) factor scores along with the specific symptoms within the Negative factor of Deterioration in Role Function (r = 0.46, p = 0.009) (Figure 1E), Decreased Experience of Emotion and Self (r = 0.40, p = 0.024), Social Isolation (r = 0.44, p = 0.013), and Avolition (r = 0.43, p = 0.017); and specific symptoms within the General factor of Dysphoric Mood (r = 0.53, p = 0.003) and Impaired Tolerance to Normal Stress (r = 0.43, p = 0.015).



Correlation With Cognition

In Sz (n = 24) impaired location MMN generation over right hemisphere correlated significantly with reduced MCCB total score (r = −0.56, p = 0.004) as well as Speed of Processing (r = −0.51, p = 0.011), Verbal Learning (r = −0.51, p = 0.01), Working Memory (r = −0.45, p = 0.027) and Visual Learning (r = −0.54, p = 0.007). No significant correlations were observed in CHR subjects.



Time-Frequency

In evoked power analyses, location MMN was associated with activity in both the alpha and theta frequency ranges (Figure 2A). Alpha activity was limited to the 55–125 ms range and was concentrated at frontocentral electrodes. Evoked alpha power differed significantly across groups (F(2, 99) = 3.91, p = 0.023) (Figure 2B), whereas evoked theta power did not (F(2, 99) = 0.67, p = 0.6) (Figure 2C). Furthermore, in ANCOVA, amplitude of MMN covaried significantly with amplitude of evoked alpha power (F(2, 97) = 5.94, p = 0.004) but not evoked theta power (F(2, 97) = 0.003, p = 0.96) above effects of group.
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FIGURE 2. Time-frequency (TF) analysis of location MMN deficits. (A) TF plots of location MMN by group. Box region shows alpha response interval. Inset: Scalp topographies with the alpha integration window. (B) Alpha-band evoked power by group over time for standards, deviants and mismatch difference wave. (C) Theta-band evoked response. *p < 0.05; **p < 0.01.


In single trial analyses, deficits in alpha ITC were also significantly different between groups (F(2, 99) = 3.62, p = 0.03) and covaried strongly with deficits in location MMN (F(1, 97) = 379.7, p < 0.0001) over and above the effect of group. Once the ITC deficits were taken into account, the between-group difference in evoked power was no longer significant (F(2, 97) = 0.35, p = 0.7). No significant differences were observed for changes in total power (F(2, 99) = 2.33, p = 0.1), and total power did not co-vary significantly with evoked power (F(1, 97) = 1.13, p = 0.29). By contrast to alterations in alpha-related activity, no significant difference was observed in theta evoked power across groups (F(2, 99) = 0.57, p = 0.6).




Other MMN

In addition to location MMN, we incorporated pitch, duration, intensity, and FM deviants into the multi-deviant sequence (Figure 3). Across all deviants, there was a significant main effect of group (F(2, 99) = 4.78, p = 0.01) that remained significant when analyses were controlled for age, sex and study site (F(2, 93) = 4.36, p = 0.015). The effect of deviant type was highly significant (F(3, 97) = 110.7, p < 0.0001) but it did not interact significantly with group (F(6, 196) = 1.53, p = 0.1). In pairwise tests, the reductions were significant for Sz vs. HC (F(1, 67) = 7.85, p = 0.007, d = 0.68) whereas the difference between CHR and similar-age HC was not significant (F(1, 46) = 0.17, p = 0.7, d = 0.12).
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FIGURE 3. Event-related potential (ERP) difference wave to Pitch (A), Duration (B), Frequency modulation (FM) (C), and Intensity (D) deviants by group. The peak latency window is shown by yellow shading. Scalp topographies are show by group for each deviant type within the peak window.


When the deviant types were analyzed independently, we observed significant differences between Sz and HC for frequency (F(1, 67) = 10.1, p = 0.002, d = 0.78), FM (F(1, 67) = 6.93, p = 0.011, d = 0.64) and duration (F(1, 67) = 4.47, p = 0.038, d = 0.52) deviants, whereas the difference in intensity MMN was not statistically reliable (F(1, 67) = 0.93, p = 0.34, d = 0.23).


Correlation With Symptoms

For Sz subjects, no correlation with symptoms was observed. For CHR, the mean MMN amplitude across the 4 deviant types (pitch, duration, intensity, FM) correlated with the severity of the Negative symptom factor score (r = 0.41, p = 0.023), especially Deterioration in Role Function (r = 0.47, p = 0.008), Decreased Expression of Emotion (r = 0.41, p = 0.02) and Avolition (r = 0.37, p = 0.04). However, these correlations were not significant for any of the MMN types independently.



Correlation With Cognition

For Sz subjects, impaired MMN generation to non-location deviants as a group correlated with reduced MCCB total score across domains (r = −0.56, p = 0.005) as well as Speed of Processing (r = −0.63, p = 0.001), Verbal learning (r = −0.52, p = 0.009) and Working Memory (r = −0.44, p = 0.033). Significant correlations were observed between MCCB total score and duration (r = −0.50, p = 0.014), intensity (r = −0.49, p = 0.015), and FM (r = −0.53, p = 0.008) deviants independently, although not for pitch deviants (r = −0.18, p = 0.41). Deficits in tone matching (n = 30) correlated specifically with impaired pitch MMN (r = −0.38, p = 0.037), but not to other MMN types. In CHR subjects (n = 17), no significant correlations with cognitive function were observed.




Standard

Response to standard stimuli (Figures 4A,B) was significantly different across groups (F(2, 99) = 9.98, p < 0.0001). The differences between Sz and HC subjects were also statistically reliable (F(1, 67) = 4.79, p = 0.032). By contrast, no significant difference was observed for amplitude of the response to standards between CHR and similar-age controls (F(1, 46) = 0.40, p = 0.53).
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FIGURE 4. Response to standards. (A) ERP waveforms and scalp topographies by group. (B) Mean amplitude across each and late peaks. (C) Time-frequency (TF) plots. (D–F) Alpha-band responses over time for evoked power (D), Intertrial coherence (ITC) (E), and total power (F). *p < 0.05; **p < 0.01.


In TF analyses, the response to standards fell primarily within the alpha frequency range and was characterized by an initial increase during the 50–250 ms range followed by a suppression during the 350–450 ms range (Figure 4C). The magnitude of the initial increase (110–180 ms) was significantly different across groups (F(2, 99) = 5.94, p = 0.004), and for Sz vs. HC independently (F(1, 67) = 8.77, p = 0.004) (Figure 4D). Similarly, alpha ITC differed significantly across groups (F(2, 99) = 10.1, p < 0.001) (Figure 4E) whereas single-trial alpha power was not significantly different (F(2, 99) = 0.78, p = 0.46) (Figure 4F).

No significant correlations with symptoms were observed for either the Sz or CHR groups.



MMN Latencies

As opposed to MMN amplitudes, no significant differences were observed in MMN latencies across groups either across deviant types (F(2, 99) = 0.44, p = 0.65) or for any of the deviant types independently (all p > 0.2) (Table 2). As expected, there was a highly significant latency variation by deviant type (F(4, 96) = 85.4, p < 0.0001) but no significant interaction with group (F(8, 192) = 147, p = 0.17). The order of latencies was location < pitch < FM < duration < intensity, with significant differences between in repeated contrast testing (all p < 0.001).


Table 2. ERP latencies.
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rsFC Analyses

rsFC data were available for CHR patients only. Correlational analyses were performed using a pre-specified network-based parcellation approachh (16, 44) (Figure 5A).
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FIGURE 5. Correlation between MMN and resting-state functional connectivity (rsFC) networks. (A) Network maps from (16). (B) Correlation between mean MMN to location deviants and rsFC between networks shown in inset. (C) Correlation between mean MMN to non-location deviants and rsFC between networks shown in inset.


For location MMN (Figure 5B), the primary negative correlations were between the Brainstem ROI and the Dorsal Attention system (rp = 0.86, p < 0.0001), whereas positive correlations were observed between MMN and connectivity between Brainstem and both the Visual (rp = 0.57, p = 0.016) and Ventral Attention (rp = 0.85, p < 0.0001) systems. The overall model explained 78.5% of the variance (adj R2 = 0.785, p < 0.0001).

For combined MMN to non-location deviants (pitch, duration, FM, intensity) (Figure 5C) increased (i.e., more negative) MMN amplitude correlated significantly with increased rsFC between auditory and motor cortex (rp = −0.57, p = 0.011), as well as between Medial Parietal and Default networks (rp = 0.83, p < 0.0001). By contrast, an inverse relationship was observed between MMN amplitude and rsFC between Visual and Salience (rp = 0.64, p = 0.003), Dorsal-Attention and Motor (rp = 0.71, p = 0.001); and Parieto-Occipital and Default (rp = 0.58, p = 0.01) networks. The overall model explained 80.8% of the variance (adj R2 = 0.808, p < 0.0001).



Control Analyses

No significant correlations were observed with medication dose (CPZ equivalents) for any measure.




DISCUSSION

Deficits in MMN generation are among the most consistently observed neurophysiological abnormalities associated with Sz. They are also among the strongest predictors for conversion to psychosis among CHR. MMN is elicited by deviation in any of a number of physical or conceptual features, which are processed at varying levels of the neuro-axis from brainstem to secondary auditory regions [rev. in (5)].

In Sz and CHR, the vast majority of studies have been performed using pitch and duration deviants, which are easiest to generate and manipulate parametrically, and which show subtle differences in terms of sensitivity to patient type (6, 45). Here, we additionally evaluated integrity of location MMN generation, which has been studied in only a few prior Sz studies (37, 38, 40), and has not previously been investigated in CHR. As observed here (Table 2), location MMN has shorter onset latency than other deviant types, suggesting deviance detection even within subcortical components of the central auditory pathway. Consistent with this, changes in location are also more distracting than changes in other stimulus features (46).

Here, we confirmed prior findings of impaired location MMN generation in Sz, as well as our prior finding of association between localization impairment and severity of cognitive symptoms, especially conceptual disorganization. In addition, we demonstrate deficits in location MMN even among subjects who did not progress to Sz. In these subjects, deficits correlated highly with negative symptoms and particularly with deterioration in function, suggesting that location MMN may be sensitive to degenerative neural processes that predate illness onset and contribute to impaired function even in non-converting CHR subjects. The present study has potential etiological implications both for the CHR state and for individuals with existing psychosis.


CHR

The initial studies of MMN in CHR individuals were first reported ~15 yrs ago (47), and multiple confirmation studies have been published over the past decade [e.g., (48–50)]. A meta-analysis performed in 2015 found mean effect sizes of d = 0.71 and d = 0.32 for duration and frequency MMN in CHR overall, but suggested that deficits may be driven primarily by the subgroup of patients who are truly prodromal for Sz (i.e., progress to psychosis) vs. those who meet APS criteria but do not develop full symptoms (51). Thus, a second meta-analysis observed an effect size deficit of d = 0.79 in converters, but only 0.17 in non-converters (52).

Since then, additional studies have been performed. For example, Atkinson et al. (53), performed a study in a large sample of 80 ultra high-risk individuals vs. 58 control subjects and did not observe between-group differences. Similarly, Hirt et al., (54) found no difference in duration and frequency MMN in at-risk individuals, despite significant MMN deficits in both early and late stage Sz. In general, the effect size deficit that we observed to the mean of “other” MMN (frequency, duration, intensity, FM), d = 0.12, is similar to the values observed in prior studies for APS individuals who were false, rather than true, prodromes for Sz.

Against this background, our present findings of significantly reduced location MMN (d = 0.63) even in a group of CHR subjects with a low conversion rate suggests that it may be differentially affected in CHR individuals relative to other forms of MMN, and thus may provide complementary information especially regarding causes of poor function even in non-converters. Indeed, deficits correlated highly with Negative symptoms (p = 0.006) and Deterioration of Role Function (p = 0.005) across the CHR state. These are important components of the CHR state independent of eventual conversion. To the extent that this finding can be replicated in larger studies, it argues for increased use during screening and increased etiological investigation into underlying mechanisms.

Consistent with the present study, a recent study also evaluated the P1 response to standards as part of a larger study on MMN (55). A small effect-size reduction (d = 0.1) was observed in true prodromes, whereas no significant deficits were found even in symptomatic non-converting subjects. In the present study, mean P1 amplitude was not significantly different across groups.



Sz

As in CHR, the large majority of MMN studies in Sz have been performed with pitch and duration deviants. Deficits are found consistently in Sz (6) and correlate substantially with functional outcome and negative symptoms (7, 56). However, correlational effects have been of relatively small effect size (r = 0.2–0.3) and significant primarily due to the large sample sizes used in the prior studies.

Here, we report a moderate correlation (r = 0.46) for location MMN collapsed across deviant locations with PANSS derived Cognitive symptoms, especially conceptual disorganization. By contrast, the correlation between other deviant types and the Cognitive factor score of the PANSS was more modest and was not statistically significant in this sample (avg r = 0.28, p = 0.18). Nevertheless, larger samples are needed to directly compare effect-sizes across deviant types.



Location MMN

MMN, in general, depends upon a process in which the auditory system maintains a short-duration (10–20 s) mnemonic template against which subsequent stimuli are compared. Detection of an acoustic violation (“mismatch”) between the template and the physical or conceptual features of the most recent stimulus triggers a neural mismatch process leading to enhanced current flow through open, unblocked NMDAR. This process of detecting a mismatch between the template and the incoming stimulus has increasingly been termed “prediction error.” However, it has become increasingly clear over recent years that such deviances may occur at multiple levels of the neuroaxis, depending upon the specific features involved.

Thus, for example, processes related to detection of frequency deviation may occur as early as 50 ms and may involve change detection within subcortical auditory structures including inferior colliculus (IC) and medial geniculate nucleus (MGN) (57). In Sz, MMN-related activation deficits are observed across all levels of the auditory system including IC, MGN, auditory and prefrontal cortex. Moreover, path analyses suggested that deficits propagated in a feed-forward fashion from subcortical to cortical nodes of the network (12), supporting bottom-up models of impaired MMN generation in Sz.

Against this backdrop, location is processed extremely early within the auditory pathway, and depends upon computations within midbrain auditory nuclei including the trapezoid body and the medial and lateral divisions of the superior olivary complex (MSO, LSO). This is especially true for computation ITD, which depends upon detection of extremely small delays on the order of 100–1,000 μs (58). These computations, which occur within the MSO, depend upon a unique computational circuit involving fast excitatory glutamatergic neurotransmission, mediated at GluA4-type AMPA receptors, and fast local inhibitory processes mediated at strychnine-sensitive glycine receptors. In parallel, ILD differences are computed primarily in the LSO (59). Together, MSO and LSO provide primary input into IC, which further integrates location and frequency information (58, 59). Consistent with this early computation, location MMN latency is significantly shorter than that of other deviant types (35, 36), as observed here. Moreover, we have observed that location MMN reflected activity primarily in the alpha, rather than theta, frequency range, and thus may represent involvement primarily of auditory thalamocortical projections (14).

There are also unique features related to location MMN processing at the cortical level. In the majority of mammals, including non-human primates, spatial localization is processed bilaterally by auditory cortex, such that each hemisphere processes sound coming from the opposite hemifield (60). In humans, spatial deviance-related activity is observed to location deviants within the medial superior temporal plane bilaterally (31). By contrast, because left auditory regions have been recruited in support of language processing, behavioral sound localization in humans is processed primarily by right auditory cortex, and is affected selectively by right-sided auditory lesions (61, 62). Thus, at the cortical level, impaired localization ability in Sz may selectively index right auditory dysfunction.

Integrity of location MMN has been studied in Sz to only a limited degree. An initial study of location MMN generation in Sz explored both ITD and ILD contributions, using stimuli that differed between ears by 700 μs or 16 dB, respectively. Both MMN and behavioral localization deficits were observed only with the ITD rather than the ILD cue (37). Furthermore, MMN deficits correlated with impaired ability to differentiate “signal” and “noise” sources in space (63), supporting behavioral relevance. A more recent study, however, found no significant MMN deficit to 800 μs ITD deviants in Sz when these were intermixed with other deviants in an optimal, multi-feature paradigm. However, the study also did not find deficits in other MMN types (38).

We have previously investigated localization ability in Sz in two prior studies. In the first (39), we found a deficit to location deviants overall, but more pronounced to Left-going deviants especially at intermediate locations (−30 to −45 degrees). In a follow-up study (40), we again observed impaired localization ability along with a significant correlation between positive thought disorder and localization ability within the Right hemi-field. We also observed reduced MMN amplitude overall as well as to Left hemifield deviants independently. In addition, we again observed impaired localization ability along with a significant correlation between positive thought disorder and localization ability within the Right hemi-field. AVH severity was associated with relatively preserved location MMN amplitude to deviant stimuli presented in the Right hemifield relative to a midline standard, even in the face of deficits to stimuli presented within the Left hemifield.

Here, with stimuli that were easier to administer but provided a less precise spatial percept, we found deficits most prominently across both directions and both left and right scalp regions (main effect p < 0.0001), but nevertheless did observe a significant 3-way group X direction X hemisphere interaction (p < 0.05), with larger deficits for Left-going (p < 0.0001) than Right-going (p < 0.003) deviants. Overall, however, much of the inner structure of the location MMN information was lost using simulated vs. free-field presentation of local deviance, suggesting need for complementary utilization of the two approaches.

In the present study, we observed a significant correlation between thought disorder as reflected in the conceptual disorganization item of the PANSS but did not observe a significant correlation between severity of AVH and MMN generation. A key reason may be that the use of ITD stimuli does not give an exact location percept. In our prior study, correlations to MMN were only observed over extreme right hemi-field locations (60, 90°). In the present study, ITD-based stimuli were experienced as coming vaguely from Left or Right hemi-fields but not from a specific location. In addition, in the present study we used the PANSS, which only has a single item for hallucinations across modalities, as opposed to the SAPS, which has auditory-specific items (40).

Interestingly, we observed strong correlation between impaired location MMN and Negative symptoms in CHR, including deterioration in role function, social isolation and decreased experience of emotion, along with dysphoric mood. A similar, but somewhat weaker pattern was observed in schizophrenia, where significant correlations were observed with somatic concern, and passive/apathetic social withdrawal. As compared to other types of stimulus change, changes in stimulus location are processed more rapidly and are more salient than other types of stimulus change (35, 46), suggesting that they play an important role in automatic allocation of attention to salient features of the environment.



rsFC

In fMRI studies, activation deficits during MMN paradigms are observed in both cortical (10, 11) and subcortical (12) regions, as are deficits in MMN-related visual suppression (11). In addition, deficits are associated with impaired functional connectivity involving auditory, dorsal attention, visual attention, and salience networks (11, 14). To our knowledge, this is the first study to evaluate the interrelationship between MMN generation and internetwork rsFC in CHR subjects as well as the first to evaluate rsFC patterns associated with location MMN.

For location deviants, consistent with a presumed role of MSO in ITD processing, we observed significant correlations involving brainstem regions with larger MMN correlating to increased rsFC between Brainstem and the Dorsal Attention system, but decreased rsFC to Visual and Ventral Attention systems. A limitation of our analyses is that the brainstem ROI was designed for brain parcellation. Our brainstem ROI is not optimized for midbrain nuclei such as superior olive. These correlations nevertheless encourage further investigation of subcortical contributions to impaired location MMN generation across CHR and Sz subjects.

For non-location deviants, increased MMN was associated with increased rsFC between auditory and motor (mouth) networks, consistent with our prior finding (14), as well as between Medial-Parietal and Default networks. By contrast, rsFC involving Salience-Visual networks correlated with lower MMN, consistent with the reciprocal interactions between visual and auditory regions during sensory processing.



Etiological Implications

At present, our results can be interpreted at either a brainstem or cortical level. At a brainstem level, location MMN based on ITD as in the present study differs from other MMN types based on its dependence on ITD computation within the MSO. The ITD detection circuit is known to be highly dependent upon microglial pruning of glycinergic synapses onto dendrites of MSO neurons (59). To the extent that generalized excessive pruning is involved in the pathogenesis of early schizophrenia, loss in the ability to use interaural timing inputs may index a more general excessive pruning process. Other critical circuit elements for ITD computation within the MSO include a cyclic nucleotide-gated (HCN) channel which generates a cationic inward current, and (2) a dendrotoxin (DTX)-sensitive voltage-gated potassium (Kv1) channel.

Alternatively, to the extent that spatial localization deficits in Sz are observed even to ILD cues, it would argue for a cortical-level impairment particularly in right auditory function that may index analogous deficits in the left hemisphere. Correlations between impaired localization ability and thought disorder would be consistent with models in which impaired hemispheric specialization mediates breakdown in phonological components of language [e.g., (64)]. Overall, further studies comparing location processing to synthesized vs. free-field stimuli are required to better understand the locus of impaired spatial processing in Sz and its functional correlates.




LIMITATIONS

The study is limited by the relatively small sample size, and thus requires replication in larger samples. In addition, the small number of subjects who transitioned to Sz within the follow-up interval prevented assessment of the ability of MMN to differentiate “true” prodromes from phenocopies. The lack of significant pitch and duration MMN deficits in our CHR cohort is consistent with a growing literature suggesting that such MMN types are deficient only within CHR who ultimately transition to Sz. Finally, our location deviant was based only on an ITD cue and did not involve behavioral assessment of localization ability. Thus, processing of other types of location cues and their relationship to behavioral impairments in processes such as auditory object formation needs to be addressed in future studies. fMRI data were collected only for CHR subjects, limiting our ability to compare findings across patient groups. In addition, because a stepwise correlation procedure was used, findings should be considered exploratory and need to be replicated going forward in an independent sample. The subcortical ROIs were also not developed to support rsFC-type studies and may have significantly lower signal-to-noise than cortex. Thus, they need to be refined to better isolate regions potentially involved with subcortical sound localization processes.



CONCLUSIONS

Overall, the present study supports prior demonstrations of impaired MMN in Sz and extends these to include location MMN within an optimized multi-modal paradigm, and its correlation with cognitive symptoms. In addition, it extends MMN findings in the CHR population to include location MMN as well and indicates strong links between impaired location MMN and role function even in CHR individuals who do not ultimately convert to Sz. Impaired localization ability may directly impair role function by interfering with the ability to create auditory “objects” or may index processes such as pruning that may themselves be drivers of impairment.

Because the sample sizes are small, the findings need to be replicated within larger Sz and CHR samples. Nevertheless, the present study argues for investigation of a broad range of MMN types, which probe the auditory system function at varying levels from brainstem through secondary auditory regions and may provide complementary insights regarding neurophysiological abnormalities contributing to impaired function across the Sz and CHR states.
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Reduced heart rate variability (HRV) and dysfunction of the autonomic nervous system (ANS) have been observed in schizophrenia patients. HRV parameters of schizophrenia patients in the resting state have been well-documented; however, these parameters of schizophrenia patients who experience continuous psychophysiological stress remain unclear. The objective of this study was to systematically explore the linear and nonlinear HRV parameters between schizophrenia patients and normal controls and to detect the adaptive capabilities of HRV of schizophrenia patients during the stimulation tests of autonomic nervous system. Forty-five schizophrenia patients and forty-five normal controls, matched for age, sex and body mass index, completed a 14 min ANS test. Thirteen linear and nonlinear HRV parameters of all subjects under the ANS test were computed and statistically analyzed between groups and between sessions. The STROBE checklist was adhered to in this study. All time-domain HRV features in the ANS test were significantly different between schizophrenia patients and normal controls (p < 0.01). The schizophrenia patients showed significantly low values in the Poincaré indices, which revealed significantly decreased heart rate fluctuation complexity compared with that of normal controls (p < 0.001). In addition, the normal controls, not schizophrenia patients, showed significant differences between the recovery and stress states in the parameters of low frequency, high frequency, and nonlinear dynamics. Schizophrenia patients showed autonomic dysfunction of the heart in a series of stimulation tests of the autonomic nervous system and could not regain normal physiological functions after stress cessation. Our findings revealed that the dynamic parameters of HRV in psychophysiological stress are sensitive and practical for a diagnosis of schizophrenia.

Keywords: autonomic nervous system, nonlinear dynamics, stress, recovery, heart rate variability, schizophrenia


INTRODUCTION

Decreased variability in the heart rate of patients with schizophrenia in the resting state has been reported in previous studies (1–4). Reduced heart rate variability (HRV) has been shown to be related to a series of risk factors for cardiovascular disease and psychophysiological stress (5, 6). Stress is a kind of physiological response to threatening environments and results in negative emotion and an increased heart rate (6). It appears to play a major role in the pathophysiology of nearly all psychiatric disorders (7). Patients with schizophrenia experiencing more negative emotions in their daily lives (8). In psychotic patients with a predominance of negative symptoms, both the cognitive and emotional components of executive functions are affected (9). The autonomic nervous system (ANS) is one of the key systems involved in the generation of these physiological changes (10). The regulation of the central nervous system in cognitive function influences peripheral ANS activity (11). The cardiac autonomic dysregulation of schizophrenia patients results in emotional and cognitive dysfunctions (12) and decreased HRV (13–15).

Previous studies have indicated that the measurements of some psychological features can reflect the flexible and adaptive capacity of autonomic function when an individual faces environmental change and psychological stress (16). HRV, as a beat-to-beat variation in heart rate, is regulated by sympathetic and parasympathetic systems. In addition, it can be influenced by worry, relaxation, and other variables such as thermal, stress task-induced, and so on (17–20). It can serve as an index to level the balance of ANS activity, and the parameters of HRV seem to be more sensitive in autonomic reactivity stress (21, 22). Low cardiac vagal tone is an index of impaired central-peripheral neural feedback mechanisms (23). Internalizing psychopathology and dysregulated negative affect are characterized by dysregulation in the autonomic nervous system and reduced heart rate variability (HRV) because of increases in sympathetic activity alongside reduced vagal tone (2, 24). Psychological stress-related measures of HRV have been studied for assessing autonomic function of individuals with mental and physical health problems (16). Castro (25) demonstrated that spectral and non-spectral HRV analyses of schizophrenia patients have similar responses to mental stress, resulting in autonomic changes in sympathetic activation and parasympathetic inhibition.

Notably, most of the abovementioned studies focus on HRV features of schizophrenia patients in the resting state. However, the linear and nonlinear HRV parameters of schizophrenia patients are not systematically studied in a stress test and a recovery period. The RR time series data from the sinus RR intervals are a physiological system, and their nonlinear characteristics may indicate greater complexity and flexibility than linear characteristics (26). In this study, we aimed to compare the linear and nonlinear HRV parameters of schizophrenia patients with those of normal controls via the ANS test, including resting, mental arithmetic, deep breathing, and recovery states. The function of the cardiac autonomic system was estimated by analyzing the stress test and recovery state, and the application of HRV measurement as a quantitative marker of cardiac autonomic regulation in the physiological and psychological environment of schizophrenia patients was explored.



MATERIALS AND METHODS


Participants

Ninety Chinese participants aged 18–65 years old were included in this study. The study was carried out in compliance with the Declaration of Helsinki and approved by the ethics committee of the Affiliated Brain Hospital of Guangzhou Medical University. And all participants signed informed consent. The control group and patients consisted of forty-five participants each. Patients with schizophrenia were recruited from Guangzhou Brain Hospital, China and diagnosed by psychiatrists based on diagnostic criteria (Diagnostic and Statistical Manual of Mental Disorders- IV-Text Revision, DSM-IV-TR) (27). Demographic information, including age, age of onset, disease duration and marital status, and their duration of illness is recorded in Table 1.


Table 1. Participant characteristics.

[image: Table 1]

To determine eligibility, all normal controls conducted routine clinical tests in school infirmary and psychiatric diagnostic cognitive testing before taking the ANS test. Forty-five normal controls from the university and community were recruited as the control group and matched to patients by age, sex and handedness. The demographic information, including age, age of onset, disease duration and marital status, was recorded in Table 1. All participants were right-handed. None of them had other illnesses affecting the ANS, such as heart disease, high blood pressure, diabetes or other mental disorders. All of them did not meet DSM-IV-TR diagnosis of any mental illness, and have no family history of mental illness as well use any medication. Pregnant females, females during follicular and luteal phase of the menstrual cycle and people who had substance abuse were also excluded. All participants were instructed to refrain from caffeine, alcohol or high strength exercise training on the day before the study.



Study Design

To assess autonomic function, resting, stressed and recovered heart rates related to parasympathetic and sympathetic stimulations were obtained in the study (28). The ANS test consisted of four steps. (1) In the resting state, participants remained seated and kept spontaneously breathing for 4 min. (2) In the mental arithmetic state, participants estimated parity and counted the odd number or even number mentally when the computer played serially every 2 s. Then, the participants told the odd number or even number when the playing ended. This mental stress lasted for 3 min. (3) In the deep breathing state, subjects inhaled for 5 s and then exhaled for another 5 s. The deep breathing was repeated six times per minute and the test lasted 3 min. (4) In the recovery state, following the collection of stress ECG recordings, participants remained seated and kept spontaneously breathing for a 4-min recovery period. Every participant would be allowed to relax for 30 s between each state. The ANS test continued for 14 min and concluded with audio prompts. Stress and anxiety were not evaluated during the ANS test.



Data Acquisition

The signal data were obtained during working time (9:00–12:00 a.m. and 2:00–6:00 p.m.), for the HRV parameters we used has shown no significant differences between day and night (29). All participants were instructed to keep seated in a quiet room during the 14-min period of continuous ECG data recording which would be used in statistical analysis. Every participant was instructed to relax for more than 10 min when seated in the chair. Prior to the beginning of the experiment, the audio played the test's general procedures and announcements.

Electrocardiography (ECG) signals were recorded by using a two-lead ECG device (SYMTOP INSTRUMENT CO., LTD, Beijing, China) with a sampling rate of 1,000 Hz. HRV was derived by extracting the peaks of the R waves of the ECG signals and measuring the beat-to-beat intervals of the heart. Continuous RR intervals were calculated by the Pan Tompkins algorithm on the basis of digital analyses of the slope, amplitude, and width of the RR waves (30). Errors in R-peak location and RR intervals were carefully corrected by manual checks (31). The HRV parameters were calculated with KUBIOS HRV software, version 2.2 (released by the University of Eastern Finland). HRV analyses were divided into different segments of RR interval data under four test experimental conditions.

Three types of measurements for HRV signals were analyzed to evaluate ANS function, including time domain, frequency domain and nonlinear dynamics. The time domain features include the mean values of each RR interval (MEAN), the standard deviation of normal-to-normal intervals (SDNN), the root mean square successive differences (RMSSD) that reflect short-term oscillations of HRV, and the percentage of normal-to-normal intervals more than 50 ms (pNN50). The frequency power was obtained after cubic spline interpolation and Fourier transformation of HRV signals. The features of frequency domain are divided into four parts: VLF power (0.003–0.04 Hz), LF power (0.04–0.15 Hz), HF power (0.15–0.4 Hz) and LF/HF ratio. The SDNN and LF reflect sympathetic and parasympathetic activities. RMSSD and HF power are viewed as traditional parasympathetic markers and reflect parasympathetic cardiac controls (31).

Nonlinear phenomena of HRV signals are involved in complex interactions of autonomic and central nervous regulations (31). The most commonly used nonlinear parameters of HRV include the Poincaré plot (SD1 and SD2), detrended fluctuation analysis (DFA, a1 and a2), sample entropy (SampEn), approximate entropy (ApEn) and the correlation dimension. In the Poincaré plot, the graph represents the correlation of successive heartbeat intervals. There are two parts to the Poincaré plot: SD1 describing short-term variability and SD2 describing long-term variability of the RR intervals (32). SD1 is highly correlated with the RMSSD of time domain (33). The visible changes of SD1 and SD2 in the shapes of Poincaré plot describe variable RR intervals of the cardiac time series (34), and SD1 is regarded as a marker of parasympathetic functioning (34, 35). In DFA, distinct range scaling exponents of beat-to-beat fluctuations account for regulating the mechanism of cardiac dynamics (36). DFA uses scaling coefficients (α) to measure the correlation of heart-beats in a non-stationary temporal sequence. The most commonly used α ranges are short-range scaling (α1) and long-range scaling (α2) (37). α1 reflects sympathetic activity, while α2 is related to sympathetic and parasympathetic activities (38). In previous studies, α1 and α2 were utilized to assess autonomic nervous system activity and investigate interactions with the hypothalamic-pituitary-adrenal axis (39). The model of ApEn represents the regularity and complexity changes of the time series; if the patterns in a successive series are close, regularity remains high, and complexity is small, corresponding to lower ApEn values (40). ApEn is a quantified measurement of parasympathetic modulation. Karl-Jürgen Bär found that the ApEn of RR intervals for SZ patients is significantly lower than that of controls, which indicates that the complexity of heart rate of schizophrenia patients is decreased. We used ApEn to measure the nonlinear complexity of HRV in acute schizophrenia, and the logistic regression model showed that ApEn was a significant predictor for diagnosing schizophrenia to some extent (4).

In summary, sixteen kinds of features were calculated, including MEAN, SDNN, RMSSD, PNN50, VLF, LF, HF, LH/HF, SD1, SD2, a1, a2, and ApEn.



Statistical Analysis

All statistical tests were accomplished by using IBM SPSS Statistics version 25. The statistical analysis included three steps. First, sex distributions between schizophrenia patients and normal controls were matched with a Pearson Chi-squared test. Years of education were tested with an independent-samples t-test. Second, time domain, frequency domain and nonlinear dynamics parameters of HRV of the two groups in the four states were calculated. Differences in each HRV parameter between patients and the control group were tested with a two-tailed paired Student's t-test when the data normally distributed. When the data were not normally distributed, we used the nonparametric test (Mann-Whitney U-test). The relationship between resting HRV and age was further tested and validated using Pearson rank correlations. Third, the variations between groups and that between states in each group (within-subjects) were analyzed by using ANOVA to comparing each HRV parameter from autonomic test sessions, respectively, and Welch analysis was applied when equal variance was not assumed. Moreover, the Holm-Bonferroni correction was applied to the HRV parameter between groups. Significance for all statistics was defined as p < 0.05.




RESULT


Initiative Participant Characteristics

All demographic characteristics of the participants and the clinical characteristics of the patients are recorded in Table 1. There were no significant differences in age and sex between patients and the control group. Groups differed in years of education achieved and body mass index (BMI); schizophrenia patients had greater BMI values than controls.



Comparisons of HRV Features Between Groups

In this study, HRV signals of ninety participants under the ANS test were collected. Time and frequency domains and nonlinear characteristics of HRV signals were calculated. Fifty-two HRV features are shown in Table 2, with thirteen individual features for each testing state. As statistic 1 showed that most HRV parameters of schizophrenia patients were reduced during the stimulation tests. The reduction represented an overall decrease in autonomic nervous system activity. By comparing the HRV features of the schizophrenia patients with those of normal controls, the results revealed that some parameters differed significantly. In the resting state, all time-domain features (p < 0.001) and VLF, HF, and Poincaré (p = 0.001) of the schizophrenia patients were much lower than those of normal controls (the effect size of them almost > 0.5, except that of VLF, LF/HF ratio and α1). The LF/HF ratio of the schizophrenia patients was significantly higher than that of normal controls. In the mental arithmetic state, the MEAN, SDNN, RMSSD, pNN50, and Poincaré (p < 0.001) of the schizophrenia patients were significantly lower than those of normal controls (the effect size of them almost > 0.5, except that of MEAN). In deep breathing, all time-domain features (p < 0.001) and VLF, LF, HF, and Poincaré (p < 0.001) of the schizophrenia patients were much lower than those of normal controls (the effect size of them almost > 0.5, except that of VLF). In the recovery state, the MEAN, SDNN, RMSSD, pNN50, and Poincaré (p < 0.001) of the schizophrenia patients were significantly lower than those of normal controls (the effect size of them all > 0.5).


Table 2. Sample characteristics and analyses of between-group differences.
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These results indicated that most HRV parameters of schizophrenia patients were reduced compared with those of normal controls in the ANS test.



Comparisons of HRV Features Between States

As statistic II showed, the variations of four sessions in the ANS test were individually analyzed. Some features of HRV signals in two groups changed significantly in different states (p < 0.05).

As shown in Figure 1, schizophrenia patients and normal controls behaved similarly in the ANS test. The VLF in the deep breathing state was significantly lower than that in the resting state, mental arithmetic, and recovery states. Figure 1A shows that the variance of VLF of normal controls from the resting state to mental arithmetic state increased noticeably, but Figure 1B reveals that the VLF of the schizophrenia patients in the mental arithmetic state was similar to that of controls.


[image: Figure 1]
FIGURE 1. (A) VLF of HRV of normal controls (n = 45) and (B) VLF of HRV of schizophrenia patients (n = 45) during the ANS test, which was analyzed with ANOVA, p < 0.05.


In Figure 2, the HF of normal controls in deep breathing state changed significantly compared to resting state and recovery state, and the HF increased in the deep breathing state, but Figure 2B reveals that the HF of the schizophrenia patients in the deep breathing and recovery states did not change significantly.


[image: Figure 2]
FIGURE 2. (A) HF of HRV of normal controls (n = 45) and (B) HF of HRV of schizophrenia patients (n = 45) during the ANS test, which was analyzed with ANOVA, p < 0.05.


In Figures 3, 4, the variances of LF and ApEn of normal controls under the ANS test were different compared to the variances of these parameters in schizophrenia patients, especially in the recovery state. Figures 3A, 4A show that the values of LF and ApEn of normal controls in the recovery state were significantly different from those in deep breathing state. However, Figures 3B, 4B demonstrate that the LF and ApEn of schizophrenia patients between deep breathing state and recovery state were not significantly different. In contrast to normal controls, schizophrenia patients showed prolonged stress activation in Figure 4B, which displayed sustained decreases in ApEn and decreased ApEn throughout the recovery state.


[image: Figure 3]
FIGURE 3. (A) LF of HRV of normal controls (n = 45) and (B) LF of HRV of schizophrenia patients (n = 45) during the ANS test, which was analyzed with ANOVA, p < 0.05.



[image: Figure 4]
FIGURE 4. (A) ApEn of HRV of normal controls (n = 45) and (B) ApEn of HRV of schizophrenia patients (n = 45) during the ANS test, which was analyzed with ANOVA, p < 0.05.


In Figure 5A, there were great differences between the stress period and resting state (including recovery) in the control group. SD2 in the deep breath state was highest compared with the other three stimulation tests. SD2 in mental arithmetic was significantly different compared with that in the recovery state. However, Figure 5B shows that SD2 of the schizophrenia patients did not change significantly in the four sessions of ANS test.


[image: Figure 5]
FIGURE 5. (A) SD2 of HRV of normal controls (n = 45) and (B) SD2 of HRV of schizophrenia patients (n = 45) during the ANS test, which was analyzed with ANOVA, p < 0.05.





DISCUSSION

In this study, we explored the difference in HRV parameters between schizophrenia patients and normal controls and, for the first time, assessed the autonomic nervous system of schizophrenia patients from the stress test to recovery by using linear and nonlinear dynamic analysis methods for HRV. The results indicated that schizophrenia patients did not recover from the stress activation state after stress cessation. The results also demonstrated that the dynamic methods for HRV analysis exhibited similar sensitivity compared to linear methods for individuals in response to the stimulation tests of the autonomic nervous system.

Julian F. illustrated the relationship between HRV and regional cerebral blood flow and highlighted that HRV may serve as an important organism function index associated with adaptability and health (16). Low HRV is found in poor attention regulation, physiological flexibility and affective information processing. Thus, individuals are not able to appropriately adjust their responses to changing task demands when vagal-mediated HRV is decreased (23). The cognitive dysfunction of schizophrenia patients is related to the severity of psychopathology in schizophrenia (12). In particular, the severity of specific symptoms of patients in schizophrenia is significantly relevant to reduced HRV features (41).

The main findings between schizophrenia patients and normal controls under the ANS test in the study are as follows. (1) Between-groups: In all four testing states, most HRV features of schizophrenia patients were lower than those of normal controls, especially time domain features and Poincaré, which exhibited highly significant differences. (2) Within-subjects: (a) No significant differences were found between resting state and mental arithmetic state, except for the VLF, which demonstrated a significant increase in only normal controls, not in schizophrenia patients; (b) The LF, HF, ApEn and SD2 of normal controls showed significant differences between resting, deep breathing and recovery states. However, in schizophrenia patients, we did not observe the recovery of autonomic system after stress termination. The specific discussions are further elaborated below.

Studies of HRV in the resting phase have identified decreased levels of HRV in patients with schizophrenia (1, 42, 43). In the resting state, the RMSSD and HF of schizophrenia patients are significantly lower than those of normal controls, reflecting decreased parasympathetic activity (1, 22, 44–46). Several studies have suggested a pathophysiological link between central autonomic dysfunction and symptoms of schizophrenia and that these could be heritable. There are similar alterations during the arithmetic stress task. To stress termination, it was found that prolonged reaction to mental arithmetic stress in the first-degree relatives of schizophrenia patients (47). It is consistent with our findings. The balance of autonomic system tends to shift toward the activation of the sympathetic system and the withdrawal of the parasympathetic system in the mental arithmetic state. In the deep breathing state, the parasympathetic nervous system is stimulated and thus leads to increased parasympathetic activity. We increased the breathing load to enhance parasympathetic activity in this study. Our results showed that the RMSSD, HF and SD1 of schizophrenia patients, which reflect parasympathetic activity (34, 35), were significantly lower than those of normal controls in the ANS test. This confirmed that the parasympathetic system of patients did not activate normally, as it did for normal controls, when the stimulation was conducted. Meanwhile, the LF and SD2 of schizophrenia patients, which are commonly modulated by changes in the sympathetic and parasympathetic tone, were significantly lower than those of normal controls. A higher LF/HF ratio of schizophrenia patients was also found in this study. The increased HRV-LF/HF indicates the higher sympathetic nervous activity in comparison to parasympathetic nervous activity, which may result in a less flexible autonomic system (48). This observation suggested that the dysfunction of autonomic nervous system of schizophrenia patients occurred. With these results, schizophrenia might be related to decreased vagal tone and increased sympathetic activity, and the balance of sympathetic and parasympathetic tone regulation was disrupted when schizophrenia patients experienced stress stimulation.

Studies have shown that short-term psychological stress test tends to cause a decrease in HRV (23). Our study suggested that patients had similar responses to metal stress compared with normal controls (25). However, the VLF of normal controls in mental stress represented a highly significant difference compared with that in the resting state. We did not find the same change in schizophrenia patients. The VLF represents the long-term regulation of heart rate, which is related to multiple factors (21). The inhalation and exhalation phases of the respiratory cycle in deep breathing are regarded as changes in the heart period. Experimental results showed that the HF of normal controls significantly changed with breathing frequency compared with that of the resting state. This finding was consistent with the expected normal physiological response to deep breathing and is an indication of a parasympathetic increase, more likely coupled with a decrease in sympathetic activity. However, we did not observe these changes in schizophrenia patients. Therefore, the autonomous system of schizophrenia patients did not function normally under the parasympathetic stimulation. The results demonstrated that the respiration model of schizophrenia patients had been altered and cardiorespiratory coupling decreased. In this study, an additional test of recovery regarded changes in the autonomic system after the period of stress. Notably, the recovery of LF, HF and ApEn was noticeable in normal controls, whereas these features of schizophrenia patients did not show a significant change immediately after deep breathing cessation. Parasympathetic afferent stimulation leads to reflex activation of vagal activity and the inhibition of sympathetic activity (49). The prolonged decrease in ApEn indicated prolonged stress activation. At the same time, the reduced complexity and non-stationarity of heart rate are attributed to autonomic dysregulation of schizophrenia patients. The findings in SD2 of normal controls in the ANS test indicated that SD2, to some extent, positively reflected parasympathetic activity and was strongly influenced by vagal tone. However, the SD2 of schizophrenia patients did not noticeably change in the ANS test. The reduction of long-term variability resulted in reduced sensitivity for the Poincaré indices with respect to the ANS test. According to the results of the between-group study, a highly significant difference was noted, and the SD2 parameter of schizophrenia patients was absolutely abnormal. In total, changes in HRV parameters of normal controls during recovery indicated the balance of sympathetic and parasympathetic tone influences. However, the results of patients demonstrated that the interaction function between two branches of the autonomic system was lopsided, and the tension of the parasympathetic tone was impaired, and the activation of the sympathetic system was inhibited. The schizophrenia patients could not recover normally from the stress as normal controls could.

There are several limitations in this study. First, we did not include schizophrenia patients that were not taking drugs. We have collected the data of medications in schizophrenia patients, such as chlorpromazine equivalent. However, we didn't include it as a covariant in the statistical analysis. Drugs have been suggested to have an effect on the autonomic system, especially the parasympathetic system (50, 51). However, these findings are not replicated and are barely verified in clinical applications. The studies of schizophrenia patients on polypharmacy has proven to be common. Several studies have demonstrated that antipsychotic drugs poorly impact HRV of schizophrenia patients (13). Second, although the computer player guided the operation of subjects in the ANS test, a less cooperative case might affect the results. Moreover, we monitored the operator of all subjects during the ANS test, and all of them seemed to regard the test seriously. Third, we did not assess the relationship between the severity of clinical symptoms and HRV due to the lack of a Positive and Negative Syndrome Scale (PANSS) score. Future studies should systematically explore the association of PANSS scores and HRV parameters, as it may serve as an indicator of the severity of schizophrenia. What's more, future studies should collect neuropsychological tests, such as the level of stress in both groups measured by the questionnaire method (e.g., Perceived Stress Questionnaire), mental health problems in healthy controls measured by Beck Depression Inventory or Beck Depression Inventory, as there may be interesting discoveries.

Our results demonstrated that both the linear and nonlinear features of HRV of schizophrenia patients under long-term stress exhibited a prolonged autonomic activation response after stress source cessation. Measures of the dynamic parameters of HRV were confirmed to be as sensitive to the stress test as linear parameters. This result indicated that not only the time series but also the complexity of HRV and the RR interval variability of schizophrenia patients were decreased compared with those of normal controls. Larger patient samples and tests should be applied to investigate the effect and meaning of dynamic parameters on the described findings in future studies.



CONCLUSION

Our results demonstrated that both the linear and nonlinear features of HRV of schizophrenia patients under long-term stress exhibited a prolonged autonomic activation response after stress source cessation. Measures of the dynamic parameters of HRV were confirmed to be as sensitive to the stress test as linear parameters. This result indicated that not only the time series but also the complexity of HRV and the RR interval variability of schizophrenia patients were decreased compared with those of normal controls. Larger patient samples and tests should be applied to investigate the effect and meaning of dynamic parameters on the described findings in future studies.



DATA AVAILABILITY STATEMENT

The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.



ETHICS STATEMENT

The studies involving human participants were reviewed and approved by Affiliated Brain Hospital of Guangzhou Medical University. The patients/participants provided their written informed consent to participate in this study.



AUTHOR CONTRIBUTIONS

YL conducted the data processing, manuscript preparation, and modification. KW, JZ, and GL developed the study design and participated the manuscript modification. FW, YH, and JC supervised the subject selection and data acquisition. All authors contributed to the article and approved the submitted version.



FUNDING

The National Key Research and Development Program of China (2020YFC2004300, 2020YFC2004301, 2019YFC0118800, 2019YFC0118802, 2019YFC0118804, and 2019YFC0118805), the National Natural Science Foundation of China (31771074 and 81802230), the Key Research and Development Program of Guangdong (2018B030335001, 2020B0101130020, and 2020B0404010002), Guangdong Basic and Applied Basic Research Foundation Outstanding Youth Project (2021B1515020064), Key Laboratory Program of Guangdong Provincial Education Department (2020KSYS001), the Science and Technology Program of Guangzhou (201807010064, 201803010100, and 201903010032), and the Science and Technology Program of Guangdong Academy of Sciences (2019GDASYL-0105007).



REFERENCES

 1. Bär KJ, Letzsch A, Jochum T, Wagner G, Greiner W, Sauer H. Loss of efferent vagal activity in acute schizophrenia. J Psychiatr Res. (2005) 39:519–27. doi: 10.1016/j.jpsychires.2004.12.007

 2. Clamor A, Lincoln TM, Thayer JF, Koenig J. Resting vagal activity in schizophrenia: Meta-analysis of heart rate variability as a potential endophenotype. Br J Psychiatry. (2016) 208:9–16. doi: 10.1192/bjp.bp.114.160762

 3. Jindal RD, Keshavan MS, Eklund K, Stevens A, Montrose DM, Yeragani VK. Beat-to-beat heart rate and QT interval variability in first episode neuroleptic-naive psychosis. Schizophr Res. (2009) 113:176–80. doi: 10.1016/j.schres.2009.06.003

 4. Bär KJ, Boettger MK, Koschke M, Schulz S, Chokka P, Yeragani VK, et al. Non-linear complexity measures of heart rate variability in acute schizophrenia. Clin Neurophysiol. (2007) 118:2009–15. doi: 10.1016/j.clinph.2007.06.012

 5. Thayer JF, Hansen AL, Johnsen BH. The Non-invasive Assessment of Autonomic Influences on the Heart Using Impedance Cardiography and Heart Rate Variability[M] Handbook of Behavioral Medicine. New York, NY: Springer (2010).

 6. Thayer JF, Yamamoto SS, Brosschot JF. The relationship of autonomic imbalance, heart rate variability and cardiovascular disease risk factors. Int J Cardiol. (2010) 141:122–31. doi: 10.1016/j.ijcard.2009.09.543

 7. Breier A. A.E. Bennett award paper. Experimental approaches to human stress research: assessment of neurobiological mechanisms of stress in volunteers and psychiatric patients. Biol Psychiatry. (1989) 26:438–62. doi: 10.1016/0006-3223(89)90066-8

 8. DeVries MW, Delespaul PA. Time, context, and subjective experiences in schizophrenia. Schizophr Bull. (1989) 15:233–44. doi: 10.1093/schbul/15.2.233

 9. Ruiz-Castañeda P, Santiago-Molina E, Aguirre-Loaiza H, Daza González MT. Cool “and” executive functions in patients with a predominance of negative schizophrenic symptoms. Front Psychol. (2020) 11:571271. doi: 10.3389/fpsyg.2020.571271

 10. Cacioppo JT, Berntson GG, Larsen JT, Poehlmann KM, Ito TA. The psychophysiology of emotion. In: Lewis R, Haviland-Jones JM, editors. The Handbook of Emotion. 2nd ed. New York, NY: GuilfordPress (2000). p. 173–91.

 11. Toichi M, Kubota Y, Murai T, Kamio Y, Sakihama M, Toriuchi T, et al. The influence of psychotic states on the autonomic nervous system in schizophrenia. Int J Psychophysiol. (1999) 31:147–54. doi: 10.1016/S0167-8760(98)00047-6

 12. Chung MS, Yang AC, Lin YC, Lin CN, Chang FR, Shen SH. Association of altered cardiac autonomic function with psychopathology and metabolic profiles in schizophrenia. Psychiatry Res. (2013) 210:710–5. doi: 10.1016/j.psychres.2013.07.034

 13. Alvares Gail A, Quintana Daniel S, Hickie Ian B, Guastella Adam J. Autonomic nervous system dysfunction in psychiatric disorders and the impact of psychotropic medications: a systematic review and meta-analysis. J Psychiatry Neurosci. (2016) 41:89–104. doi: 10.1503/jpn.140217

 14. Bär K-J, Boettger MK, Berger S, Baier V, Sauer H, Yeragani VK, et al. Decreased baroreflex sensitivity in acute schizophrenia. J Appl Physiol. (2007) 102:1051–6. doi: 10.1152/japplphysiol.00811.2006

 15. Bär KJ, Boettger MK, Andrich J, Epplen JT, Fischer F, Cordes J, et al. Cardiovagal modulation upon postural change is altered in Huntington's disease. Eur J Neurol. (2008) 15:869–71. doi: 10.1111/j.1468-1331.2008.02173.x

 16. Thayer JF, Åhs F, Fredrikson M, Sollers JJ III, Wager TD. A meta-analysis of heart rate variability and neuroimaging studies: implications for heart rate variability as a marker of stress and health. Neurosci Biobehav Rev. (2012) 36:747–56. doi: 10.1016/j.neubiorev.2011.11.009

 17. Renna ME, Hoyt MA, Ottaviani C, Mennin DS. An experimental examination of worry and relaxation on cardiovascular, endocrine, and inflammatory processes. Psychoneuroendocrinology. (2020) 122:104870. doi: 10.1016/j.psyneuen.2020.104870

 18. Zhu H, Wang H, Liu Z, Li D, Kou G, Li C. Experimental study on the human thermal comfort based on the heart rate variability (HRV) analysis under different environments. Sci Total Environ. (2018) 616–7:1124–33. doi: 10.1016/j.scitotenv.2017.10.208

 19. Pulopulos MM, Vanderhasselt MA, De Raedt R. Association between changes in heart rate variability during the anticipation of a stressful situation and the stress-induced cortisol response. Psychoneuroendocrinology. (2018) 94:63–71. doi: 10.1016/j.psyneuen.2018.05.004

 20. Van Den Houte M, Van Oudenhove L, Van Diest I, Bogaerts K, Persoons P, De Bie J, et al. Negative affectivity, depression, and resting heart rate variability (HRV) as possible moderators of endogenous pain modulation in functional somatic syndromes. Front Psychol. (2018) 9:275. doi: 10.3389/fpsyg.2018.00275

 21. Delaney JP, Brodie DA. Effects of short-term psychological stress on the time and frequency domains of heart-rate variability. Percept Mot Skills. (2000) 91:515–24. doi: 10.2466/pms.2000.91.2.515

 22. Valkonen-Korhonen M, Tarvainen MP, Ranta-Aho P, Karjalainen PA, Partanen J, Karhu J, et al. Heart rate variability in acute psychosis. Psychophysiology. (2003) 40:716–26. doi: 10.1111/1469-8986.00072

 23. Thayer JF, Lane RD. A model of neurovisceral integration in emotion regulation and dysregulation. J Affect Disord. (2000) 61:201–16. doi: 10.1016/S0165-0327(00)00338-4

 24. Fiskum C, Andersen TG, Bornas X, Aslaksen PM, Flaten MA, Jacobsen K. Non-linear heart rate variability as a discriminator of internalizing psychopathology and negative affect in children with internalizing problems and healthy controls. Front Physiol. (2018) 9:561. doi: 10.3389/fphys.2018.00561

 25. Castro MN, Vigo DE, Weidema H, Fahrer RD, Chu EM, De Achaval D. Heart rate variability response to mental arithmetic stress in patients with schizophrenia. Autonomic response to stress in schizophrenia. Schizophr Res. (2008) 99:294–303. doi: 10.1016/j.schres.2007.08.025

 26. Eke A, Herman P, Kocsis L, Kozak LR. Fractal characterization of complexity in temporal physiological signals. Physiol Meas. (2002) 23:R1. doi: 10.1088/0967-3334/23/1/201

 27. First MB. User's Guide for the Structured Clinical Interview for DSM-IV Axis II Personality Disorders: SCID-II. Arlington, VA: American Psychiatric Press (1997).

 28. Ewing DJ, Martyn CN, Young RJ, Clarke BF. The value of cardiovascular autonomic function tests: 10 years experience in diabetes. Diabetes Care. (1985) 8:491–8. doi: 10.2337/diacare.8.5.491

 29. Alberto AC, Pedrosa RC, Zarzoso V, Nadal J. Association between circadian Holter ECG changes and sudden cardiac death in patients with Chagas heart disease. Physiol Meas. (2020) 41:025006. doi: 10.1088/1361-6579/ab6ebc

 30. Tompkins WJ. A real-time QRS detection algorithm. IEEE Transact Biomed Eng. (1985) 32:230–6. doi: 10.1109/TBME.1985.325532

 31. Heart rate variability: standards of measurement physiological interpretation and clinical use. Task force of the European society of cardiology and the North American society of pacing and electrophysiology. Circulation. (1996) 93:1043–65.

 32. Brennan M., Palaniswami M., Kamen P. (2001). Do existing measures of poincaré plot geometry reflect nonlinear features of heart rate variability?. IEEE Trans Biomed Eng. 48:1342–7. doi: 10.1109/10.959330

 33. Ciccone Anthony B, Siedlik Jacob A, Wecht Jill M, Deckert Jake A, Nguyen Nhuquynh D, Weir Joseph P. Reminder: RMSSD and SD1 are identical heart rate variability metrics. Muscle Nerve. (2017) 56:674–8. doi: 10.1002/mus.25573

 34. Tulppo MP, Mäkikallio TH, Takala TE, Seppänen T, Huikuri HV. Quantitative beat-to-beat analysis of heart rate dynamics during exercise. Am J Physiol. (1996) 271(1 Pt 2):H244. doi: 10.1152/ajpheart.1996.271.1.H244

 35. Kamen PW, Krum H, Tonkin AM. Poincare plot of heart rate variability allows quantitative display of parasympathetic nervous activity in humans. Clin Sci. (1996) 91:201–8. doi: 10.1042/cs0910201

 36. Peng CK, Havlin S, Stanley HE, Goldberger AL. Quantification of scaling exponents and crossover phenomena in nonstationary heartbeat time series. Chaos. (1995) 5:82–7. doi: 10.1063/1.166141

 37. Meyer M, Stiedl O. Self-affine fractal variability of human heartbeat interval dynamics in health and disease. Eur J Appl Physiol. (2003) 90:305–16. doi: 10.1007/s00421-003-0915-2

 38. Beckers F, Verheyden B, Aubert AE. Aging and nonlinear heart rate control in a healthy population. Am J Physiol Hear Circ Physiol. (2006) 290:2560–70. doi: 10.1152/ajpheart.00903.2005

 39. Agorastos A, Heinig A, Stiedl O, Hager T, Sommer A, Müller JC. Vagal effects of endocrine HPA axis challenges on resting autonomic activity assessed by heart rate variability measures in healthy humans. Psychoneuroendocrinology. (2019) 102:196–203. doi: 10.1016/j.psyneuen.2018.12.017

 40. Pincus SM. Approximate entropy as a measure of system complexity. Proc Natl Acad Sci USA. (1991) 88:2297–301. doi: 10.1073/pnas.88.6.2297

 41. Kim JH, Ann JH, Lee J. Relationship between heart rate variability and the severity of psychotic symptoms in schizophrenia. Acta Neuropsychiatr. (2011) 23:161–6. doi: 10.1111/j.1601-5215.2011.00549.x

 42. Chang JS, Yoo CS, Yi SH, Hong KH, Oh HS, Hwang JY, et al. Differential pattern of heart rate variability in patients with schizophrenia. Progr Neuro Psychopharmacol Biol Psychiatry. (2009) 33:991–5. doi: 10.1016/j.pnpbp.2009.05.004

 43. Fujibayashi M, Matsumoto T, Kishida I, Kimura T, Ishii C, Ishii N, et al. Autonomic nervous system activity and psychiatric severity in schizophrenia. Psychiatry Clin Neurosci. (2009) 63:538–45. doi: 10.1111/j.1440-1819.2009.01983.x

 44. Clamor A, Sundag J, Lincoln TM. Specificity of resting-state heart rate variability in psychosis: A comparison with clinical high risk, anxiety, and healthy controls. Schizophr Res. (2019) 206:89–95. doi: 10.1016/j.schres.2018.12.009

 45. Ieda M, Miyaoka T, Wake R, Liaury K, Tsuchie K, Fukushima M, et al. Evaluation of autonomic nervous system by salivary alpha-amylase level and heart rate variability in patients with schizophrenia. Euro Arch Psychiatry Clin Neurosci. (2014) 264:83–7. doi: 10.1007/s00406-013-0411-6

 46. Mujica-Parodi LR, Yeragani V, Malaspina D. Nonlinear complexity and spectral analyses of heart rate variability in medicated and unmedicated patients with schizophrenia. Neuropsychobiology. (2005) 51:10–5.

 47. Abhishekh HA, Kumar NC, Thirthalli J, Chandrashekar H, Gangadhar BN, Sathyaprabha TN. Prolonged reaction to mental arithmetic stress in first-degree relatives of schizophrenia patients. Clin Schizophr Relat Psychoses. (2014) 8:137–42. doi: 10.3371/CSRP.ABKU.022213

 48. Di Simplicio M, Costoloni G, Western D, Hanson B, Taggart P, Harmer CJ. Decreased heart rate variability during emotion regulation in subjects at risk for psychopathology. Psychol Med. (2012) 42:1775–83. doi: 10.1017/S0033291711002479

 49. Schwartz PJ, Pagani M, Lombardi F, Malliani A, Brown AM. A cardiocardiac sympathovagal reflex in the cat. Circ Res. (1973) 32:215–20. doi: 10.1161/01.RES.32.2.215

 50. Agelink MW, Majewski T, Wurthmann C, Lukas K, Ullrich H, Linka T, et al. Effects of newer atypical antipsychotics on autonomic neurocardiac function: a comparison between amisulpride, olanzapine, sertindole, and clozapine. J Clin Psychopharmacol. (2001) 21:8–13. doi: 10.1097/00004714-200102000-00003

 51. Kim JH, Yi SH, Lee J, Kim YS. Effects of clozapine on heart rate dynamics and their relationship with therapeutic response in treatment-resistant schizophrenia. J Clin Psychopharmacol. (2013) 33:69–73. doi: 10.1097/JCP.0b013e31827d14e3

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2021 Liu, Huang, Zhou, Li, Chen, Xiang, Wu and Wu. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	ORIGINAL RESEARCH
published: 26 April 2022
doi: 10.3389/fpsyt.2022.557954






[image: image2]

Prediction-Related Frontal-Temporal Network for Omission Mismatch Activity in the Macaque Monkey

Yuki Suda1,2, Mariko Tada3,4, Takeshi Matsuo5, Keisuke Kawasaki6, Takeshi Saigusa1, Maho Ishida1, Tetsuo Mitsui1,7, Hironori Kumano1, Kenji Kirihara3, Takafumi Suzuki8, Kenji Matsumoto2, Isao Hasegawa6, Kiyoto Kasai3,4 and Takanori Uka1,2*


1Department of Integrative Physiology, Graduate School of Medicine, University of Yamanashi, Chuo, Japan

2Brain Science Institute, Tamagawa University, Machida, Japan

3Department of Neuropsychiatry, Graduate School of Medicine, The University of Tokyo, Bunkyo, Japan

4International Research Center for Neurointelligence (WPI-IRCN), The University of Tokyo Institutes for Advanced Study (UTIAS), The University of Tokyo, Bunkyo, Japan

5Department of Neurosurgery, Tokyo Metropolitan Neurological Hospital, Fuchu, Japan

6Department of Physiology, Niigata University School of Medicine, Chuo, Japan

7Department of Social Environment, Graduate School of Environment and Disaster Research, Tokoha University, Suruga, Japan

8Center for Information and Neural Networks, National Institute of Information and Communications Technology, Suita, Japan

Edited by:
Gregory Light, University of California, San Diego, United States

Reviewed by:
Dean F. Salisbury, University of Pittsburgh, United States
 Pat Michie, The University of Newcastle, Australia

*Correspondence: Takanori Uka, tuka@yamanashi.ac.jp

Specialty section: This article was submitted to Neuroimaging and Stimulation, a section of the journal Frontiers in Psychiatry

Received: 01 May 2020
 Accepted: 24 March 2022
 Published: 26 April 2022

Citation: Suda Y, Tada M, Matsuo T, Kawasaki K, Saigusa T, Ishida M, Mitsui T, Kumano H, Kirihara K, Suzuki T, Matsumoto K, Hasegawa I, Kasai K and Uka T (2022) Prediction-Related Frontal-Temporal Network for Omission Mismatch Activity in the Macaque Monkey. Front. Psychiatry 13:557954. doi: 10.3389/fpsyt.2022.557954



Sensory prediction is considered an important element of mismatch negativity (MMN) whose reduction is well known in patients with schizophrenia. Omission MMN is a variant of the MMN which is elicited by the absence of a tone previously sequentially presented. Omission MMN can eliminate the effects of sound differences in typical oddball paradigms and affords the opportunity to identify prediction-related signals in the brain. Auditory predictions are thought to reflect bottom-up and top-down processing within hierarchically organized auditory areas. However, the communications between the various subregions of the auditory cortex and the prefrontal cortex that generate and communicate sensory prediction-related signals remain poorly understood. To explore how the frontal and temporal cortices communicate for the generation and propagation of such signals, we investigated the response in the omission paradigm using electrocorticogram (ECoG) electrodes implanted in the temporal, lateral prefrontal, and orbitofrontal cortices of macaque monkeys. We recorded ECoG data from three monkeys during the omission paradigm and examined the functional connectivity between the temporal and frontal cortices by calculating phase-locking values (PLVs). This revealed that theta- (4–8 Hz), alpha- (8–12 Hz), and low-beta- (12–25 Hz) band synchronization increased at tone onset between the higher auditory cortex and the frontal pole where an early omission response was observed in the event-related potential (ERP). These synchronizations were absent when the tone was omitted. Conversely, low-beta-band (12–25 Hz) oscillation then became stronger for tone omission than for tone presentation approximately 200 ms after tone onset. The results suggest that auditory input is propagated to the frontal pole via the higher auditory cortex and that a reciprocal network may be involved in the generation of auditory prediction and prediction error. As impairments of prediction may underlie MMN reduction in patients with schizophrenia, an aberrant hierarchical temporal-frontal network might be related to this pathological condition.

Keywords: mismatch negativity (MMN), prediction, electrocorticogram (ECoG), macaque, schizophrenia


INTRODUCTION

Our brain actively reconstructs the external world via predictions based on the learning patterns of sensory events. Such predictive coding is thought to be implemented within hierarchically organized neural circuits. Predictive signals are hypothesized to be sent via top-down connections, whereas prediction error signals derived from mismatches between predictions and actual sensory inputs are returned via bottom-up connections (1–4).

In the auditory system, the neural mechanisms involved in prediction and prediction error have commonly been studied using the mismatch negativity (MMN) framework. MMN is a negative deflection of the auditory event-related potential (ERP) elicited by an abrupt change in a sound stimulus after prior repetition of that sound (5). MMN reduction is one of the most robust observations in patients with schizophrenia (6, 7). Therefore, an understanding of the neural mechanisms underlying prediction and the prediction error of MMN is of particular interest.

Prediction occurs in the absence of the expected tone stimulus (8). Previous studies have shown that when sound stimuli are occasionally omitted after prior repetition of the same sound, they elicited MMN (9–11) or mismatch activities in MEG (12–14). As external input is lacking, a response to a predicted but omitted stimulus is considered a genuine prediction-related signal (PRS). Importantly, mismatch activities using the omission paradigm were reduced in patients with schizophrenia (14, 15). Therefore, PRSs may be related to the pathophysiology of schizophrenia (16).

Auditory MMN is localized to the temporal and frontal cortices. This has been confirmed in various ways, including source estimation in human (17, 18) and monkey (19, 20) electroencephalography (EEG) scans, and high-resolution electrocorticogram (ECoG) recordings from humans (21) and monkeys (22, 23). MacLean and Ward (18), using EEG source estimation, showed that phase coherence was apparent between the temporal and frontal cortices and may play a role in MMN generation (18).

Despite these works, we do not know how prediction signals are communicated between the temporal and frontal cortices, or how prediction errors are computed using predictive and sensory inputs. This is because it is difficult to quantify information propagation in most human recordings, and it is challenging to interpret any observed connectivity. Recent studies have found that feedforward and feedback connections were processed using distinct frequency band channels (24, 25). Thus, exploration of frequency band-dependent connectivities may reveal prediction-related, feedforward, and feedback information propagation between the temporal and frontal areas. In this study, we used ECoGs to record the detailed neural responses of the omission paradigm in macaque monkeys. Nonhuman primates have high homology with humans, especially in the structure of the frontal and auditory cortices, and showed comparative MMN in scalp EEG (7). Anatomical studies in monkeys have shown that the lateral belt of the auditory cortex (at the bank of the lateral sulcus) is reciprocally connected to multiple frontal cortical regions including the lateral prefrontal and orbitofrontal cortices; dual parallel pathways (the ventral and dorsal streams) were evident (26). We thus recorded data from the temporal cortex (including various subregions of the lateral belt) and the lateral prefrontal and orbitofrontal cortices and analyzed frequency band-dependent connectivities between the temporal and frontal regions.



METHODS


Subjects and ECoG Implantation

Three male Japanese macaques (Macaca fuscata) weighing 6.0 kg (monkey J), 5.3 kg (monkey D), and 4.9 kg (monkey N) were used. After training the monkeys to sit calmly in a dedicated chair, they were implanted with subdural ECoG electrode sheets in the temporal cortex (160 channels), lateral prefrontal cortex (64 channels), and orbitofrontal cortex (OFC: 32 channels) of the left hemisphere (Figure 1A) and with a head post (to allow head fixation). The work was performed at Niigata University using the standard aseptic surgical procedures described previously (27). The electrode grids were fabricated on 20 mm thick, flexible parylene-C film using microelectro-mechanical technology. All electrodes of the sheets placed in the lateral prefrontal cortex and OFC were 1.0 × 1.0 mm in dimension and spaced at 2.5 mm. The electrodes of the temporal cortex sheets were 0.3 × 0.3 mm in dimension and spaced at 1.0 mm on the anterior–posterior axis and 2.5 mm on the dorsal–ventral axis. For each temporal cortex, the sheet was inserted into the lateral sulcus and positioned on the superior temporal gyrus (Figure 1A). For each lateral prefrontal cortex and OFC, the sheet was positioned above the area. Reference electrodes were placed on the inner surface of the dura mater, over the parietal lobe. We used structural magnetic resonance imaging to confirm the correct placement of the implants. All animal care and experimental procedures were approved by Niigata University, Tamagawa University, and the University of Yamanashi Animal Care and Use Committee and were in accordance with the guidelines of the National Institutes of Health.


[image: Figure 1]
FIGURE 1. Locations of ECoG electrodes and auditory stimuli. (A) The ECoG electrodes covered the left hemisphere, and the exact locations were determined in monkey D on postmortem brain reconstruction. Green dots indicate electrodes located on the surface of the brain, and circles are electrodes inserted into the lateral sulcus. Arrows correspond to the direction of the lower left panel. STS, superior temporal sulcus; LS, lateral sulcus; CS, central sulcus; AS, arcuate sulcus; PS, principal sulcus; MOS, medial orbital sulcus; LOS, lateral orbital sulcus. (B) Auditory stimuli (1,000 Hz, 50 ms duration tone) were presented with a stimulus interval of 500 ms. Ten percent of the auditory stimuli were omitted. Black bars indicate tone presentation, and dotted bars indicate tone omission.




Auditory Stimuli and Experimental Protocol

Experiments were conducted at Tamagawa University and the University of Yamanashi. Each monkey sat in a dedicated chair with the head fixed to face a 17-inch, thin-film transistor flat-screen monitor. To avoid body motion and sleep, the monkeys performed a fixation task during tone presentation and were rewarded with liquid when they fixated the center of the display for 2 s. A 1,000 Hz tone 50 ms in duration served as the auditory stimulus. This was presented every 500 ms, with a 10% probability of omission (Figure 1B). In each session, 900 tones were presented and 100 tones were omitted. The sound pressure was 80 dB, and the rise/fall times were 1 ms; the tones were presented binaurally through earphones. Data were collected over 10 sessions for each monkey. We used MATLAB (MathWorks) to control the behavioral tasks. Eye position was monitored using a remote eye-tracker system (iREC2).



Electrophysiological Recordings and Data Analyses

We recorded ECoG data from 256 channels for each monkey during auditory stimulus presentation or omission. ECoG signals were filtered from 0.3 to 500 Hz and digitized at 1 kHz using dedicated hardware (Cerebus System, Blackrock Microsystems Inc.). We used EEGLAB software (28) for offline analyses. For each electrode, we calculated auditory ERPs elicited by tone presentation and omission. After bandpass (1–30 Hz) filtering, we extracted ECoG data from −200 to 600 ms after all event onsets of all trials. We rejected trial epochs exceeding ±1,000 μV at any electrode. Tone presentation trials were randomly selected to equate the number of trials to the number of tone omissions. ERPs associated with tone presentation and omission were calculated by averaging all trial responses across 16 electrodes in each subregion recorded in the 3 monkeys. We used the one-sample t-test to determine whether the ERP deviated from zero at each time point. The false discovery rate (FDR) was controlled using the Benjamini/Hochberg approach.

To evaluate functional connectivities between electrodes, we computed phase-locking values (PLVs). A PLV denotes the degree of phase difference consistency across trials and shows event-related phase coherence between two data time series (29). The PLV is defined as the average vector length calculated from phase angle differences as follows:

[image: image]

where n denotes the number of trials, e denotes the natural logarithm, i denotes the imaginary unit, and p denotes the phase angle difference in radians of each t trial. To avoid synchrony attributable to noise, we re-referenced all data by subtracting the mean response across each 32-channel connector from the raw response, followed by notch filtering (48–52 Hz) prior to calculating PLVs. We focused on theta- (4–8 Hz), alpha (8–12 Hz), low-beta- (12–25 Hz), high beta- (25–35 Hz), and gamma- (35–60 Hz) band PLVs.

We calculated PLVs between 2 temporal seed electrodes and 96 frontal electrodes (2 × 96 electrode pairs). For the anterior temporal cortex, we identified several electrodes that showed greater ERP response during tone omission than during tone presentation. Of these, the electrode located near the edge of the lateral sulcus (presumably corresponding to the anterior parts of the lateral belt) was selected as the seed electrode. For the posterior temporal cortex, the electrode placed near A1 (presumably ML) was selected as the seed electrode. We used the Circular Statistics Toolbox for Matlab to statistically test the significance of PLVs and the PLV difference between tone presentation and omission (30). To examine the significance of PLVs, we used a Rayleigh test to determine whether the distribution of phase angle difference deviated from uniformity (Figures 3, 4). To examine the significance of the PLV difference between tone presentation and omission, we used a circular analog of the Kruskal-Wallis test (circ_cmtest) to determine whether the median phase angle between tone presentation and omission was significantly different for each frequency band (30). The PLV difference for each frequency band was determined to be significant if more than 20% of the data points within the frequency band were deemed significant (Figure 5). To summarize the areal difference and time course of PLV difference between tone presentation and omission, we calculated the proportion of significant electrodes within a 10 ms time window averaged across 16 channels for 3 representative areas (Figure 6). All statistical analyses were performed using custom scripts written in MATLAB R2014a (MathWorks).




RESULTS


Tone Presentation and Omission Responses of the Temporal and Frontal Cortices

We first calculated ERPs associated with tone presentation and omission by averaging the responses to all event onsets. Figure 2 shows the ERPs to tone presentation (black) and omission (red) averaged across electrodes and monkeys in various areas of the temporal and frontal cortices. The ERPs to tone presentation occurred immediately after stimulus onset. The ERPs in the posterior temporal cortex were initially sharply negative (20 ms), and then turned positive (50 ms) and negative once more (90 ms), before exhibiting a positive deflection at around 200–300 ms (one-sample t-test, p < 10−6, FDR corrected). Similar patterns were observed for the frontal pole, ventro-lateral prefrontal cortex (VLPFC), OFC, and anterior temporal cortex in the three monkeys.


[image: Figure 2]
FIGURE 2. Event-related potentials (ERPs) during the omission paradigm. (A–E) ERPs averaged across 3 monkeys. Each line shows the average ERP across 16 electrodes in each area (red shading) that were averaged across 3 monkeys. Black lines: ERPs at tone presentation; red lines: ERPs at tone omission. The black and red lines on the tops of the graphs indicate deflections that deviated from zero (one-sample t-test, p < 10−6, FDR-corrected).


However, the ERPs to tone omission did not exhibit any sharp deflection, the timing of which varied among the cortical areas. An early (0–100 ms) positive deflection was first observed in the anterior temporal cortex, followed by the frontal pole and OFC (one-sample t-test, p < 10−6, FDR corrected). A late (from 200 ms) gradual increase was evident in the anterior and posterior temporal cortices (one-sample t-test, p < 10−6, FDR corrected), which was also slightly evident in the prefrontal cortices. The early positive deflection in the frontal pole was observed in all three monkeys, whereas it was observed in the anterior temporal cortex and OFC in two of the three monkeys (one-sample t-test, p < 0.0005, FDR-corrected). The late gradual increase was observed in all three monkeys (one-sample t-test, p < 0.005, FDR-corrected). These results suggest that the absence of a predicted auditory input elicits PRSs across a widespread network that includes both the temporal and frontal cortices. As an early positive deflection was observed, we hypothesized that PRSs might be generated in the anterior temporal cortex that is communicated to the frontal pole and OFC.



Functional Connectivity Between the Auditory and Prefrontal Cortices During Tone Presentation and Omission

To evaluate functional connectivity between the temporal and prefrontal cortices, we calculated the PLVs (Figures 3, 4). We evaluated the roles played by the anterior and posterior temporal cortices, because the auditory system features two parallel pathways (26). We identified seed electrodes within the anterior and posterior temporal cortices that elicited robust positive deflections during tone omission (Figure 2) and then calculated the PLVs between the temporal electrodes and various PFC areas. The seed electrodes lay in the lateral belt area (the AL or RTL for the anterior temporal cortex, and the ML for the posterior temporal cortex).


[image: Figure 3]
FIGURE 3. Typical phase-locking values (PLVs) between the anterior temporal cortex and various prefrontal cortical regions. The red dot on the brain map indicates the seed electrode, and the cyan dot indicates the target electrode. The red shaded regions indicate the defined area of the target electrode positioned. (A–C) PLVs of monkey J. The PLV map of each area is between the anterior temporal cortex electrode and the frontal pole (A), the VLPFC (B), and the OFC (C) electrodes, in terms of tone presentation (above) and tone omission (bottom). Black contoured lines indicate statistically significant PLVs (Rayleigh test, p < 0.05, FDR-corrected). Colored arrows indicate important patterns of PLVs in each tone. Color scales were identical for tone presentation and tone omission, but were different across area and monkey. (D–F) PLVs of monkey D. (G–I) PLVs of monkey N.



[image: Figure 4]
FIGURE 4. Typical phase-locking values (PLVs) between the posterior temporal cortex and various prefrontal cortical regions. The conventions are those of Figure 3.


Figure 3 shows typical PLVs between the anterior temporal cortex and various prefrontal regions for each monkey. We found event-locked changes in the PLVs of different frequencies during both tone presentation and omission. At tone presentation, theta-low-beta frequency PLV was observed between the anterior auditory cortex and the frontal pole, the VLPFC; this developed about 100 ms after tone onset (magenta arrow). These results suggest that theta-low-beta frequency PLVs between these areas reflect the communication of the auditory input signal.

At tone omission, the frontal pole and the VLPFC theta-low-beta frequency PLVs developed about 200 ms after the predicted onset for the three monkeys (white arrow). The existence of theta-low-beta frequency PLV during omission suggests that it represents a communication relevant to the PRSs. No specific pattern was observed in the high-frequency range. For comparison, Figure 4 shows typical PLVs between the posterior temporal cortex and various prefrontal regions. No consistent between-monkey pattern is evident.

Next, we quantified the frequency-dependent PLV differences between tone presentation and omission. Figure 5 shows the time course of significant difference ratio of the three monkeys between tone presentation and omission for all prefrontal electrodes; blue indicates that the tone presentation PLVs were significantly larger than the tone omission PLV, and yellow vice versa. For the anterior temporal seed, tone presentation PLVs were larger than tone omission in the theta- to high-beta range around 100 ms after tone onset (Figure 5A, blue, white box). Conversely, tone omission PLVs were larger than tone presentation in the low-beta band around 200 ms after tone onset (Figure 5A, yellow, red box). For the posterior temporal seed, tone omission PLVs were larger than tone presentation PLVs in the theta- and alpha-band around 150 ms after tone onset (Figure 5B, yellow, black box), whereas PLVs near tone onset were only modest. These results suggest that both the anterior and posterior temporal cortices were involved in the communication of PRS.


[image: Figure 5]
FIGURE 5. The statistical difference map between tone presentation and tone omission PLV. Each map shows the time course of significant difference ratio of the three monkeys between tone presentation and tone omission PLVs for all prefrontal electrodes at each frequency band (cmtest, p < 0.05, uncorrected). Blue indicates that the tone presentation PLV was significantly larger than the tone omission PLV, and yellow vice versa. Colored boxes indicate important patterns in each map. (A) Maps of the anterior temporal seed. (B) Maps of the posterior temporal seed.


To determine the areal difference of the frequency-dependent PLVs between the temporal cortex and the prefrontal regions, we calculated the proportion of significant electrodes within three regions, namely, the frontal pole, the VLPFC, and the anterior OFC for each frequency band (Figure 6). Positive values indicate the proportion of electrodes with larger tone omission PLVs than tone presentation PLVs, and negative values vice versa. For the anterior temporal seed, tone presentation PLVs were larger than tone omission PLVs around 50–100 ms in the theta-, alpha-, and low-beta-bands for the frontal pole electrodes (Figure 6A, blue). This was followed by larger tone omission PLVs around 150–200 ms after tone onset in the theta- and alpha-bands for the VLPFC electrodes (Figure 6A, red) and in the low-beta-band for the frontal pole electrodes (Figure 6A, blue). For the posterior temporal seed, tone omission PLVs were larger than tone presentation PLVs around 100–200 ms after tone onset in the theta- and alpha-bands for the VLPFC and the anterior OFC electrodes. Overall, tone presentation-specific synchronization was mainly observed between the anterior temporal cortex and the frontal pole, and tone omission-specific synchronization was apparent between the anterior temporal cortex and the frontal pole, the VLPFC, and between the posterior temporal cortex and the VLPFC, OFC.


[image: Figure 6]
FIGURE 6. The time courses of the statistical difference map across prefrontal areas. Each panel shows the mean time course of proportion significant electrodes within 3 regions, namely, the frontal pole, the VLPFC, and the anterior OFC. Positive values indicate the proportion of significant electrodes where tone omission PLV was significantly larger than the tone presentation PLV, and negative values vice versa. (A) Panels of the anterior temporal seed. (B) Panels of the posterior temporal seed.





DISCUSSION

We found that PRSs were widespread in the temporal and frontal cortices. Because the early-latency ERP for tone omission arose earlier for the temporal cortex compared with the frontal pole and OFC, PRSs were presumably generated in the temporal cortex and propagated to the frontal pole and OFC. However, it was difficult to determine how they were propagated: we did not find early phase synchrony for tone omission. Beta-band synchronization was observed between the anterior temporal cortex and the frontal pole around 150 ms after the absence of auditory stimulation, suggesting a late communication of PRSs. Conversely, the VLPFC and the OFC were synchronized in the theta- and alpha-band range between the frontal cortices and the posterior temporal cortex. These synchronizations may be related to the generation of the gradual increase in ERP after 200 ms observed in the temporal cortex, which we interpret as a PRS, although it may merely reflect anticipatory effects. Signals relevant to auditory input were communicated reciprocally between the anterior auditory cortex and the frontal pole. These areas became synchronized in the theta-, alpha-, and low-beta-band range around 80 ms after tone onset.

Previous human studies that examined responses when the omission paradigm was in play reported that omission responses developed in the temporal and frontal areas (12, 13). Our results in the macaque monkey are in line with these studies. The omission responses recorded in temporal areas in previous studies were modulated by the attention paid to tone stimuli (13, 31), which implies that a top-down signal from prefrontal areas contributed to the derivation of the omission response in the temporal area. Furthermore, dipole sources (identified using MEG) (13) and intracranial recordings of omission responses (31) were localized to the posterolateral frontal cortex, suggesting that the connection between the lateral prefrontal and temporal cortices is critical in terms of eliciting responses to omission. In this study, we directly showed that responses to an omission in the lateral prefrontal and temporal cortices were phase-synchronized. As the synchrony lay in the beta-band range, we speculate that it reflects top-down propagation of PRSs (24, 32), although another study suggested that beta-band synchronization reflects bottom-up propagation during the resting state (25).

To this point, we have described omission responses as PRSs. Such signals feature (at least) prediction and prediction error. The omission paradigm allowed us the possibility to distinguish the two because it eliminates the effects of sound differences in typical oddball paradigms. In general terms, responses to only tone presentation may principally be sensory inputs, those to both tone presentation and omission may be predictions, and those to only tone omission may be prediction errors. Gradual positive deflections in the ERPs were observed at both tone presentation and omission and are considered to contain prediction signals. Conversely, the beta-band PLV between the anterior auditory cortex and the frontal pole was larger at tone omission compared with presentation and is considered to contain prediction error signals. In reality, it is difficult to conclude that a response is attributable to one condition and not another. For example, responses to both tone presentation and omission may be caused by sensory inputs and prediction error instead of predictions. This is particularly true for heterogeneous signals, such as those observed in ECoG and EEG. Thus, although the omission paradigm renders it possible to distinguish prediction from prediction error signals, signal assignments are necessarily tentative. Indeed, only a few studies have successfully isolated prediction signals. Ohmae et al. (8) found prediction signals in the cerebellar nucleus using the omission paradigm. It was suggested that responses in the cerebellar nucleus corresponded to prediction signals because the responses increased with successive tone presentation and became maximal at tone omission. Future studies examining whether the ERP responses increased with successive tone presentations are warranted.

In this study, we aimed to obtain prediction-related signals that may be related to neuropsychiatric disorder (16). Therefore, we utilized a long ISI (500 ms) oddball paradigm that is typically used in clinical studies. However, a previous human scalp EEG study that examined responses in the omission paradigm reported that only a short ISI (below 150 ms) elicited a clear negative deflection in a fronto-central site (33). Conversely, a previous MEG study found that longer ISI (1,000 ms) elicited a mismatch response in the omission paradigm that was reduced in patients with schizophrenia (14). In addition, a previous macaque study reported that prediction does occur for longer ISIs (8). Therefore, prediction signals for longer ISIs may not be detectable in EEG experiments, although they exist in the brain, and more complex paradigms may be needed to detect omission MMN in scalp EEG recording (11).

In conclusion, we found communication of PRSs between the anterior temporal cortex and the frontal pole in the omission paradigm, a variant of the typical oddball MMN paradigm. These results may not necessarily extrapolate to humans and thus patients with schizophrenia. However, auditory prediction is considered as one of the important elements of MMN whose reduction is well known in patients with schizophrenia (7). Furthermore, patients with schizophrenia are possibly impaired in their predictive abilities, demonstrated both behaviorally (34) and by non-invasive means, including impairments in the omission paradigm (14, 15, 35). Thus, an understanding of the neural mechanisms underlying the communication of PRSs may enhance our knowledge of the neural impairments underlying schizophrenia.
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CPZ equivalent:chlorpromazine equivalent. PANSS, Positive and Negative Symptoms Scale; CDSS, Calgary Depression Scale for Schizophrenia; PHQ-9, 9-item Patient Health
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statistic F value were shown.
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KYN metabolite as predictor B, metabolite p-value, metabolite % of model

Peak Latency

KYN -8.08 0.008 0.649
KYNA —10.64 0.003 0.697
KYN:TRYP ratio —347.01 0.031 0.472

Final models were selected using backward selection. Only metabolites with p < 0.05 are shown.
KYN, kynurenine; KYNA, kynurenic acid: TRYP tryptophan.

Other predictors

B, predictor

-15.29
0.61
-14.18

p-value, predictor

0.028
0.026
0.081
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KYN metabolite as predictor B (SE), metabolite ~p-value, metabolite 12 of model Other predictors in model B (SE), predictor p-value, predictor

Onset Latency

TRYP 042 (0.15) 0.008 0560 Magnitude ~17.63(3.79) <0001
KYN:TRYP ratio ~185.42 (83.36) 0.034 0524 Magnitude —17.02 (4.11) <0.001
3-OHAAAA ratio 3.68(1.26) 0.007 0585 Magnitude —21.24 (3.60) <0.001
Peak Latency
TRYP 047 0.18) 0013 0310 Age 0.48(0.18) 0014
KYNA ~6.67 (3.02) 0.036 0337 Age 0.43(0.18) 0026
Race —17.17 (7.87) 0.037
3-OHAAAA ratio 4.35(1.58) 0010 0326  Age 0.41(0.18) 0031

Final models were selected using backward selection. Only metabolites with p < 0.05 are shown.
TRYP tryptophan; KYN, kynurenine; 3-OHAA, 3-hydroxyanthranilic acid: AA, anthranilic acid: KYNA, kynurenic acid.
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Control  Schizophrenia Chi Sq p-Value®

Toxoplasma gondii Status, n 30 a7
Positive, n (%) 6(00)  12(2667) 031 0576
Negative, n (%) 24(800)  85(77.78)
Fvalue
Toxoplasma gondii 30 a7
Serointensity®, n, Mean (SD)
Positive, IU/mL 68.93(22.79) 2052(197.1) 341  0.086
Negative, IU/mL. 679(5.49) 562(2.28) 233 0.132
Kynurenines®, n, Mean (SD) 29 45
Tryptophan, uM 6163(19.26) 5466(11.78) 540 0023
Kynurenine, uM 272(084) 271(1.03) 000 0970
Kynurenic acid, nM 4752 (40.90) 33.16(17.02) 279  0.099
3-hydroxyanthranilic 29.42 (18.34) 265.85(13.96) 0.77 0.385
acid, M
Anthraniic acid, nM 14.85(18.41) 14.44(1151) 029 0590
Kynurenine:Tryptophan Ratio  0.05 (0.03)  0.05(0.02) 031  0.580
30HAAAA Ratio®® 250(1.45) 222(1.20) 1.00 0320
Startle testing, n, Mean (SD) 29 36
Onset Latency!, ms 47.87 (1122) 4868(1282) 576  0.019
Peak Latency’, ms 66.55(11.67) 7077 (1224) 434  0.041
Magnitude, pV 97.48 (74.32) 211.86 (261.81) 6.33 0.014

3Difference between Control and Schizophrenia subjects.

bCovariates included: age and diagnosis (CON vs. SCZ.

“Covariates included: age, sex, diagnosis (CON vs. SCZ), Toxo status (seropositive
vs. seronegative),

9Sample size for this metabolite was 73.

°3-hydroxyanthanilc acid:Anthranilc acid ratio.

fCovariates included: age and startle magnitude.
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Patients T P-value r P-value

ClosureNel - 086" 0.001
Repeat Nel - -
Closure N1

Repeat N1

Closure P1

Repeat P1

Controls

ClosureNel - - 0.93* 0.001
Repeat Nel - -
Closure N1

Repeat N1

Closure P1

Repeat P1

*p < 0.05; *'p < 0.01. Bold values highlight the significant effects.

Closure N1
r P-value
0.56* 0.01
0.42 0.08
0.60* 0.001
0.49* 0.02

Repeat N1

r
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0.52*
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Variable sz
M (sD)

Photopic condition

icc 0.42(0.25)
Amplitude a-wave —23.58 (8.29)
Trial-by-trial a-wave SD 25.83(18.06)
Trial-by-trial a-wave CV ~0.59 (0.36)
Amplitude b-wave 32.26 (11.07)
Trial-by-trial b-wave SD 23,67 (24.72)
Trial-by-trial b-wave CV/ 1.00 (0.63)
Scotopic condition

icc 0.40(0.30)
Amplitude a-wave ~10.30 (8.26)
Trial-by-trial a-wave SD 22.02 (23.34)
Trial-by-trial a-wave CV/ —0.69 (0.29)
Amplitude b-wave 41.87 (17.76)
Trial-by-trial b-wave SD 25.77 (19.87)
Trial-by-trial b-wave CV' 051(0.29)

SZ, schizophrenia; CON, control; ICC, intraclass correlation coefficient.
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27,60 (25.43)
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Variable

N
Gender

Female

Male

Age (M + SD)
Race

Caucasian

African American
Asian

Other

Ethnicity

Hispanic
Non-Hispanic
Education (M = SD)
PANSS (M + SD)
Positive

Negative
Disorganized
Excitement

Depression

25

4
21
36.80 + 10.83

13

5
20
1832+ 2.12

10.64 + 4.09
14.24 £5.21
5324227
6.92 £ 2.50
13.08 £ 4.88

CON

24

6
18
32134 11.92

13
7

20
16+ 1.98

SZ, schizophrenia; CON, control: PANSS, Positive and Negative Syndrome Scale.
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Al scores significant (o < 0.05) after false discovery rate (FDR) correction for muitiple comparisons over the whole brain. X-Y-Z coordinates are according to the Montreal Neurological

Institute (MNI) coordinate system.
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Demographics, n
Sex, n (%)°

Male

Female

Race, n (%)*

Black

White

Smoker, n (%)

Yes

Medication, n (%)
Atypical antipsychotic
Typical antipsychotic
Both atypical and typical
None

Age, Years, Mean (SD)
PANSS, n

PANSS, Mean (SD)
Positive symptoms
Negative symptoms
General symptoms
Total

fisher’s exact test used instead of Chi-sq due to small sample size.

Control  Schizophrenia Chi Sq/T

30 a7

258333  42(89.36)
5(16.67) 5(10.64)

23(7667)  45(95.74)
7(23.33) 2(4.26)

15(50.00)  26(55.32)

- 32 (68.09)

- 3(6.38)

- 8(17.02)

- 4851
52.93 (10.59) 51.55 (9.05)

- a7

- 15.23 (4.20)
- 16.74 (5.73)
. 26.30 (5.58)
- 58.27 (11.52)

value

021

0.61

p-Value

0.500

0.024

0.648

0544
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variable Example reference

Time point of deviaton Picton eta. (11)
Discrminaton dificuty Sams stal. (21)

Number of reguirities volated ‘Schroger and Wolt (25)
Strength of memory trace Badewsg et al. (26)

The way sounds are grouped Cowanetal. (7)
Baciward masking Wikder and Naatanen ()
Variabity in the repetiion Wik et a. (29).

Local probabilty of the deviant Csépeetal. (G0)

Period ofstae reguiry Toddetal. ()

Level of attention Woidorf et al. (31)
Famiaty or saience Korzyukov et al. (32)

Order of sound reguiaries. Toddetal ()

Brain lesons e.g. fonal cortex) Aain et . (33

Temporary distuption to frontalcortex Weighetal. (34)

Knowledge of sound strcture Sussman et al.(35).
Nature of experimental contrl for SSA Jacobsen et al. (36)
Volatiy ininfial sequence segments Toddetal, (37)

Girical conditons and aging Nadtainen et a. (39). Review.
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