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The impact of training or experience is not the same at all points in development. Children
who receive music lessons, or learn a second language before age 7-8 are more proficient as
adults. Early exposure to drugs or trauma makes people more likely to become addicted or
depressed later life. Rat pups exposed to specific frequencies from 9-13 days post-partum
show expanded cortical representations of these frequencies. Young birds must hear and
copy their native song within 1-2 months of birth or they may never learn it at all. These
are examples of sensitive periods: developmental windows where maturation and specific
experience interact to produce differential long-term effects on the brain and behavior.

While still controversial, evidence for the existence of sensitive periods has grown, as has

our understanding of the underlying mechanisms of brain plasticity. Behavioral evidence
from studies of language, psychopathology or vision in humans has been complemented

by evidence elucidating molecular, gene and hormonal mechanisms in animals. It has been
proposed that sensitive periods can be both opened and closed by specific experience, and
that there are multiple, overlapping sensitive periods that occur through-out development

as functions come on line. It is also likely that experience-dependent behavioral or brain
plasticity accrued during one sensitive period can serve as a scaffold on which later experience
and plasticity can build.

Based on current knowledge, there are a number of broad questions and challenges

to be addressed in this domain, these include: generating new information about the
neurobiological mediators of structural and functional changes; proposing models of brain
development that will better predict when sensitive periods should occur and what functions
are implicated; investigation of the interaction between experience during a sensitive period
and pre-existing individual differences; and the relationship between experience during a
sensitive period and on-going experience.
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The goal of this Research Topic is to bring together scientists in different fields whose work
addresses these issues, including animal and human developmental neuroscience, language
and cognitive development, education, developmental psychopathology and sensory
neuroscience.
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The impact of training or experience is not the same at all points
in development. Children who receive music lessons, or learn a
second language before age 7-8 are more proficient as adults.
Early exposure to drugs or trauma makes people more likely to
become addicted or depressed later life. Rat pups exposed to spe-
cific frequencies from 9 to 13 days post-partum show expanded
cortical representations of these frequencies. Young birds must
hear and copy their native song within 1-2 months of birth or
they may never learn it at all. These are examples of sensitive
periods: developmental windows where maturation and specific
experience interact to produce differential long-term effects on
the brain and behavior.

While still controversial, evidence for the existence of sensitive
periods has grown, as has our understanding of the underlying
mechanisms of brain plasticity. Behavioral evidence from stud-
ies of language, psychopathology or vision in humans has been
complemented by evidence elucidating molecular, gene, and hor-
monal mechanisms in animals. It has been proposed that sensitive
periods can be both opened and closed by specific experience,
and that there are multiple, overlapping sensitive periods that
occur through-out development as functions come on line. It is
also likely that experience-dependent behavioral or brain plastic-
ity accrued during one sensitive period can serve as a scaffold on
which later experience and plasticity can build.

Research into sensitive periods—or the interaction between
development and specific experience—has entered a new phase as
evidenced by the range of contributions brought together in this
volume. Until very recently, sensitive periods were considered to
be relatively narrow phenomena, often associated with the acqui-
sition of specific perceptual abilities. This narrow definition has
now evolved into a broader concept suggesting that the timing of
individual experience interacts with developmental changes in the
brain to produce synergistic effects on perceptual, cognitive, and
motor function.

The broad concept that the timing of individual experience
interacts with brain development and might even guide it is illus-
trated by articles examining both lower and higher-level brain
functions, such as the effect of age of start of music training on
brain stem responses to speech sounds (Skoe and Kraus, 2013);
the effect of age of language acquisition on discrimination of
visual speech cues (Weikum et al., 2013) or novel language learn-
ing (Finn et al., 2013); and perceptual narrowing in infancy for
cross-species voice perception (Friendly et al., 2013). This broader
conceptualization of sensitive period effects is also illustrated by

work examining the interaction of development and experience
at different ages, including infancy (Bosseler et al., 2013; Weikum
etal., 2013), early childhood (Bailey and Penhune, 2013; Putkinen
et al., 2013) and even adulthood (Finn et al., 2013). Articles in
this volume also examine sensitive period effects in the audi-
tory and visual systems in relation to sensory loss or deprivation
(Gordon et al., 2013; Voss, 2013). Sensitive period effects are being
explored at a number of different levels of the nervous system,
including work at the molecular and cellular levels. One study
examines how the interaction of normal brain development and
the timing of gene expression may explain pathology in develop-
mental disorders (Kroon et al., 2013) and another paper reviews
work using a rat model to study how the timing of a perinatal
insult affects later auditory processing (Fitch et al., 2013). Finally,
because complex experience impacts brain systems involved in
multiple processes, a number of papers examine transfer across
domains, especially the effect of musical training on language
processing (Martinez-Montes et al., 2013; Putkinen et al., 2013;
White et al., 2013).

Taken together, the articles selected for this Special Topic are
outstanding examples of the range of questions and approaches
that characterize the new approach to studying sensitive period
effects today. We hope that they will provide both an empirical
background and theoretical basis for future work.

Based on the research presented here, we see a number of
broad questions and challenges to be addressed by future research
into sensitive periods. These include: (1) generating new infor-
mation about the neurobiological and experiential mediators of
structural and functional brain changes; (2) proposing models
of brain development that better predict when sensitive periods
should occur and what functions would be implicated; (3) inves-
tigation of the interaction between experience during a sensitive
period and pre-existing individual differences; (4) examining the
relationship between experience during a sensitive period and on-
going experience and (5) determining the mechanisms by which
sensitive period-like plasticity could be re-activated in the adult
brain for the remediation of perceptual or cognitive impairments.
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Adults as well as infants have the capacity to discriminate languages based on visual
speech alone. Here, we investigated whether adults’ ability to discriminate languages
based on visual speech cues is influenced by the age of language acquisition. Adult
participants who had all learned English (as a first or second language) but did not speak
French were shown faces of bilingual (French/English) speakers silently reciting sentences
in either language. Using only visual speech information, adults who had learned English
from birth or as a second language before the age of 6 could discriminate between French
and English significantly better than chance. However, adults who had learned English
as a second language after age 6 failed to discriminate these two languages, suggesting
that early childhood exposure is crucial for using relevant visual speech information to
separate languages visually. These findings raise the possibility that lowered sensitivity to
non-native visual speech cues may contribute to the difficulties encountered when learning

a new language in adulthood.

Keywords: visual speech, language discrimination, sensitive period, adults, age of acquisition

INTRODUCTION

From the first days of life, language perception involves both
auditory and visual speech information. The visual information
available in talking faces contains linguistic cues often correlated
with and complementary to the acoustic signal (e.g., Munhall
and Vatikiotis-Bateson, 1998; Yehia et al., 1998). In adults, see-
ing talking faces enhances speech perception (Sumby and Pollack,
1954), and in some cases, can perceptually dominate overheard
speech (see McGurk and MacDonald, 1976; Campbell, 2009).
Similarly, there is evidence suggesting that very young infants
can match heard speech with the corresponding talking faces
(Kuhl and Meltzoft, 1982; Patterson and Werker, 2002), detect a
mismatch between heard and seen speech (Kushnerenko et al.,
2008; Bristow et al., 2009), and integrate mismatching audiovi-
sual speech (Rosenblum et al., 1997; Burnham and Dodd, 2004;
Desjardins and Werker, 2004). Moreover, both adults and young
infants are able to discriminate between languages just from
silent talking faces (Soto-Faraco et al., 2007; Weikum et al., 2007;
Ronquest et al., 2010).

Sensitive periods in language development have been docu-
mented for both auditory and visual speech perception. Infants
begin life with broad perceptual sensitivities that support learn-
ing phonetic properties from many of the world’s languages
(e.g., Saffran et al., 2006), but as their experience accumulates
across the first year of life, their perceptual sensitivities become
attuned to match the language(s) present in their environment
(see Werker and Tees, 2005, for a review). This pattern is seen

in age-related changes between 6 and 10 months of age for the
discrimination of minimal pairs that are phonologically rele-
vant to the infant’s native language (e.g., Werker and Tees, 1984;
Werker and Lalonde, 1988; Best et al., 1995; Bosch and Sebastidn-
Gallés, 2003; Tsao et al., 2006; Albareda-Castellot et al., 2011), in
visual language discrimination (Weikum et al., 2007; Sebastian-
Gallés et al., 2012), and even in auditory-visual matching (Pons
et al., 2009). This tendency, often referred to as “perceptual nar-
rowing” (Scott et al., 2007), seems to be extensively constrained
by maturational factors, particularly in the domain of phonetic
consonant discrimination (Pefa et al., 2012).

An interesting case is when the listener is regularly exposed
to more than one language (as is arguably the case for most of
the world’s population; see Brutt-Griffler and Varghese, 2004).
Infants exposed to two different languages seem to maintain their
sensitivity to the distinctions used in each of their languages.
For example, at the end of the first year of life, bilingual infants
can discriminate the heard speech sounds (Bosch and Sebastian-
Gallés, 2003; Burns et al., 2003; Albareda-Castellot et al., 2011)
and visual speech (Weikum et al., 2007) of both of their native
languages. Thus, early life exposure to two languages results in
a perceptual system that reflects, and is responsive to, the input
from each language.

In stark contrast to the flexibility that “crib” bilinguals show,
individuals who acquire a second language in adulthood have
notorious difficulty learning to discriminate some of the phono-
logical categories in their second language (L2). One of the best
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Weikum et al.

Age-related adult visual language discrimination

known examples is the difficulty Japanese learners often have in
discriminating the English /r/ vs. /l/ contrast (Goto, 1971). It is
equally hard for English speakers to learn to discriminate the den-
tal /da/ vs. retroflex /Da/ sounds used in Hindi (Werker et al.,
1981). In both cases, while intensive training can lead to some
improvement, performance does not reach the level of native
speakers (Tees and Werker, 1984; Lively et al., 1993; McClelland
et al., 2002). Even highly proficient bilinguals, such as Spanish-
native speakers of Catalan, can learn to discriminate contrasts
specific to their L2 (i.e., /e/ vs. /¢/; Sebastian-Gallés and Soto-
Faraco, 1999) but they nonetheless show poorer use of these
distinctions in lexical decision and other higher level processing
tasks (Pallier et al., 2001; Navarra et al., 2005; Sebastidn-Gallés
and Baus, 2005; Sebastian-Gallés et al., 2006; Diaz et al., 2008).
Interestingly, the discrimination between Catalan sounds /e/ and
/¢/ is enabled in Spanish-dominant Spanish-Catalan bilinguals
who cannot otherwise distinguish these phonemes auditorily,
when both the visual and the auditory speech information are
available (Navarra and Soto-Faraco, 2007). This finding suggests
that providing visual speech information can enhance discrimi-
nation of spoken L2 sounds.

Second language learners also show differences with regard to
prosodic or supra-segmental language contrasts (e.g., Otake and
Cutler, 1999). For instance, stress patterns on nonsense words are
easily perceived by speakers of Spanish (a language in which stress
can vary at the word level) but not speakers of French (a language
in which stress is mostly invariant at the word level; Dupoux
etal., 1997,2008). Additionally, extensive training on some supra-
segmentals (Mandarin tones) can lead to improvements in tone
discrimination (Wang et al., 1999). However, in contrast to birth
or very early bilinguals, adult L2 learners rarely achieve native-like
performance.

Studies looking at the age of acquisition (AoA) of the second
language suggest that the auditory phonemic system appears to
start losing plasticity in early childhood. For example, among
children who acquired a second language after age 7, auditory
phonetic perception and production of accent-free speech are
less precise than among children who acquired their second lan-
guage before age 7 (e.g., Flege and Fletcher, 1992; Flege et al,,
1995). Other studies indicate that even early bilinguals who
learned their second language between birth and 6 years strug-
gle on some phonological tasks in their second language (Pallier
et al., 1997; Sebastian-Gallés and Soto-Faraco, 1999) and show,
in general, poor sensitivity to phonetic distinctions from their
non-dominant language when speech is presented acoustically
(Navarra et al., 2005; Sebastidan-Gallés and Baus, 2005). Early
auditory language exposure thus seems important for achiev-
ing native-like phonological processing and accent-free fluency,
though the age at which performance deteriorates can vary with
the task.

Evidence concerning the importance of early experience for
language acquisition also comes from studies of children and
adults who, through adoption or immigration, had first language
attrition to some degree while acquiring a second language. An
influential series of studies tested adults who had been adopted
from Korea between the ages of 3 and 9 into French homes and
hence had little to no opportunity to speak or even hear Korean

thereafter. These adults showed no savings from their early
exposure to Korean, and were unable to recognize sentences or
understand individual words in Korean (Pallier et al., 2003), or to
discriminate the Korean 3-way distinction among plain, tense and
aspirated voiceless Korean stops (not used in French; Ventureyra
et al.,, 2004). Indeed, their performance on these speech contrasts
was not significantly different from that of French speakers who
had no exposure to Korean as children. In contrast, other studies
have found lasting influences from the first language even years
after it had attrited. For example, Korean adoptees to the U.S.
were able to discriminate Korean words better than English lis-
teners, particularly if they had some re-exposure to Korean (Oh
et al., 2003). Moreover, studies following exposure to languages
as diverse as Korean, Spanish, and Hindi—even just during the
infancy period with subsequent loss of that first language—show
a significant advantage in training studies or language learning
classes for learning auditory phonetic contrasts from the attrited
language (Tees and Werker, 1984; Au et al., 2002; Knightly et al.,
2003; Oh et al., 2003, 2010; Hyltenstam et al., 2009). Thus, to the
extent that retraining is seen as reactivation of old memory traces
(e.g., Bjork and Bjork, 2006), one can say that exposure during
the first few years of life can have a lasting effect on sensitivity to
phonemic contrasts.

Despite all the research in speech perception, the vast majority
of studies deal with auditorily presented materials. Much less is
known about the development of visual speech perception capa-
bilities. As previously mentioned, monolingual infants aged 4 and
6 months are able to discriminate their native language from an
unfamiliar language just by watching silent talking faces, but no
longer do so by 8 months unless they are growing up in a bilingual
environment (Weikum et al., 2007; Sebastian-Gallés et al., 2012).
Nonetheless, there is some latent sensitivity to visual information
even among adults, but only if they know one of the languages.
For example, Soto-Faraco et al. (2007) found that adult Spanish,
Catalan, and Spanish-Catalan bilinguals were able to discrimi-
nate visual Spanish from visual Catalan significantly better than
chance, whereas Italian and English speakers were not. Using two
languages that were less similar, English and Spanish, Ronquest
etal. (2010) reported similar results.

A question that these studies do not address is whether there
is an influence of AoA for one of the test languages on visual
language processing, in the same way that this variable plays an
important role in auditory language perception. There is one sug-
gestion in the literature of such an effect in a study of visual
language discrimination of Finnish vs. Swedish where a trend was
observed for better discrimination by participants’ age of arrival
in Sweden (Ohrstrom et al., 2009). The current study investigated
precisely this question: Does age of acquisition of an L2 play a role
in the ability to visually discriminate the L2 language from other
languages? In order to investigate this issue, we tested adult partic-
ipants from varied (non-French) language backgrounds who had
acquired English at different ages (from birth to late childhood)
on the visual French and English stimuli (used in previous work
with infants, Weikum et al., 2007; Sebastian-Gallés et al., 2012).
English and French differ both rhythmically and phonetically.
Rhythmically, the two languages differ as English is a stress-timed
language and French is a syllable-timed language (Pike, 1945;
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Abercrombie, 1967). Phonetically, segmental differences, such as
more vowel lip-rounding and greater degree of lip protrusion in
French, and the use of interdental articulations in English, exist
between the two languages (Benoit and Le Goff, 1998).

On the basis of the literature reviewed above, showing age of
acquisition effects on phonetic (segmental) and supra-segmental
auditory speech perception, we hypothesized that visual language
discrimination would also be influenced by the age at which the
second language was learned. We therefore tested adults who
had learned English at different ages. We divided the adults into
three groups. The first group (Infant Exposure) was comprised of
adults who had acquired English in infancy (by 2 years)—either
as a single language or in a dual language-learning environment.
Because an effect has been found for visual language discrim-
ination between 6- and 8-months (Weikum et al., 2007), we
were interested to determine whether this decline in visual lan-
guage discrimination provides evidence for an optimal period in
infancy that has life long consequences, or whether it shows a
(re)organization process that has begun, but has not yet become
permanent. However, adults are not accurate in reporting pre-
cisely when input from a second language began (especially if
it was early in life), so we decided to use a broad range (0-
2) to cover infancy. Thus, although a cut-off at 6 months of
age would have provided an ideal comparison for the percep-
tual change found in the infant work, to be conservative we
used a 2 year cut-off. The second group (Early Exposure) was
comprised of adults who had acquired English after age 2 and
before 6 years. Previous studies examining auditory speech per-
ception and production have suggested that age 6 may be an
important cut-off for phonological processing and accent-free
speech (e.g., Flege and Fletcher, 1992; Flege et al., 1995) and
studies have also shown that even early bilinguals may show
differences on difficult phonological tasks (Pallier et al., 1997;
Sebastidn-Gallés and Soto-Faraco, 1999). Thus, this middle age
group was comprised of Early, but not “crib” bilinguals. From
a theoretical perspective, this group would include individuals
who acquired the second language once the perceptual reorga-
nization for the first language had already been established. The
third group (Late Exposure) was comprised of adults who had
acquired English after age 6 and before age 15. We compared these
three groups on their ability to discriminate English visual speech
from French visual speech (a non-native language for all the
participants).

We predicted that the adults’ ability to discriminate English
from French based on visual information alone would depend on
the age at which they learned English. To control for the possi-
bility that short-term familiarity with a speaker could enhance
language discrimination, we showed all participants videos of
three different bilingual speakers and tested participants under
two conditions. In the random condition, paired sentences from
all three speakers were presented in random order. In the blocked
condition the participants viewed all the sentence pairs from
each of the three speakers in succession. If the blocked condi-
tion (where participants were able to see the same speaker over
and over) conferred any short-term familiarity benefits, we would
expect improved performance among the speakers in the blocked
condition.

METHODS

PARTICIPANTS

In accordance with the Behavioral Research Ethics Board at the
University of British Columbia, all participants gave informed
consent before participating. There were 120 adult participants
(see Table 1 for details). Sixty participants had learned English
as a first language (L1) before age 2. In this group, 40 partici-
pants had learned only English and 20 participants had learned
English in conjunction with another language (Infancy multi-
linguals). An additional group of 60 had learned English as a
second language (L2) after the age of 2 years. These L2 partic-
ipants were further divided according to the age at which they
started to learn English. Thirty participants had learned English
as a second language in early childhood (age 2—6 years; Early
multilinguals), and 30 participants had learned English learned
as a second language in late childhood (age 6-15 years; Late
multilinguals). Although the first language (L1) of the L2 partic-
ipants was quite varied, the majority of the languages were either
Cantonese or Mandarin (see Table2 for participant language
background information). None of the participants were fluent in
French'.

All subjects were highly proficient in English. All courses at the
university they were attending were in English, and all who had
English as a second language had passed the mandatory TOEFL
requirement. In addition, we asked participants who had learned
English as a second language, or simultaneously with another lan-
guage from birth to rate themselves on their English proficiency.
The first 11 participants rated their proficiency on a 7-point Likert
scale where (1) represented native-like and (7) represented begin-
ner. We switched to a more detailed questionnaire (Desrochers,
2003) for the remaining participants. This included 8 oral com-
prehension and 14 oral production questions. For each question,
participants rated the difficulty of various speech activities on
a 9-point Likert scale as very easy (1) to very difficult (9). The
mean answer to these 22 questions was used as each partici-
pant’s proficiency score. Proficiency in English was not available
for 2 participants who had learned English simultaneously with
another language.

10ne of the subjects in the Late multilingual group whose first language was
Mandarin subsequently became proficient in both French and English, but no
longer uses French.

Table 1 | Participant Data.

N Age English Male/ Mean age in
learned Female years at test (SD)*

L1

English only 40 0-2 21TM/19F 253 (71)
Infant multilinguals 20 0-2 IM/MTF 21.1(3.1)
L2

Early multilinguals 30 2-6 1MM/19F  20.5 (2.1)
Late multilinguals 30 6-15 1BM/17F 212 (4.2)

*Age at test was only available for 109 participants.
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STIMULI

The faces of three balanced bilingual (French/English) speak-
ers were recorded while they recited sentences in both English
and French. The French and English sentences were taken from
the French and English versions of the book “The Little Prince,”
and were selected to overlap in content (same sentence transla-
tions) and to be roughly equivalent in length (see Appendix
for examples). The sentences from each language were then indi-
vidually digitized with the sound removed, to create 8—13 s silent
video clips. There were no significant differences between sen-
tence lengths for the English [average 37.24 (SD = 6.00) syllables]
and the French [average 33.24 (SD = 5.88) syllables] video clips.

PROCEDURE

Participants were tested in a sound-attenuated room and sat at
eye level with the monitor (17”) of a Pentium 4 PC. From a
distance of ~75cm, the participants watched 24 pairs of sen-
tences, and each pair was played consecutively. For each pair of
sentences, a white fixation point would first appear in the cen-
ter of the black screen for 500 ms. Following this, a red frame
with the speaker silently reciting one of the sentences would
appear and was followed by a 1s interval of black screen before
the second sentence in the pair was played inside a green frame.
Participants were asked to press the right mouse button (marked
with an S) if they thought both clips were in the same language
and the left mouse button (marked with as D) if they thought
that they were from different languages. During the second sen-
tence (green frame) participants had been instructed to respond
as soon as they were sure of their judgment. If a response was
not made during the second sentence, a white question mark
appeared in the center of the black screen and was displayed
until a response was made or 2000 ms elapsed. The language for
each sentence clip was chosen pseudorandomly by the computer
for each participant. The order and total number of sentences

Table 2 | Multilingual participants’ other language data.
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N
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was set to be equiprobable, with each sentence appearing only
once.

The two sentences in a given trial were spoken by the same
person and were different in content. In the random condition,
the clips used in a given trial were selected randomly from one of
the three speakers. In the blocked condition, eight clip pairs from
each individual speaker were presented consecutively before mov-
ing on to the eight pairs from the next speaker. This allowed for
a test of potential improvement across exposure to each speaker.
The order of the speakers was counterbalanced for each condition
and the speaker order for the blocks was counterbalanced across
participants.

RESULTS

Using group mean averages, a series of one-sample f-tests
revealed that across all ages of acquisition, both the English
L1 (English learned alone in infancy or simultaneously with
another language) [M = 60%, ts9) = 6.84, p < 0.001] and
English L2 (Early and Late multilinguals) [M = 54%, t(59) =
3.00, p < 0.05] discriminated the languages significantly bet-
ter than chance, and did so in both the Random [M = 57%,
t(s9) = 4.56, p < 0.001] and Blocked [M = 58%, t(s9) = 4.99,
p < 0.001] speaker blocks. A univariate analysis of variance
(ANOVA) including sex, language background (English as L1
or English as L12), and speaker order (blocked or random)
yielded only a significant main effect for language background
[F, 119) = 8.08, p < 0.05; Figure 1]. Simple main effect anal-
yses showed that the English L2 speakers performed signif-
icantly worse than the English L1 speakers [F(i, 119) = 5.40,
p < 0.05].

*
mE e
*
* 1

0.5

Accuracy
06088888808
O
E

p<.05

Block Random Block Random

L1 L2

FIGURE 1 | Accuracy (percentage correct) in identifying whether silent
video clips were from the same or different languages in both Random
and Blocked speaker orders. The y-axis represents mean accuracy; the
x-axis represents whether the adults had learned English before age 2 (L1)
or after the age of 2 years (L2). Filled-in symbols represent the group
means. Error bars represent the standard error of the mean. *p < 0.05.
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To probe whether age of acquisition of English had an effect
on visual speech discrimination, we ran additional analyses. An
ANOVA analyzing the effect of age of English acquisition (age
0-2, 2-6, 6-15) yielded a significant effect [F(,, 117) = 5.55, p <
0.05]. Planned comparisons focusing on the multilingual partic-
ipant groups revealed that the Infant and Early multilingual age
groups did not perform significantly different from each other
[F(1, 48y = 0.24, p = 0.63], but did perform better than adults
who acquired English in late childhood (6-15 years) [F(1, 73) =
3.90, p = 0.05]. In fact, performance was significantly better than
chance for multilingual learners who acquired English in infancy
[M = 56%, t19) = 2.69, p < 0.02] and learners who acquired
English in early childhood [M = 57%, t(9) = 3.53, p < 0.02],
but not for participants who acquired English in late childhood
[M = 52%, t(29) = 0.82, p = 0.417]. These results are graphically
illustrated in Figure 2, which reveals as well that the vast majority
of subjects in the infancy and early childhood groups, but not in
the late English acquisition group, performed better than chance.

We performed several follow-up analyses with the mul-
tilingual groups in order to explore whether proficiency or
number of years of experience, rather than age of acquisi-
tion (see Flege et al., 1997), could account for our findings.
There was no significant correlation between discrimination per-
formance and self-rated proficiency in English [r77) = —0.18,
p = 0.12]% Correlating discrimination performance with total
years of experience with English [r(70) = 0.09, p = 0.48] 3, and

2The data for this analysis were only available for 78 of the 80 participants and
1 participant’s data was removed as their proficiency score was more than 3
SD from the mean.

3The data for this analysis were only available for 71 of the 80 participants.

*
4

Accuracy
(<)
w
888000
0%8@ gooo
HH

g
0og %@%@@@@O

Infancy Early Late

FIGURE 2 | Accuracy in identifying whether silent video clips were
from the same or different languages of multilingual adults who had
learned English: simultaneously with another language before age 2
(Infancy), between age 2 and 6 (Early), and after the age of 6 (Late). The
y-axis represents mean accuracy and the x-axis represents the age at
which English was learned. Filled-in symbols represent the group means.
Error bars represent the standard error of the mean. *p < 0.05.

exposure to French [r(79) = 0.02, p = 0.84] also failed to reach
significance. However, there were significant group differences
between the means for proficiency scores, 1.16 (Infant multilin-
guals), 1.48 (Early multilinguals), and 1.95 (Late multilinguals),
[F(2, 74y = 5.92, p < 0.01] as well as the group means for years
of experience, 20.1 (Infant multilinguals), 16.5 (Early multilin-
guals), and 12.4 (Late multilinguals), [F(2, ¢5) = 40.14, p < 0.01].

To further probe the possibility that self-rated proficiency or
years of experience with English may have contributed to our
findings, we equated the Early and Late Multilingual groups
by selecting subsets with equivalent proficiency scores or years
of experience. We selected a subset of Late multilinguals who
scored between 1 and 3 on the proficiency scale [with a mean
score = 1.48(0.67) that was equivalent to the Early multilin-
guals = 1.53(0.60)]. The results from the full sample concerning
the influence of AoA were replicated in the restricted Late mul-
tilingual sample as the late learning multilinguals again failed
to perform significantly better than chance [M = 53.3%, t(22) =
1.47, p = 0.16].

Similarly, we also tested the effect of AoA by selecting a subset
of English L2 speakers who had an equivalent amount of experi-
ence in total number of years (12-19 years), and then within this
group, compared the effects of early and late AoA. This resulted
in 2 groups: 20 early bilinguals with a mean = 15.3(1.26) years
of experience and 16 late bilinguals with a mean = 14.06(2.17)
years of experience, wherein the mean years of exposure were not
significantly different. The results from the full sample concern-
ing the influence of AoA were replicated in this restricted sample:
early bilinguals performed significantly better than chance [M =
56.0%, t9y = 2.79, p < 0.05] while the late learning bilinguals
did not [M = 52.6%, f(15) = 0.96, p = 0.35].

DISCUSSION

The age at which a language is learned (in this case, English) dur-
ing childhood influences the ability to visually discriminate this
language from others in adulthood. Interestingly, this effect of
AoA could be examined separately from the influence of years
of exposure or proficiency (self-rated). When tested on a visual
language discrimination task, most participants who had learned
English as a second language in late childhood (after 6 years)
failed to discriminate English from French, whereas most par-
ticipants who had learned English earlier, as infants (0-2 years
old) or in early childhood (26 years old), succeeded. Allowing
the participants to view the speakers in a blocked vs. random
speaker order did not seem to have an influence on discrimination
performance.

According to prior research, infants who are familiar with
both languages (French and English since early infancy) retain
the capacity to continue discriminating the languages visually at
8 months, while their monolingual counterparts fail (Weikum
etal., 2007). This benefit arising from bilingual exposure appears
to confer an advantage in adulthood too, as adults familiar with
both test languages perform visual language discrimination sig-
nificantly better than those familiar with only one of the test
languages (Soto-Faraco et al., 2007). Based on the infant research,
one might argue that the successful discrimination of French
and English by monolingual English infants at 4 and 6 months,
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followed by a decline at 8 months, predicts that monolingual
English adults should also fail to discriminate English and French
(Weikum et al., 2007). However, the present findings (see also
Soto-Faraco et al., 2007 for converging results) show that mono-
lingual participants do indeed successfully discriminate their
native language from an unfamiliar language. One reason adults
succeed and older infants do not, may be that adults are able to use
a wider and more sophisticated range of strategies to resolve the
task. However, if it was only strategy on the part of the monolin-
gual adults that leads to their success in language discrimination,
then the failure of our English L2 late learning adults to tell apart
French from English is surprising. Instead, our results suggest that
exposure to one of the languages any time before age 6 allows for
continued discrimination in adulthood.

Sensitive periods have been previously identified for phone-
mic segment discrimination in auditory spoken languages (for a
review see Werker and Tees, 2005) and for acquisition of syntax
in signed languages (Newport, 1990). The results from this study
further support these findings by showing that sensitive periods
also exist for language discrimination based on visual speech cues
alone. Although it was not the intention of this study to address
what these cues may be (see Soto-Faraco et al., 2007; Ronquest
et al., 2010; Navarra et al., submitted), for work investigating the
role of visual phonetic and rhythmical cues), our results suggest
that some visual language cues are subject to sensitive periods. On
the other hand, some of the subjects in the late acquisition group
did succeed at discriminating visual French from visual English.
Thus, either some cues are subject to sensitive period effects and
others are not, and the subjects differentially attended to these
cues, or there are individual differences between the subjects
such that some retain greater openness to non-native informa-
tion than do others. Understanding this within group variability
more deeply will be an important focus for future research. It will
provide insight into the speech perception limitations faced by
both first and second language learners, and provide guidance for
improvement.
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APPENDIX
SENTENCE EXAMPLES FROM THE BOOK, LE PETIT PRINCE/THE LITTLE
PRINCE BY ANTOINE DE SAINT-EXUPERY
Sentence 1
English version- The little prince had watched very closely over
this small sprout which was not like any other small sprout on
this planet.

French version- Le petit prince avait surveillé de trés pres cette
brindille qui ne ressemblait pas aux autres brindilles.

Sentence 2

English version- If the two billion inhabitants who
people the surface were all to stand upright, all
humanity could be piled up on a small Pacific
islet.

French version- Si les deux milliards d’habitants qui peu-
plent la terre se tenaient debout et un peu serrés, on
pourrait entasser ’humanité sur le moindre petit ilot du
Pacifique.

Frontiers in Systems Neuroscience

www.frontiersin.org

November 2013 | Volume 7 | Article 86 | 15


http://www.frontiersin.org/Systems_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Systems_Neuroscience/archive

{frontiers in

SYSTEMS NEUROSCIENCE

HYPOTHESIS AND THEORY ARTICLE
published: 31 October 2013
doi: 10.3389/fnsys.2013.00075

o

Investigating mechanisms underlying neurodevelopmental
phenotypes of autistic and intellectual disability disorders:

a perspective

Tim Kroon', Martijn C. Sierksma’ and Rhiannon M. Meredith *

Department of Integrative Neurophysiology, Centre for Neurogenomics and Cognitive Research (CNCR), Neuroscience Campus Amsterdam, VU University,

Amsterdam, Netherlands

Edited by:
Virginia Penhune, Concordia
University, Canada

Reviewed by:

Carlos Portera-Cailliau, University of
California Los Angeles, USA

Marco Atzori, University of Texas at
Dallas, USA

*Correspondence:

Rhiannon M. Meredith, Department of
Integrative Neurophysiology, Centre
for Neurogenomics and Cognitive
Research (CNCR), Neuroscience
Campus Amsterdam, VU University,
De Boelelaan 1085, Room C448, 1081
HV, Amsterdam, Netherlands

e-mail: .m.meredith@vu.nl

" These authors have contributed
equally to this work.

Brain function and behavior undergo significant plasticity and refinement, particularly
during specific critical and sensitive periods. In autistic and intellectual disability (ID)
neurodevelopmental disorders (NDDs) and their corresponding genetic mouse models,
impairments in many neuronal and behavioral phenotypes are temporally regulated
and in some cases, transient. However, the links between neurobiological mechanisms
governing typically normal brain and behavioral development (referred to also as
“neurotypical” development) and timing of NDD impairments are not fully investigated.
This perspective highlights temporal patterns of synaptic and neuronal impairment,
with a restricted focus on autism and ID types of NDDs. Given the varying known
genetic and environmental causes for NDDs, this perspective proposes two strategies
for investigation: (1) a focus on neurobiological mechanisms underlying known critical
periods in the (typically) normal-developing brain; (2) investigation of spatio-temporal
expression profiles of genes implicated in monogenic syndromes throughout affected
brain regions. This approach may help explain why many NDDs with differing genetic
causes can result in overlapping phenotypes at similar developmental stages and better
predict vulnerable periods within these disorders, with implications for both therapeutic

rescue and ultimately, prevention.

Keywords: neurodevelopmental disorders, critical periods, gene expression, phenotype, development

RATIONALE AND BACKGROUND

Cognitive disorders, including intellectual disability (ID) and
autism spectrum disorders (ASD) are genetically and phenotyp-
ically highly heterogeneous. To date, more than 450 candidate
genes are associated with ID and many hundreds with ASD—
numbers predicted to rise with the routine usage of high through-
put sequencing technology (Mitchell, 2011; van Bokhoven, 2011;
State and Sestan, 2012). Despite the heterogeneity of genes under-
lying both syndromic and non-syndromic forms of ID and ASD,
they are often characterized by early onset of symptoms, overlap-
ping developmental delays and prominent regression of acquired
behaviors in ASD during early childhood (Geschwind and Levitt,
2007). However, the underlying mechanisms and early temporal
dysregulation in neuronal signaling pathways that trigger neu-
rodevelopmental disorder (NDD) onset and regulate symptoms
are not fully understood.

Many known candidate genes for both ID and ASD are
expressed synaptically, regulate synapse function and morphol-
ogy or are themselves regulated by synaptic activity (Ramakers,
2000; Zoghbi and Bear, 2012). For known monogenic NDD
syndromes, genetic mouse models such as the Fragile X men-
tal retardation 1 knockout (Fmrl-KO) mouse for Fragile X
syndrome (FXS; Bakker et al., 1994) or tuberous sclerosis

protein 1/2 (TSC 1/2) models for tuberous sclerosis (Meikle
et al., 2007; Ehninger et al., 2008) have enabled the func-
tional study of these genes in the intact brain. For many
such mouse models, the target gene is permanently disrupted
early on in development, either globally or in a cell-type spe-
cific manner. Nevertheless, recent data reveal developmentally
regulated and transient synaptic phenotypes in NDD models
despite a permanent alteration in genotype (Meredith et al.,
2012).

Here, we propose that key developmental aspects of NDD
symptoms can be better understood by focusing on the interac-
tions between synaptic NDD gene pathways and the underlying
known critical periods in the neurotypical brain. Further, we
propose that clustering NDD gene groups on their neuro-spatio-
temporal expression profiles, rather than biological functions
alone, may reveal novel NDD genes and explain the develop-
mental regulation of specific symptoms. Combining knowledge
of key gene networks dysregulated in NDDs and their role during
critical periods may elucidate causal mechanisms for symptom
onset and further our understanding of critical periods in neu-
rotypical brain development. The ideas presented are formulated
as three testable hypotheses for validation in known genetic NDD
syndromes (Box 1).
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BOX 1 | Hypothesis

Hypothesis 1

Dysregulation of synaptic pathways occurs at the subcortical level
in NDDs at ‘presymptomatic’ stages.

Hypothesis 2

Dysruption of critical periods in subcortical regions such as brain-
stem precedes and consequently disrupts critical periods in thala-
mus and then cortex.

Hypothesis 3

No differences in synaptic networks or critical periods in NDDs
occur prior to the neurotypical pre- or postnatal expression of the
NDD gene in that brain region.

DEVELOPMENTAL DELAYS AND POSTNATAL ONSET IN NDDs
Although ASDs and several forms of ID are heterogeneous, symp-
toms often emerge during early development. Initial symptoms
such as hypotonia and developmental delay of motor activities,
impaired social interactions, repetitive behaviors and epileptic
seizures can manifest early in life (Zoghbi and Bear, 2012). Hypo-
tonia during early neonatal periods is correlated with delayed
motor skill development in infancy and characteristic for many
monogenic disorders including FXS, Angelman syndrome and
syndromic Oligophrenin-1 mutation ID (OPHNI1; Kau et al,
2000; Bergmann et al., 2003; Clayton-Smith and Laan, 2003;
Williams et al., 2006). Additionally, there is high comorbidity of
epilepsy in ID and autism and often, seizure activity is devel-
opmentally regulated (Gillberg and Billstedt, 2000; Amiet et al.,
2008; Ramamoorthi and Lin, 2011). For OPHNI1 ID, absence
and myoclonic jerks often develop into seizures with increasing
frequency in the first 12 months (Bergmann et al., 2003). In Rett
Syndrome, developmentally regulated seizures also occur along
with regression of behaviors after 6-18 months of neurotypi-
cal progress (Steffenburg et al., 2001; Weaving et al., 2005). In
many such disorders, the earlier the onset of first symptoms,
the more severe the locomotor dysfunction and impairments
in language acquisition (Gratchev et al., 2001). Impairments in
speech and social interactions are commonly reported to be
delayed in syndromes such as FXS and Angelman, where they
may be characterized as core symptoms or as part of an ASD
comorbid with ID (Gillberg and Billstedt, 2000; Amiet et al.,
2008; Ramamoorthi and Lin, 2011). Altogether, the overlap-
ping symptoms, their temporally restricted onset and an overall
developmental delay suggest a common NDD etiology in brain
development.

The impact of developmental delays is not just confined to
symptom onset but could extend beyond the presentation period
to disrupt subsequent developmental stages. This concept of
“sleeper effects” is illustrated for permanent visual impairments
emerging later on in life due to a lack of early sensory experience
(Maurer et al., 2007). Early hypotonia and impaired motor skills,
or aberrant sensory modulation and social avoidance are paired
examples where earlier developmental impairments can have
lasting consequences upon later behavior, despite the fact that the
initial impairment was transient or lessened with age (Baranek

et al., 2006; Ben-Sasson et al., 2009). Although these reports
were not longitudinal, the correlations suggest that impairments
of sensory or motor functions affect the acquisition of com-
plex behaviors such as speech, language and social interaction.
However, while the prevalence of sensory impairments is signif-
icantly greater in those with ID than in the general population
(Carvill, 2001) it is important to note that not all pre- or early
postnatal sensory impairments such as congenital blindness or
deafness are associated with later diagnosis of ID or autistic
syndromes. The strong association with sensory impairments
may, in part, arise from infections or perinatal events that cause
extensive neurological damage but for genetic conditions such as
Usher syndrome, specific visual and auditory impairments can
occur without cognitive or social disabilities. Regardless of the
genetic and environmental heterogeneity in underlying NDDs,
impaired development is characteristic for both syndromic and
non-syndromic NDDs. Here, within the category of NDDs we
focus on genetically identified IDs and ASDs as these disor-
ders are widely studied in humans and investigated in animal
models. Further, we speculate that the syndromic and nonsyn-
dromic disorders converge on similar developmentally regulated
mechanisms.

CRITICAL PERIODS AND NORMAL BRAIN DEVELOPMENT

Critical periods are developmental time-windows during which
external stimuli have a heightened influence on the proper devel-
opment of an organism. While the early stages of development
are largely based on hard-wired genetic and molecular cues
(Chilton, 2006; Marin et al., 2010), at later stages neuronal activity
becomes an important factor contributing to circuit development
in the brain (Lendvai et al., 2000; Spitzer, 2006). This activity
can be intrinsically generated (Golshani et al., 2009; Rochefort
et al., 2009) or induced by sensory stimulation (Siegel et al.,
2012). Although neuronal circuits remain malleable by external
stimuli throughout life, most circuits are especially sensitive to
external input during restricted time-windows, or critical periods
(Knudsen, 2004; Hensch, 2005). Consequently, disruptions of
external input have a much greater effect during the critical period
than at other times and these effects can be irreversible. In the
primary visual cortex (V1) of the cat, prolonged closure of one
eyelid in kittens, shifts V1 neuron responsiveness toward the open
eye (Wiesel and Hubel, 1963). This effect is largely absent in
adult cats. Since then, this shift in ocular dominance in juvenile
mammals has become the most widely studied instance of a
critical period. Subsequently, critical periods have been found
in many cortical regions and sensory modalities, such as the
somatosensory (Fox, 2002) and auditory systems (Barkat et al.,
2011; Yang et al., 2012).

Development is typically a set of processes influencing both
behavioral and biological characteristics which occur sequentially
(Michel and Tyler, 2005). It is interesting to note that there
seems to be a sequential hierarchical structure to the order in
which different critical periods occur. In somatosensory cortex,
restricted critical periods for thalamocortical and then cortico-
cortical synapse connectivity and maturation occur in a regulated
layer-specific sequence (Fox, 2002; Feldmeyer et al., 2013). In the
visual cortex, layer IV receives subcortical input, which is subse-
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quently processed in both superficial and deep layers. The critical
period for ocular dominance in these cortical layers lasts longer
than that of inputs to layer IV (Daw et al., 1992). This may explain
why there seems to be a lack of clearly defined critical periods for
higher order functions involving sensory cortical networks spread
across different layers. In the visual condition amblyopia (lazy
eye), treatment is most effective in young children, but it can also
still be treated in adults (Polat et al., 2004). This phenomenon
whereby sensory plasticity underlying acquired behaviors can
occur in the adult nervous system, albeit at a less effective level,
also applies to the auditory system. For example, in congenitally
deaf children, cochlear implants are most effective when treat-
ment starts at an early age. The earlier the implantation, the more
likely these children are to develop spoken language (Nicholas
and Geers, 2007). Children who receive cochlear implants after
the age of seven do not develop normal cortical responses to
auditory stimuli (Sharma et al., 2009). However, there is no
clear cut-off when cochlear implantation ceases to be useful,
as implantation after this age does improve hearing (Harrison
et al., 2005). Similarly, although second-language acquisition is
most effective when started before the age of 4, adults retain the
ability to learn new languages, albeit less fluently (Werker and
Tees, 2005). Furthermore, musicians who start musical training
before age 7 on average ultimately perform better than those
who start training at a later age (Penhune, 2011), but learning
to play music is still possible during adulthood. Thus, develop-
mental time-frames for plasticity exist at both the synaptic and
behavioral levels within which the greatest periods of phenotypic
change occur and where lack of sensory experience has the most
significant effects. These timeframes are commonly referred to
as “critical” periods when investigating mechanisms of synaptic
and molecular changes. They are also referred to as “sensitive”
periods for many behaviors, although the distinction of usage
and the exact ending of these periods is not always clear-cut
(Johnson, 2005; Michel and Tyler, 2005). Here, we use the term
“critical period” to refer to both synaptic and behavioral pheno-
types that occur during documented neurotypical developmental
stages.

At the level of the synapse, development and formation of
functional connections during neurotypical maturation follows
an established sequence: initial axonal and dendritic outgrowth,
excess formation of immature long thin filopodia-like spines
and subsequent pruning of synaptic contacts accompanied by
an activity-induced maturation of remaining synapses (Katz and
Shatz, 1996; Ethell and Pasquale, 2005; West and Greenberg,
2011). Whilst synapse remodelling is a lifelong process (Holtmaat
et al., 2005; Grillo et al., 2013), the peak of synapse development
and synaptic connectivity is predominantly established during
early postnatal periods in vertebrates (Pan and Gan, 2008).
For primary sensory cortices, the network is shaped by sensory
input during the critical period coinciding with a high level of
synaptic and neuronal remodelling. Thus, during neurotypical
development, critical periods for the greatest changes in synaptic
circuits in the brain and behavior are defined when the system
is most susceptible to change. As such, plasticity of specific
phenotypes is heightened relative to earlier or later developmental
stages.

MOLECULAR PATHWAYS INVOLVED IN MONOGENIC NDD
CONVERGE ON SYNAPSE FUNCTION

Aberrant spine morphology is characteristic for individuals with
NDDs as post-mortem studies report an abundance of imma-
ture, long thin spines and in some cases, altered spine density
(Kaufmann and Moser, 2000; Ramakers, 2002; He and Portera-
Cailliau, 2013; Maynard and Stein, 2012). Morphological aber-
rations also occur in non-syndromic ID where dendritic spine
impairments correlated with age and severity of developmental
disability (Purpura, 1974; Ramakers, 2002). Thus, a body of
evidence from human post-mortem studies indicates a strong
correlation between altered structural development of synapses
and NDDs.

Initial stages of synapse formation and neuronal connectivity
require modulation of the cytoskeletal F-actin via the Ras
homologue subfamily of Rho GTPases. Many genes underlying
monogenic NDDs interact directly with Rho signaling protein
pathways. (Figure 1; Ramakers, 2002; Ethell and Pasquale, 2005).
This family of small-GTPases includes ras homolog gene family,
member A (RhoA), ras-related C3 botulinum toxin substrate
(Racl) and cell division cycle 42 (Cdc42), which dynamically
regulate protrusion and retraction of spines via cytoskeletal
actin remodelling (Tashiro et al.,, 2000; Ethell and Pasquale,
2005). Small guanosine-5'-triphosphate hydrolyzing enzymes
(GTPases) typically cycle between active GTP-bound and inactive
guanosine diphosphate- (GDP) bound states. These transitions
are dynamically regulated by GTPase activating proteins (GAPs),
guanine nucleotide exchange factors (GEFs), and by GDP disso-
ciation inhibitors (GDI) inhibiting the conversion to the active
GTP-bound state (Sasaki and Takai, 1998). In syndromic OPHN1
ID, changes in spine morphology are caused by the absence of
OPHNI1, a RhoA-GAP (Govek et al., 2004). The ID Williams
syndrome is linked to the LIM domain kinase 1 (LIMK1) gene,
whose product mediates changes in actin and spine morphology
via Cdc42 and Racl pathways (Edwards et al., 1999). Additionally,
LIMKI1 interacts with P21-activated kinases (PAKs) which also
harbor mutations in many nonsyndromic human ID cases (Allen
and Walsh, 1999). Rho family members are activated by extra-
cellular stimuli via growth factors and neurotransmitter release.
Brain-derived neurotrophic factor (BDNF), involved in synaptic
maturation, activates Rac/RhoA-GEF proteins via TrkB tyrosine
kinase (TrkB) receptors and induces spine head growth (Hale
et al., 2011). During synaptic activation, glutamatergic trans-
mission activates 2-amino-3-(3-hydroxy-5-methyl-isoxazol-4-yl)
propanoic acid receptor (AMPA) and N-Methyl-D-aspartic acid
or N-Methyl-D-aspartate (NMDA) receptors and subsequently
activates Rho proteins (Sin et al., 2002). Therefore, activity of the
Rho proteins is sensitive to synaptic transmission and can regulate
activity-induced maturation of the synapse. Synaptic maturation
requires structurally modifying the synapse via cell-adhesion
proteins including CNTNAP2, neuroligins 3 and 4, neurexinl,
8-catenin and associated Shank and Homer proteins which are
frequently implicated in ASD (Tu et al., 1999; Sala et al., 2001;
Jamain et al., 2003; Sudhof, 2008; Matter et al., 2009; Anderson
et al.,, 2012). These proteins ensure proper synapse formation
by bridging the pre- and postsynaptic sites, acting as a scaffold
and stabilizing the cytoskeleton of the synapse (Kosik et al.,
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RED highlights known NDD syndromes with ID
and autistic phenotypes

Activated by glutamatergic
synaptic transmission

\

FIGURE 1 | Several NDD-associated genes function at the synapse.
Monogenic NDD genes (red) expressed in the synapse, illustrated here
postsynaptically, mediate spine morphology changes via small
GTPase-mediated signaling pathways and F-actin in response to synaptic
activation via BDNF and glutamatergic excitation. Abbreviations: 4EBP1,
eukaryotic translation initiation factor 4E-binding protein 1; AMPA,
2-amino-3-(3-hydroxy-56-methyl-isoxazol-4-yl) propanoic acid receptor; Cdc42,
cell division cycle 42; CYFIP, cytoplasmic binding partner of fragile X
protein; elF4E, eukaryotic translation initiation factor 4E; FMRP, fragile X
mental retardation protein; LimK1, LIM domain kinase 1; mGluR5
metabotropic glutamate receptor subunit 5; mTOR1, mammalian target of
rapamycin 1; NMDA, N-Methyl-D-aspartic acid or N-Methyl-D-aspartate
Receptor; OPHN1, oligophrenin-1; PAK, P21-activated kinase; Rac1,
ras-related C3 botulinum toxin substrate; Rheb, Ras homolog enriched in
brain; RhoA, ras homolog gene family, member A; TrkB, TrkB tyrosine
kinase; Tsc 1, tuberous sclerosis protein 1; Tse 2, tuberous sclerosis
protein 2.

2005; Takeichi and Abe, 2005; Penagarikano and Geschwind,
2012). Since the Rho signaling pathways and synapse-spanning
complexes are enriched with NDD-related proteins, they provide
a direct link between NDDs and aberrant synapse development.
In addition to direct modulation of the cytoskeleton,
many NDD-related proteins are regulators of gene transcrip-
tion, mRNA translation and ultimately protein synthesis (Nan
et al., 1997; Bagni and Greenough, 2005; Kelleher and Bear,
2008; Guy et al., 2011). NMDA-dependent, metabotropic gluta-
mate receptor (mGluR)-dependent and BDNF-induced synap-
tic plasticity mechanisms depend on protein synthesis via the
Ras-mitogen-activated protein kinase (Ras-MAPK) pathway and
directly or indirectly modulate TSC 1/2 complex activity (Sweatt,
2004; Banko et al.,, 2006; Gong and Tang, 2006; Kelleher and
Bear, 2008). Misregulation of mRNA translation, particularly for
synaptic proteins, is proposed to underlie many “synaptopathies”
with impairments or loss of fragile X mental retardation protein
(FMRP), TSC 1/2, ubiquitin-protein ligase E3A (UBE3A) and

eukaryotic translation initiation factor 4E (eiF4E) all causing
altered protein synthesis (Auerbach et al., 2011; Zoghbi and Bear,
2012; Santini et al., 2013). Furthermore, altered transcriptional
regulation via methyl CpG binding protein 2 (MECP2) is also
linked to prominent impairments in Rett syndrome (Guy et al.,
2011). Thus, the effects of many NDD-linked genes occur at the
level of spine morphology, synapse function and regulation of
local protein synthesis in the developing and adult mammalian
brain.

TEMPORAL SYNAPTIC PHENOTYPES AND CRITICAL
PERIODS IN NDD MOUSE MODELS

Across different NDD mouse models, studies consistently report
an abundance of thin immature filopodia-like spines and small
spine heads (Meng et al., 2002; Galvez and Greenough, 2005;
Cruz-Martin et al., 2010; Maynard and Stein, 2012; Powell et al.,
2012) and/or an altered spine density (Dolen et al., 2007; Meikle
et al., 2007; Yashiro et al., 2009; Sato and Stryker, 2010; Powell
et al., 2012). In many models, alterations in synaptic phenotypes
are often reported at one developmental stage, often correspond-
ing to adult symptomatic stages or a period of 2—3 weeks postnatal
age during which extensive refinement and plasticity of synapses
occurs in rodent brain. However, data derived from longitudinal
studies support the notion of developmentally regulated and
transient phenotypes in NDD models.

In typically developing somatosensory cortex, spine morphol-
ogy changes greatly between postnatal weeks 1-4, shifting from
a high proportion of transient, thin “immature” spines to more
mature, long-lasting stubby spines (Ethell and Pasquale, 2005).
However, in Fmr1-KO mice, this transition is delayed at 2 weeks
of age (Cruz-Martin et al., 2010) but both spine morphology
and dynamic turnover are normalized around one month of age
(Nimchinsky et al., 2001; Cruz-Martin et al., 2010). Intriguingly,
the immature spine phenotype reappears in the adult Fmr1-KO
mice (Galvez and Greenough, 2005) similar to the pattern of
transient changes in spine morphology observed in the down
syndrome cell adhesion molecule knockout (DSCAM-KO) mouse
model for Down Syndrome (Maynard and Stein, 2012). Crit-
ical periods in the somatosensory cortex occur in a sequen-
tial pattern, from subcortical to later cortico-cortical changes
(Fox, 2002; Feldmeyer et al., 2013). Transient phenotypes are
also observed in thalamocortical pathways: in Fmr1-KO mice,
enhanced NMDA/AMPA synaptic ratios and altered plasticity
occur during the first but not by the end of the second postnatal
week, indicating developmental delays within the neurotypical
critical period for this pathway (Harlow et al., 2010). In contrast,
premature maturation of thalamocortical NMDA/AMPA ratios
and plasticity occurs in heterozygous mice for SynGapl, a Ras
GTPase-activating protein implicated in ID and ASD but this
also normalizes at the end of the first postnatal week (Clement
et al., 2013). During the second postnatal week, after the cessa-
tion of thalamocortical plasticity, decreased connectivity strength
and diffuse axonal branching occurs in cortical circuits between
layers 4 and 2/3 of Fmr1-KO mice. Again, these deviations from
neurotypical development are restricted and normalize one week
later (Bureau et al., 2008). Thus, in somatosensory cortex, many
transient changes occur during established critical periods for
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particular synaptic pathways. Such transient NDD phenotypes
are not limited to sensory cortex but also occur in other brain
regions including medial prefrontal cortex (Testa-Silva et al.,
2012), amygdala (Vislay et al., 2013) and olfactory epithelium
(Palmer et al., 2008).

In addition to aberrations in critical periods for synapse and
circuit formation, dysregulated synaptic phenotypes occur during
critical periods for adaptation to sensory deprivation. Ocular
dominance and experience-dependent plasticity mechanisms in
response to monocular deprivation (MD) are documented well
for the mouse visual cortex and occur during a restricted postnatal
period. In Fmr1-KO mice, a short MD period induced a signif-
icantly smaller reduction in response in the deprived cortex and
an enhanced potentiation of input from the open eye compared
to wildtype (WT) mice (Dolen et al., 2007). A lack of plasticity in
the deprived cortex after MD was also observed in m-UBE3A-KO
mice, a model for Angelman syndrome where the maternal gene
copy is lacking (Yashiro et al., 2009; Sato and Stryker, 2010). This
effect was not due to a developmental shift in the critical period
for m-UBE3A-KO mice since no change in response to MD was
observed if the deprivation occurred before, during or after the
neurotypical critical period (Sato and Stryker, 2010).

The closure of the critical period for ocular dominance can be
manipulated by changes in inhibition or by sensory deprivation
through rearing mice in the dark (Hensch, 2005). In heterozygous
MECP2-KO female mice, ocular dominance plasticity in response
to MD could be induced far beyond the neurotypical critical
period into young adulthood, suggestive of a lack of maturation
and normal closure of this plasticity mechanism (Tropea et al.,
2009). Early synaptic development of the visual system in MECP2
null mice appears normal up to P21 but is followed by later
impairments of retinogeniculate synapses (Noutel et al., 2011),
increased cortical inhibition and ultimately, impaired visual acu-
ity (Durand et al., 2012). These later developmentally regulated
changes in the MECP2 mouse model reflect the protein’s pro-
posed role in synaptic maintenance during adult stages (Guy et al.,
2007; Robinson et al., 2012) similar to late postnatal onset of
impairments in the Cri-du-Chat mouse model (Matter et al.,
2009) but in contrast to other NDD models displaying earlier
synaptic phenotypic impairments.

What are the consequences of a dysregulated synaptic pheno-
type or altered critical period in the developing brain? During
retinotopic map development, disruption of synaptic activity
during an early critical period alters later neuronal connectivity
within the visual system. Desynchronization of early retinal waves
of neuronal activity in mouse pups lacking the B2- nicotinic
acetylcholine receptor subunit is a transient phenotype restricted
to the first but not second postnatal week of development. This
altered activity results in an impaired finescale refinement of reti-
nal axons in the brainstem (Grubb et al., 2003; Mclaughlin et al.,
2003), altered geniculocortical projections (Cang et al., 2005) and
a decrease in visual acuity at the cortical level (Rossi et al., 2001).
Therefore, disruption or loss of an early critical period can influ-
ence both functional and structural connectivity not only in the
affected region but in other areas of the sensory processing system
and result in altered sensory perception. Applying this principle
to NDDs, early or transient alterations in synaptic phenotypes

during known critical periods could account for later aberrations
in synaptic function, morphology and potentially even behavioral
impairments of sensory information processing that characterize
many of these disorders.

NEURAL CONNECTIVITY AND EXCITATION-INHIBITION
BALANCE IN NDDs

Abnormalities in connectivity of excitatory and inhibitory neu-
rons in NDDs are documented at many different levels from
whole-brain functional imaging studies to electron microscopic
changes in synaptic morphology (Kaufmann and Moser, 2000;
Belmonte et al., 2004; Belmonte and Bourgeron, 2006; Dinstein
et al., 2011). Dysregulation of excitatory/inhibitory (E/I) balance
is proposed to impair neural processing and underlie cognitive
deficits in many ID and autistic syndromes (Rubenstein and
Merzenich, 2003). E/I is aberrant in many NDD mouse models:
some have increased excitability [FXS: (Hays et al., 2011; Testa-
Silva et al., 2012; Goncalves et al., 2013), TSC: (Bateup et al.,
2013)], ASD models (Peca et al., 2011; Penagarikano et al.,
2011; Clement et al., 2012) whilst others show increased inhibi-
tion [Downs: (Fernandez et al., 2007; Chakrabarti et al., 2010;
Kleschevnikov et al., 2012) Rett: (Dani et al., 2005; Noutel et al.,
2011; Durand et al., 2012), but see Calfa et al. (2011) and Kron
etal. (2012)]. Thus dysregulation of either excitation or inhibition
can disrupt the correct E/I balance in NDDs.

The interaction between E/I balance and development of
synaptic networks during critical periods is likely a complex and
finely tuned set of processes. In visual cortex, maturation of inhi-
bition triggers critical period onset accompanied by regulation
of excitatory synapse strength via activity-dependent mechanisms
(Hensch, 2005). Thus both timing and synaptic maturation dur-
ing critical periods depend upon a delicate interplay of both
excitatory and inhibitory transmission and as such, are vulnerable
to NDDs affecting E/I balance directly. An indirect effect of NDDs
upon E/I balance could also arise if perturbations occur to delay or
disrupt a critical period, thereby altering the correct development
of synaptic connectivity. Given the sequential nature of synapse
development from thalamocortical to sensory cortical regions, an
early aberration affecting E/I balance during one critical period
could give rise to impairments in a subsequent critical period of a
cortical network. This may occur either directly via the same E/I—
critical period mechanism or as a consequence of, for example,
impairments in the outgrowth of axonal projections from one
synaptic network to the next.

A prevailing hypothesis in NDD research proposes a weak-
ening of long-range projections in addition to a strengthening
of local-range connectivity in the brain (Belmonte et al., 2004;
Just et al., 2004). Local hyperconnectivity of excitatory networks
in neocortex is observed in mouse models for FXS (Testa-Silva
et al., 2012; Goncalves et al., 2013) and ASD (Rinaldi et al., 2008;
Qiu et al., 2011) but Rett syndrome models show local hypocon-
nectivity (Dani et al., 2005). However, significantly less is known
about long-range connectivity at the synaptic level in NDD
mouse models or whether developmental trajectories are misreg-
ulated. It is likely that impairments in long-range projections in
NDDs are not global but rather synapse-specific: alterations in
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long-range projections occur at cortical but not thalamic inputs
to the lateral amygdala in a mouse model for Rett syndrome
(Gambino et al., 2010) and in the ID associated gene illrapll
mouse model, thalamo-amygdala projections differ only on to
principal cells but not interneurons (Houbaert et al., 2013).
Furthermore, the period for normal synapse elimination and mat-
uration of long-range projections to lateral amygdala occurred
after 3 months of age, indicating that refinement of this synap-
tic pathway occurs relatively late in postnatal development and
could potentially be disrupted by many other early critical period
impairments (Gambino et al., 2010). Given the tightly regulated
growth of the brain and sequential patterns of development from
one synaptic network to another (Ben-Ari and Spitzer, 2010),
we propose that long-range connectivity may be particularly
vulnerable in NDDs, especially where the NDD-linked genes are
strongly expressed at prenatal or early postnatal time-windows
in brain development (Meredith et al., 2012). In a recent study,
preliminary data reported infants at high risk for ASD had higher
long-range functional connectivity than those at low ASD risk
at 3 months age but lower connectivity at 12 months (Keehn
etal., 2013). Thus longitudinal studies of interregional projections
in the brain could reveal whether the key NDD hypothesis of
weakened long-range connectivity is specific to the mature brain
or applies also to early developmental stages, and how early brain
connectivity relates to the onset of NDD symptoms.

MECHANISMS UNDERLYING CRITICAL PERIODS AND NDDs
The existence of sensitive time-windows for the manifestation of
symptoms in animal models of neurological and neuropsychiatric
disorders has recently been proposed (Leblanc and Fagiolini,
2011; Marco et al., 2011; Martin and Huntsman, 2012; Meredith
et al., 2012). Here, we hypothesize that the concept of critical
or sensitive periods can be applied to underlying mechanisms of
NDDs in two ways.

First, the underlying pathology of NDDs could arise
through aberrant interactions during existing critical period
mechanisms that are in place during neurotypical development
(Figures 2A, C). For example, both ocular dominance plasticity
and mapping of frequency representation during their respective
critical periods are impaired in the Fmrl KO mouse but can
be restored by reduction of metabotropic glutamate receptor
subunit 5 (mGIuR5) expression or pharmacological blockade
(Dolen et al., 2007; Kim et al., 2013). The Fmrl gene product,
FMREP, is activated following mGluR5 stimulation and regulates
synaptic mRNA translation and (Weiler et al.,, 1997) mGluR5
activation is necessary for certain types of synaptic plasticity
(Huber et al,, 2000; Raymond et al., 2000). Attenuation of
mGluR5 signaling dysregulates both experience-dependent
NMDA receptor expression and synaptic plasticity in young and
adult visual cortex, respectively (Tsanov and Manahan-Vaughan,
2009). Therefore, the absence of FMRP in FXS affects the level of
synaptic plasticity via mGluR5-mediated signaling dysregulation,
which in turn affects the level of response during the critical
period for ocular dominance.

The timing aspects of known critical periods in NDDs could
also be affected via GABAergic inhibition. GABAergic inhibition
is significantly altered in many NDDs (Rubenstein and Merzenich,

2003; Chattopadhyaya and Cristo, 2012). Intact GABAergic inhi-
bition is necessary for the critical period for ocular dominance
to occur: KO mice lacking the 65 kD isoform of the GABA
production protein glutamate decarboxylase (GADG65) have
impaired GABA function and do not show a normal critical
period for ocular dominance (Hensch et al.,, 1998). The crit-
ical period can be induced experimentally by pharmacologi-
cally increasing GABA4 receptor function (Hensch et al., 1998;
Fagiolini et al., 2004). This opening of the critical period can be
achieved independently of the age of the mice, indicating that
adequate GABAergic signaling is necessary for the critical period
to occur, while other mechanisms that act during the critical
period are already in place. Thus, an alteration in GABAergic
inhibition during brain development in NDDs can thereby lead
indirectly to perturbations in the timing of critical periods.

The second concept to link NDDs and critical periods during
development is that the expression profile of the gene underlying
an NDD may in itself constitute a critical period during which
the effects of the NDD are manifest (Figure 2B). This deviates
slightly from the general definition of a critical period, as it
does not necessarily pertain to external stimuli affecting network
development. In this model, upregulation of a gene at a particular
time is necessary for the network to develop normally. It is
therefore a critical period in the sense that expression of the
gene is necessary during a particular time-frame. This has been
shown in a Drosophila model for FXS, where reintroduction of
the Drosophila homologue of FMRP (dFMRP) in the knock-out
model rescues certain aspects of synaptic morphology only during
a 2 day time-window, but not during earlier development or later
in the adult (Gatto and Broadie, 2009).

TEMPORALLY DYSREGULATED GENE EXPRESSION
UNDERLYING NEURODEVELOPMENTAL BRAIN DISORDERS

Gene expression is a dynamic process throughout life and is
tightly regulated on both spatial and temporal dimensions. The
transcriptome, the collective expression of multiple genes, differs
significantly in a tissue-specific and brain region-specific pattern
across both cortical and subcortical structures in mammals (Allen
Brain Atlas,! Hawrylycz et al.,, 2012). Transcriptomic profiles
reveal distinct layer-specific and non-layer-specific expression
patterns for many thousands of genes in the sensory neocortex
of adult mouse (Belgard et al., 2011). Similarly, robust genetic
signatures for individual cortical layers and also specific brain
regions are found in both human and non-human primates, with
greater similarity in lamination between primate species than to
rodents (Belgard et al., 2011; Bernard et al., 2012).

Given the protracted development of human brain over
many years, it is not surprising that the spatial transcriptome
varies considerably over time: in humans, more than 90% of
detected genes in the brain are differentially regulated in a
spatio-temporal manner from embryonic through to geriatric
periods (Kang et al., 2011). The greatest changes in regional
gene expression occur during prenatal and early postnatal peri-
ods (Colantuoni et al., 2011; Kang et al., 2011). In the mouse
brain, cohorts of genes are differentially expressed in the sub-
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FIGURE 2 | Two ways in which dysfunction of NDD genes can
dysregulate critical periods. A critical period is shown here as the
timeframe between “1” and “2" (A) In this scenario, the critical period is
caused by external factors (blue bar) not related to the NDD gene and
expression of the NDD gene in wild-type is not necessarily atlered before,
during or after the critical period (red area). However, the NDD gene plays a
role downstream of these external factors and is necessary for phenotypic
change to take place, thereby indirectly regulating not the occurrence but the

A\ =4
S

outcome of the critical period. Hence, dysfunction of the gene leads to an
impaired critical period. (B) Increased NDD gene expression (red area)
directly regulates the critical period and causes it to occur, independent of
external factors. Therefore, dysfunction of the NDD gene causes the critical
period to be absent completely. (C) In both scenarios, the NDD gene is
necessary for the phenotypic change that takes place during the critical
period ("WT" vs “KO"), represented here by maturation of spine
morphology.

@

plate at specific developmental stages from late embryonic
through to early and late postnatal periods (Hoerder-Suabedissen
et al., 2013). Thus, the transcriptome is tightly regulated in
the neurotypical mammalian brain and reveals both restricted
expression windows and developmentally changing gradients of
gene expression.

The developmental regulation of spatial patterns of individ-
ual gene expression in the neurotypical brain includes many
known NDD candidate genes for monogenic syndromes (Allen
Brain Developing Human and Mouse Brain Atlas,?). Of interest,
many genes linked to ASD show dynamic changes in expression
in subplate layers of the mouse cortex, suggesting disruption
of early developmentally regulated NDD candidates (Hoerder-
Suabedissen et al., 2013). However, the direct functional effects of
these gene changes are not yet known. Prominent genes underly-
ing ID and ASD, including Fmr1, neurofibromin (NF1) and TSC
1/ 2 show strong developmental mRNA upregulation particularly
from late embryonic stages onwards (Figure 3). For Fmrl, this
upregulation is transient, peaking between postnatal days (P)
4 and 14 in telencephalic and thalamic defined regions before
decreasing by P28 (Figure 3). Given that transient phenotypes in
thalamocortical and cortico-cortical synaptic pathways occur in
the Fmr1-KO mouse model, it is plausible that these temporal
impairments only arise during periods of peak expression for

Zhttps://molnar.dpag.ox.ac.uk/subplate

the Fmrl gene. That is to say, irregularities in an NDD only
result in a phenotype at the time when the NDD gene peak
expression would usually occur in neurotypical development. No
synaptic NDD phenotype is observed if the gene is not promi-
nently being expressed in that brain region and as such, there
is no noticeable impairment in the KO mouse model at that
stage.

Exome sequencing of many hundreds of families with individ-
uals affected by ID and ASD reveal a high genetic heterogeneity
and many de novo mutations (Neale et al., 2012; O’Roak et al.,
2012; Sanders et al., 2012). Whilst changes in individual gene
expression can be tracked throughout development of the brain,
much insight can be gained from groupings of genes based on
cell-type expression, synaptic location, similar cellular functions,
or spatio-temporal expression patterns (Ruano et al., 2010; Kang
et al., 2011; Hawrylycz et al., 2012; Lips et al., 2012). Clustering
genes into such modules proves extremely useful for genetically
heterogeneous disorders, such as ASD and ID, where individual
genes explain, at best, a few percent of cases (Manolio et al.,
2009; Ruano et al., 2010; Voineagu et al., 2011). In autistic
brain samples, grouping many genes in network modules based
on differential expression patterns revealed a downregulation in
specific networks related to synaptic function. Additionally, gene
networks for astrocytic/microglia function and immune func-
tion were enriched relative to neurotypical age-matched brain
(Voineagu et al., 2011).
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FIGURE 3 | Temporal regulation of genes for syndromic NDDs during pre-
and postnatal brain development. Developmental profiles of RNA levels for
specific monogenic ID and ASD genes in pre- and postnatal development, in
telencephalon and thalamic (Area P2) regions. Data extracted from Allen
Developing Mouse Brain Atlas Website: © 2012 Allen Institute for Brain

Science. Allen Developing Mouse Brain Atlas [Internet].? Abbreviations:
Fmr1, Fragile X mental retardation 1; LimK1, LIM domain kinase 1; NF1,
neurofibromin; SHANK3, SH3 and multiple ankyrin repeat domains 3;
TSC1/TSC2, tuberous sclerosis protein 1/2; UBE3A, ubiquitin-protein ligase
E3A.

Many NDD gene products regulate expression of many other
target genes and orchestrate a cascade of signaling proteins. In
FXS, FMRP regulates over 800 mRNA targets (Brown et al.,
2001; Vanderklish and Edelman, 2005; Darnell et al., 2011) and
alters expression of many different synaptic proteins (Adusei
et al., 2010; Klemmer et al., 2011). These FMRP targets are
common to regulation throughout the nervous system (Ascano
et al., 2012), occur both pre- and postsynaptically and can be
grouped according to broad biological functions (Darnell et al.,
2011). Thus, for complex disorders, a gene clustering approach on
differential expression patterns may likely yield many new targets
and therefore insights into the mechanistic basis of these NDD
syndromes.

To-date, much emphasis is placed upon the individual signal-
ing pathways dysregulated in specific monogenic NDDs. However,
it is apparent that there may be key “hubs” that act as common
points of dysregulation within the many signaling pathways in ID
and ASD (Bill and Geschwind, 2009; Sakai et al., 2011; Voineagu
et al., 2011; Zoghbi and Bear, 2012). Shared pathophysiological
signaling pathways are of importance for rescue strategies of
synaptic function, protein synthesis and behavioral impairments
in mouse models of FXS, TSC and neuroligin-3 (Auerbach et al.,
2011; Baudouin et al., 2012). The heterogeneity of NDDs of ID
and ASDs proves a major source of difficulty for both researchers

and the pharmaceutical industry to propose unifying mechanisms
that underlie these disorders and importantly, to find viable
therapeutic targets. Clinical testing of multiple targets specific for
each syndrome is costly both in time and money. Identification
of “hub” NDD genes or their key targets with high expression
relatively early in development could provide a new therapeutic
angle to intervene in particular NDDs. This approach is by no
means straightforward and given the sequential development of
critical periods in different brain regions, would be difficult to
restrict therapeutic actions to specific synaptic pathways. How-
ever, the current testing of mGluR5 inverse agonists in phase II
and III clinical trials for cognitive and behavioral phenotypes in
FXS is being extended to younger children (Levenga et al., 2010%).
Whether developmental age in clinical trials affects outcome is
not known, but in the Fmr1-KO mouse model, a greater effect of
mGluR5 blockade was observed upon rescue of spine morphology
in young compared to old neurons (Su et al., 2011). Furthermore,
these findings will have implications for other NDDs with poten-
tial for early developmental dysregulation of mGluR5 signaling
(Zoghbi and Bear, 2012).

3http://developingmouse.brain-map.org
4www.fraxa.org
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TESTABLE HYPOTHESES FOR VALIDATION IN NDDs

On these bases outlined, we propose three testable hypotheses
(Box 1) to guide further investigation into neurobiological mech-
anisms for pathology of NDDs:

During development of sensory systems in the neurotypical
brain, critical periods occur in a sequential pattern from brain-
stem, to thalamus to cortical regions as synapses form, refine and
mature. Given that critical periods at thalamocortical and cortico-
cortical synaptic pathways are affected in NDDs, we propose
that dysregulation of synaptic pathways occurs at the subcortical
level in NDDs at earlier stages than are currently known, dur-
ing “presymptomatic” stages (Hypothesis 1). For human NDD
syndromes, this could point towards prenatal and early neonatal
changes in brain formation and function at stages not currently
tested in the clinic. The implications of abnormalities in brain
activity at such early developmental stages would be significant
initially for detection and screening for NDDs in the fetus or new-
born baby and raise possibilities for therapeutic interventions,
technological challenges notwithstanding. It may also challenge
the notion at which point a child is considered to be presymp-
tomatic, if changes in brain activity are found at increasingly
younger developmental stages.

Many NDD genes exhibit prominent expression in subcortical
brain regions as well as in more commonly studied cortical
circuitry (Allen Brain Atlas®). Building on the observations of
sequential disrupted critical periods in NDDs, we postulate that
in sensory circuits of a NDD, dysregulation of a critical period
in subcortical regions such as the brainstem precedes and conse-
quentially disrupts subsequent critical periods in thalamus and
then cortex (Hypothesis 2). Thus, dysregulation and potential
developmental delay for one known critical period would have a
knock-on effect for synaptic circuits regulated at later timepoints
at downstream synaptic pathways. Little is known regarding sub-
cortical brain regions in NDD mouse models. However, alteration
of GABAergic transmission and reduction of GABA-A receptor
subunits is reported at postnatal day 7 in ventrolateral brainstem
of MECP2 KO mice (Medrihan et al., 2008). Current use of
constitutive knock-out mouse models for genetic NDDs are valid
experimental tools to detect such early changes: however, condi-
tional knockout models where gene expression can be temporally
controlled in specific cell types would better enable proof of a
causal relation between a disrupted critical period in subcortical
regions directly leading to later cortical impairments. Combining
knowledge of the critical periods for specific mouse brain regions
in neurotypical normal development with the temporal expres-
sion profile of genes implicated in NDDs can guide the spatial and
temporal parameters for designing these experiments.

Observations in mouse models of genetic NDD syndromes,
demonstrate that alterations in synaptic networks occur during
early brain development. Taking the Fmr1-KO mouse model, for
example, reported thalamocortical and cortico-cortical synaptic
impairments correlate with FMRP expression that occurs in the
normally developing brain (Harlow et al., 2010; Meredith et al.,
2012). Although it may be purely coincidental that synaptic
impairments in an NDD model co-occur with the normal time

Shttp://www.brain-map.org/

period for peak expression of that NDD gene, we believe these
are directly linked and that the most prominent phenotypic
impairments first occur during the period when the gene would
be normally activated and most strongly expressed in the brain.
Therefore, we propose that no differences in synaptic networks
or critical periods in NDDs occur prior to the neurotypical pre-
or postnatal expression of the NDD gene in that brain region
(Hypothesis 3). Thus, a gene with limited postnatal expression
in the brain would not give rise to aberrant prenatal synaptic
phenotypes since the gene is not normally activated in cells prior
to birth. One upshot of this idea is that discovery of prenatal
expression patterns of a gene implicated in NDDs may not only
lead to detection of prenatal synaptic phenotypes but highlight
additional previously unknown functions of a gene during early
developmental stages of the nervous system.

COMPENSATORY MECHANISMS IN SYNAPTIC NETWORKS
AND BEHAVIORAL PROCESSING

Alterations in activity levels during early neuronal network
development lead to remodelling and compensatory changes in
synaptic strength, a phenomenon known as homeostatic plasticity
(Turrigiano and Nelson, 2004). This plasticity mechanism enables
a network to regulate its synaptic activity in response to the
dynamics of the local environment changed by both intrinsic
factors and external stimuli, such as sensory input during early
postnatal periods (Marder and Goaillard, 2006). Lack or loss-
of-function mutations in MeCP2 disrupts homeostatic network
plasticity in both developing cortex (Blackman et al., 2012) and
hippocampal cultures (Qiu et al., 2012). Further, lack of EMRP
disrupts one specific type of homeostatic plasticity dependent
upon retinoic acid and protein synthesis in developing hippocam-
pal networks (Soden and Chen, 2010). Thus, later symptomatic
changes in brain networks in some NDDs could arise indirectly
from impairments in network homeostasis rather than direct
synaptic effects of the NDD protein itself.

The transience of synaptic impairments observed during
sensitive time-windows (Meredith et al., 2012) could also be
influenced by network compensation mechanisms acting to nor-
malize synaptic phenotypes through homeostatic plasticity at that
particular developmental stage. For many NDD target proteins,
while they may play a key “hub” role in regulating transcription
and translation processes in the cell or signaling at the synapse
(Bill and Geschwind, 2009; Zoghbi and Bear, 2012), they are
not the sole regulator and residual function is likely to be medi-
ated by additional candidates within a synaptic network. Indeed,
the initial delays but not absences of key synaptic phenotypes
observed in many NDDs (referred against the already known
“developmental checkpoints”, Ben-Ari and Spitzer, 2010) could be
due to the extra time necessary for compensatory mechanisms to
regulate and support the network, taking over residual functions
not provided by the (missing) NDD gene.

Compensatory mechanisms may also operate during devel-
opmental stages of NDDs at the level of systems processing and
behavior (Johnson, 2012). In an imaging study of young chil-
dren with diagnosed ASD, fMRI revealed significant differences
in brain activation patterns compared with neurotypical age-
matched children during a simple motion perception task (Kaiser
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et al., 2010). However, more interestingly, the unaffected siblings
of ASD participants with shared genes and an increased risk for
later developing ASD showed significantly different activation
patterns to both their siblings and neurotypical controls during
the task. Increased activation occurred in ventromedial prefrontal
cortex and right posterior superior temporal sulcus, two regions
associated with motion processing and general executive func-
tion skills (Bechara et al., 2000). These neuro-“endophenotypes”,
characteristics reflecting susceptibility for a genetic disorder not
manifesting as a clinically defined phenotype, could reflect com-
pensatory processing in the brains of those individuals with
higher genetic risks for NDDs but not sufficient alterations to
warrant a diagnosis.

In conclusion, establishing the mechanisms that underlie early
time windows for aberrations in synaptic circuits and impaired
behavioral development in NDDs has the potential to reveal new
approaches for pharmacotherapeutic correction of brain activity
during early development or even new neurobiological gene tar-
gets (Levenga et al., 2010; Meredith et al., 2012). Furthermore, we
believe this approach outlined in a set of testable hypotheses may
reveal dysregulation of brain activity and neuronal circuit for-
mation at significantly earlier presymptomatic stages in nervous
system development than previously thought in both syndromic
and nonsyndromic neurodevelopmental brain disorders.
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The aim of this experiment was to investigate the influence of musical expertise on the
automatic perception of foreign syllables and harmonic sounds. Participants were Cuban
students with high level of expertise in music or in visual arts and with the same level of
general education and socio-economic background. We used a multi-feature Mismatch
Negativity (MMN) design with sequences of either syllables in Mandarin Chinese or
harmonic sounds, both comprising deviants in pitch contour, duration and Voice Onset
Time (VOT) or equivalent that were either far from (Large deviants) or close to (Small
deviants) the standard. For both Mandarin syllables and harmonic sounds, results were
clearcut in showing larger MMNSs to pitch contour deviants in musicians than in visual
artists. Results were less clear for duration and VOT deviants, possibly because of
the specific characteristics of the stimuli. Results are interpreted as reflecting similar
processing of pitch contour in speech and non-speech sounds. The implications of these
results for understanding the influence of intense musical training from childhood to
adulthood and of genetic predispositions for music on foreign language perception are
discussed.

Keywords: musical expertise, auditory perception, speech perception, foreign language, pitch, duration, Voice

Onset Time, Mismatch Negativity

INTRODUCTION

Normally-developing infants can learn any of the world languages
as nicely stated by Patricia Kuhl: “children are born citizens of
the world” (Kuhl, 2002). Unfortunately, this wonderful ability
seems to quickly disappear as shown in an elegant experiment
by Cheour et al. (1998). These authors used the well-known
Mismatch Negativity (MMN) paradigm (Néitinen et al., 1978)
to test for the idea of a sensitive period in phoneme percep-
tion. Results showed that by one year of age, Finnish phonemes
had acquired a special status for Finnish children compared to
a phoneme (in Estonian) that did not belong to the Finnish
phoneme repertory. These results are clear evidence in favor of
an early critical period for phoneme acquisition.

Nevertheless, humans can learn new languages at any time in
life even if factors like the starting age of learning (e.g., Flege et al.,
1995; Birdsong, 2005, 2006), the amount of knowledge in the
native language (e.g., Flege and MacKay, 2004) and the proximity
between native (L1) and second language (L2) phonetic inventory
(e.g., Flege, 1995; Best et al., 2001) are known to influence learn-
ing efficiency (e.g., Golestani and Zatorre, 2009), together with
extra-linguistic factors such as motivation (Moyer, 1999), work-
ing memory (Miyake and Friedman, 1998; Majerus et al., 2008)
and attention control (Segalowitz, 1997; Guion and Pederson,
2007).

Of most interest for our concerns, musical expertise has also
been shown to influence foreign language perception and pro-
duction (Chobert and Besson, 2013). Slevc and Miyake (2006)
tested Japanese adults immersed in their L2 (English) after the
age of 11 and controlled for the age of first L2 exposure, working

memory and level of L2 use. Results of correlation analyses
showed that musical abilities were predictive of phonological
abilities tested through the perception and production of the
English /r/-/l/ contrast that does not belong to the Japanese
phoneme repertory. Tervaniemi and collaborators (Milovanov
et al., 2008, 2010) also reported that Finnish children and young
adults with advanced musical skills had better English pronun-
ciation abilities than those with less-advanced musical skills.
Studying prosody perception and recording ERPs together with
behavior, Marques et al. (2007) showed that French adult musi-
cians perceived subtle pitch changes at the end of Portuguese
sentences, a language that they did not understand, better than
French non-musicians. The onset latency of the late positivity
to pitch deviants was 300 ms earlier in musicians than in non-
musicians. Similar results were reported by Deguchi et al. (2012)
with Italian musicians and non-musicians presented with pitch
changes in syntactically correct or jabberwocky Italian and French
sentences. Taken together, these results suggest an interconnec-
tion between musical expertise and foreign language perception
and production.

In most of the experiments aimed at testing the influence of
musical expertise on foreign language perception, lexical tones
have been used as stimuli presented to native and non-native tone
language speakers (e.g., Gottfried and Riester, 2000; Alexander
etal., 2005; Delogu et al., 2006, 2010; Gottfried, 2007; Wong et al.,
2007; Lee and Hung, 2008; Marie et al., 2011a). At the behavioral
level, Gottfried and Riester (2000) and Gottfried (2007) showed
that English musicians unfamiliar with tone languages identified
the four Mandarin tones better than non-musicians. Moreover,
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Lee and Hung (2008) reported that English musicians were more
accurate than non-musicians in identifying intact syllables pro-
duced on the four Mandarin tones among syllables modified in
pitch height or pitch contour.

At the subcortical level, Wong et al. (2007) recorded the
brainstem Frequency Following Response (FFR) to the con-
tour patterns of Mandarin tones in English amateur musi-
cians and non-musicians who were unfamiliar with tone
languages. They reported higher quality of linguistic pitch
encoding in the auditory brainstem responses of musicians
compared to non-musicians. More recently, Bidelman et al.
(2011) presented iterated rippled noise homologue of a lex-
ical tone to English amateur musicians and non-musicians
and to Mandarin Chinese speakers. Pitch-tracking accuracy
and the strength of the FFR were larger in musicians and
in Chinese speakers than in English non-musicians. Finally,
Chandrasekaran et al. (2012) demonstrated that the relation-
ship between the efficiency of inferior colliculus pitch rep-
resentations (assessed by fMRI-Adaptation) and the quality
of neural pitch pattern representations (assessed by auditory
brainstem recordings) was stronger in musicians than in non-
musicians.

At the cortical level, Chandrasekaran et al. (2009) showed
that deviants in pitch contour homologous to Mandarin tones
elicited larger MMNs in English musicians than in English
non-musicians, thereby showing increased automatic process-
ing of pitch variations in both music and speech in the musi-
cian group. Using an active discrimination task on sequences
of Mandarin Chinese monosyllabic words, Marie et al. (2011a)
recorded behavioral measures and ERPs from French musi-
cians and non-musicians, unfamiliar with tone languages.
Musicians detected both supra-segmental tonal and segmen-
tal (consonant, vowel) variations more accurately than non-
musicians. Moreover, tonal variations were categorized faster
by musicians than by non-musicians, as reflected by the
shorter latency of the N2/N3 components (see also Fujioka
et al., 2006; Moreno et al., 2009). Finally, the decision that
tone and/or segmental variations were different was associ-
ated with larger P3b components (e.g., Duncan-Johnson and
Donchin, 1977; Picton, 1992) in musicians than in non-
musicians.

Taken together, studies of lexical tone perception by non-
native listeners showed that musicians discriminated and/or
identified segmental and supra-segmental linguistic contrasts
in a foreign language better than non-musicians. Results also
revealed more reliable encoding of linguistic pitch patterns at
the subcortical level as well as enhanced MMNs to pitch con-
tour deviants and enhanced discrimination and decision-related
ERP components at the cortical level in musicians compared
to non-musicians. These results demonstrate that long-term
musical training not only facilitates the processing of unat-
tended and attended harmonic and musical sounds but also
impacts on the processing of speech sounds. These findings have
been taken as evidence that some aspects of music and speech
involve common processing mechanisms and transfer effects (see
Kraus and Chandrasekaran, 2010 and Besson et al., 2011, for
reviews).

While several studies have examined the influence of musi-
cal expertise on non-native tone perception, only one study has,
to our knowledge, examined the influence of musical exper-
tise on non-native vowel duration, a phonemic contrast that
is linguistically relevant in quantity languages such as Finnish
or Japanese. Sadakata and Sekiayama (2011) recently examined
categorical perception of both supra-segmental moraic features
in Japanese and segmental vowels variations in Dutch by pre-
senting Dutch and Japanese musicians and non-musicians with
discrimination and identification tests. The mora is defined
as a perceptual temporal unit and is used by Japanese lis-
teners to segment speech signals (Cutler and Otake, 1994).
Results of the same/different discrimination task with pairs of
Japanese (e.g., kanyo-kannyo) and Dutch words (e.g., kuch-
kech), differing in morae or vowel respectively, showed that
musicians, Dutch and Japanese, outperformed non-musicians
in the discrimination of supra-segmental and segmental vari-
ations in their own language, as well as in the foreign lan-
guage. Moreover, after learning, identification performance of
moraic feature (in stop Japanese contrast) was higher in musi-
cians (Japanese and Dutch) than in non-musicians. These results
are important because they demonstrate that musical exper-
tise not only influences phoneme perception and discrimina-
tion but also categorical perception. As such, they raise the
interesting possibility that musical expertise enhances the abil-
ity to build reliable abstract phonological representations (e.g.,
Slevc and Miyake, 2006; Degé and Schwarzer, 2011; Ott et al.,
2011).

Based on these results, the overall aim of the present study
was to use the MMN to determine whether musical expertise
influences the perception of non-native supra-segmental and seg-
mental speech variations when participants are not required to
focus attention on the phonemic contrasts of interest. We exam-
ined three types of phonemic contrasts: pitch contour, vowel
duration and Voice Onset Time (VOT). VOT is a phonologi-
cal parameter acoustically defined as the interval between the
noise burst produced at consonant release and the onset of
the waveform periodicity associated with vocal cord vibration
(Lisker and Abramson, 1967). Changes in VOT typically allow
one to perceive stop consonants as voiced (e.g., /b/) or voice-
less (e.g., /p/). To our knowledge, no studies have yet inves-
tigated the automatic processing of vowel duration and VOT
contrasts in a language unknown for the participants. However,
two recent studies have investigated the automatic processing of
these phonemic contrasts in the participants’ native language.
Chobert et al. (2011) tested 9-year-old children and found larger
MMN:s to vowel duration and VOT deviants in musician com-
pared to non-musician children. Very recently, Kithnis et al.
(2013) reported enhanced MMNs to native contrasts of vowel fre-
quency (fundamental frequency and second formant transition),
vowel duration and VOT deviants in musician compared to non-
musician adults. Thus, it was of interest to determine whether
similar results would be obtained with non-native phonemic
contrasts.

To this aim we used a multi-feature MMN design (Néitinen
et al., 2004) with Mandarin Chinese syllables presented to Cuban
musicians and visual artists. The syllable “Cha” was used as
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standard and deviant syllables were either close to or far from the
standard (Small and Large deviants) on three dimensions: pitch
contour, vowel duration and VOT. Based on the results summa-
rized above (Chandrasekaran et al., 2009; Chobert et al., 2011;
Kithnis et al., 2013), we hypothesized that musicians should be
more sensitive than non-musicians to spectrally (pitch contour)
and temporally (vowel duration and VOT) deviant Mandarin
Chinese syllables, even if these syllables were unfamiliar to all
participants. Moreover, based on previous results (e.g., Chobert
et al.,, 2011; Marie et al., 2012), we also expected larger differ-
ences between musicians and visual artists for Small deviants, that
are difficult to perceive, than for Large deviants, that are easy to
perceive and can be detected by both groups of participants.

In addition, we controlled that musicians were more sensitive
than non-musicians to manipulations of harmonic sounds sim-
ilar to those created for Mandarin Chinese syllables. The note
“Mi3” played on a clarinet was used as standard with Small and
Large deviant sounds/notes on three dimensions: pitch contour,
duration and an equivalent of VOT (see Methods). We hypothe-
sized that Cuban musicians should be more sensitive than Cuban
visual artists to the different manipulations of the harmonic
sounds, again with larger between-group differences for Small
(difficult to detect) than for Large deviants (easy to detect).

In sum, the originality of the present study was to com-
pare spectral and temporal automatic processing for both sylla-
bles and harmonic sounds within the same participants, to use
spectral manipulations of pitch contour that are linguistically
relevant in Mandarin Chinese and to create manipulations of har-
monic sounds as similar as possible from the linguistic sounds.
Moreover, because this study was conducted in Cuba, all par-
ticipants had very homogenous socio-economic background and
level of education.

METHODS

PARTICIPANTS

Twenty six musicians and twenty six visual artists from the
“Instituto Superior de Arte” (ISA; Superior Institute of Art)
participated in this experiment that lasted for about 2h. All
subjects were native speakers of Spanish, with no experience
of tone languages and without hearing or neurological disor-
ders. None of the visual artists had any formal musical training
other than that provided in elementary school and none of them
played a musical instrument. Musicians started musical training
around the age of 7 and had 16 £ 4 years of musical training
on average at the time of testing. They played different instru-
ments as detailed in Table 1. Visual artists started training in
painting and/or sculpturing around 14 and had 7 £ 3 years
of training on average. Four musicians and four visual artists
were not included in the analyses because of too many artifact-
contaminated trials in their EEG recordings. The final groups
comprised 22 musicians (mean age 23.4 £ 3.6, 11 women; 17
right-handed, 2 left-handed and 3 ambidextrous) and 22 visual
artists (mean age 23.4 & 2.0, 8 women; 19 right-handed, 2 left-
handed and 1 ambidextrous). All participants gave their informed
consent to participate in the experiment that was conducted
according to the ethical guidelines of the Cuban Neuroscience
Center.

Table 1| List of instruments or abilities of the musicians participating
in the study.

Instruments or abilities No. of Subjects

Piano

Violin

Orchestral conducting
Composition

Fagot

Tres

Lyric singing

- = = =2 M DD DO

Percussion

STIMULI

Linguistic stimuli were built from the natural syllables “Cha”
(Tone 1), “Chd” (Tone 2), and “Zha” spoken by a Mandarin
Chinese native speaker by using the Praat software (Boersma and
Weenink, 2009). All stimuli had a Consonant-Vowel structure and
amean intensity of 70 dB SPL (except for intensity deviants!). For
all stimuli (linguistic and non-linguistic), intensity was calibrated
in dB SPL using a Briiel & Kjaer sound level meter (Investigator
2250 with microphone type 4189). The standard stimulus “Cha”
comprised the consonant “Ch” (105ms in duration) and the
vowel “a” (Tone 1; 260 ms in duration) with a total duration of
365 ms and a fundamental frequency (FO0) of 164.8 Hz (defined
from the first to the last pulse of the vowel).

Deviants were chosen based upon the results of a pilot
study with 12 Chinese native speakers, 12 Cuban musicians
and 13 Cuban non-musicians. We first digitally created con-
tinuous changes in FO, vowel duration, consonant duration
(VOT) and average vowel intensity from the standard syllable
“Cha”. For pitch deviants, the FO was increased using a sig-
moid function extracted from the original recording of “Chd”
(Tone 2), going from standard FO (164.8 Hz) in the first pulse
of the vowel to different ending frequencies in the last pulse
of the vowel (resulting in frequency changes of 5, 10, 20, 30,
50, 80, 100, 200, 300, 400, and 500 cents of semitones). For
Duration deviants, the duration of the vowel was shortened
by re-synthesis in steps of 10ms, from 260 ms (standard) to
140 ms. VOT deviants were built by shortening the consonants
of “Cha” and “Zha” by 10ms (using the nearest zero-crossing
point to avoid high frequency artifacts). A continuum was built
from the standard “Cha” to “Zha.” Finally, for intensity deviants,
intensity was decreased in steps of 2 db, from 70 db (standard)
to 62 db.

Pilot participants listened to 48 pair of sounds (standard-
deviant stimuli) and they had to decide whether they were same
or different. Based on these results, we selected the large deviant
for each condition (frequency, duration, VOT and intensity)
as the one similarly detected by all groups. By contrast, small
deviants were the ones better detected by musicians and Chinese
participants than by non-musicians. In the case of VOT, the large
deviant was the unmodified “Zha” syllable (across phonetic cat-
egory). The small deviant was a small change to the consonant
“Ch” that sounded more similar to “Zh” but was still recognized
as “Ch” by all groups in the pilot study.
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Non-linguistic stimuli (harmonic sounds) were built by using
procedures similar to those used for linguistic sounds. All stim-
uli were high-quality recordings of natural clarinet sounds with a
mean intensity of 70 dB SPL (except for intensity deviants'). The
standard sound had an FO of 164.8 Hz (Mi3) and a total duration
of 260 ms. Continuous changes in F0 (following the same sigmoid
function as in syllables), duration and intensity were built in the
same way as for the linguistic stimuli. For VOT deviants, the
first part of the sound was removed (zeroed) in steps of 5ms
in order to obtain a different temporal relationship between the
low frequency components of the clarinet timber (starting at
the beginning) and the higher frequency components (starting
around 65 ms). This procedure is similar to the one used in pre-
vious studies (e.g., Chobert et al., 2011) to convert a “Ba” into
a “Pa” The total duration of the sounds was kept to 260 ms to
ensure that all stimuli (standard and deviants) were synchronized
in time to the first pulse. Pilot participants were presented with
48 pairs in a same/different task as described above for syllables.
In each condition (frequency, duration, VOT and intensity), we
selected a large deviant that was similarly detected by all groups,
while the small deviant was better detected by musicians than by
non-musicians.

Figure 1 illustrates the sound waveforms, whose acoustic
properties are summarized in Table 2. In both syllables and har-
monic sounds and for Large pitch contour deviants, the FO
increased from 164.8 to 185.0 Hz (a continuous increase of 2
semitones that is 20.2 Hz, 11% increase). For Small pitch deviants,
the FO increased from 164.8 to 169.6 Hz (50 cents of a tone that
is 4.8 Hz, 2.9% increase) in harmonic sounds and from 164.8 to
168.7 Hz (40 cents of a tone that is 3.9 Hz, 2.4% increase) in syl-
lables. For both type of stimuli, Large duration deviants were
120 ms shorter than the Standard (46.2% decrease) and Small
duration deviants were 40 ms shorter than the Standard (15.4%
decrease). For linguistic stimuli, the syllable “Zha” was used as
Large VOT deviant. The Small VOT deviant comprised the first
60 ms of the consonant “Ch” joined to the vowel of the standard.
In both cases, a period of silence was added at the beginning to
keep a total duration of 365 ms (same as standard). For harmonic
sounds, the Large and Small VOT deviants were built by zeroing
the first 60 and 30 ms of the sound, respectively (using the nearest
zero-crossing point to avoid artifacts in both cases).

MMN EXPERIMENT PROCEDURE

The EEG was recorded while participants sat in a comfortable
chair and watched a silent subtitled movie of their choice dis-
played on a screen at one meter distance. Participants were asked
to watch the movie without paying attention to the sounds that
were presented through headphones.

Syllables and harmonic sounds were presented in two separate
blocks that lasted for 12.2 min each. Pitch, duration, VOT and
intensity deviants were presented in a balanced pseudorandom
order, always including one or two standards sounds between

INote 1: This experiment also included an attentive listening condition
(results not reported here) in which participants were asked to press a but-
ton to intensity deviants. As the intensity deviants were only included for this
purpose, they are not analyzed in the present experiment.
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FIGURE 1 | Waveforms of the auditory stimuli. The first row shows the
two standard stimuli: the Mandarin “Cha” syllable (left column) and the
note “Mi3" of a clarinet harmonic sound (right column). The other rows
show the different deviants. Waveforms are temporally synchronized to the
first pulse of the harmonic sound and of the vowel.

deviants. Five different sequences were created with a Stimulus
Onset Asynchrony (SOA) of 700 ms and with a total of 1200 stim-
uli: 504 deviants (72 for each of the 7 deviant types; 6% probabil-
ity) and 696 standards plus 15 standards at the beginning of the
sequence. Sequences were balanced between subjects. Moreover,
half of the participants started with the syllable sequences and the
other half with the harmonic sound sequences. Participants were
asked questions at the end of the experiment to ensure they had
paid attention to the movie.

ERP RECORDINGS

The EEG was continuously recorded from 32 Biosemi pin-type
active electrodes (Amsterdam University), mounted on an elas-
tic head cap, and located at standard left and right hemisphere
positions over frontal, central, parietal, occipital, and tempo-
ral areas (International 10/20 system sites: Fz, Cz, Pz, Oz, Fpl,
Fp2, AF3, AF4, F3, F4, C3, C4, P3, P4, P7, P8, O1, O2, F7, F8,
T7, T8, Fc5, Fcl, Fc2, Fc6, Cp5, Cpl, Cp2, Cp6, PO3, PO4).
Moreover, to detect horizontal eye movements and blinks, the
Electro-oculogram (EOG) was recorded from Flat-type active
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Table 2 | Summary of the acoustic properties of auditory stimuli.

Stimulus Mandarin syllables Harmonic sounds
Pitch Contour (Hz) Duration (ms) VOT (ms) Pitch Contour (Hz) Duration Vowel (ms) VOT (consonant)

Standard 164.8-164.8 260 CH (105 ms) 164.8-164.8 260 0

Pitch large 164.8-185.0 - - 164.8-185.0 - -

Pitch small 164.8-168.7 - - 164.8-169.6 - -

Duration large - 140 - - 140 -

Duration small - 220 - - 220 -

VOT large - - ZH (50 ms) - - 60

VOT small - - CH (60ms) - - 30

*VOT for harmonic sounds is defined as the time set to zero from the beginning of the stimuli. For Syllables it represents the length of the first part of the consonant

used. The dash (—) represents the same value as the standard.

electrodes placed 1cm to the left and right of the external
canthi, and from an electrode beneath the right eye. Two addi-
tional electrodes were placed on the left and right mastoids.
EEG was recorded at a sampling rate of 512 Hz using Biosemi
amplifiers. The EEG was re-referenced offline to the algebraic
average of the left and right mastoids and filtered with a band-
pass of 1-30 Hz (12 db/oct). Impedances of the electrodes never
exceeded 5k€2. Data were segmented in single trials of 800 ms
starting 100 ms before stimuli onset and were analyzed using
the BrainVision Analyzer software (Brain Products, Munich).
Trials containing ocular artifacts (75V threshold on vertical
and horizontal EOG) and movement artifacts (75wV thresh-
old on all channels) were excluded from the averaged ERP
waveforms. On average, the number of rejected trials for each
deviant stimulus was less than 15% of the total number of
trials.

DATA ANALYSES

Artifact-free ERP trials (mastoid referenced) were averaged for
each subject and for each experimental condition. Difference
waveforms were obtained by subtracting the ERPs elicited by the
Standard stimuli from those elicited by each deviant stimulus. The
MMN was also computed by using the nose reference to ensure
the typical MMN inversion between Fz/Cz and the mastoid elec-
trodes (for review, see Niitinen et al., 2007). However, because
mastoid-referenced averages typically show a better signal-to-
noise ratio than the nose-referenced averages (e.g., Kujala et al,,
2007), the former were used to quantify MMN amplitude.

For each condition, Z-tests were performed to compare each
time point of the grand average traces of each group (musicians,
MUS and Visual Artists, VA) against zero. The significant points
were selected as those with Z-statistics higher than the thresh-
old corresponding to a corrected significance level of 0.05 (using
Bonferroni correction). Mean MMN amplitude were measured
in a 50 ms time window, centered at the peak negative value.
The same procedure was used for the other two components:
the early negativity to Large duration and VOT deviants (peak-
ing around 100-120 ms) and the P3a to Large duration deviants
(peaking around 500 ms). Maximum MMN amplitude developed
between 200 and 400 ms for both pitch and duration deviants in
harmonic sounds, and slightly later in syllables. Maximum MMN

amplitudes for VOT deviants were between 150 and 250 ms in
both harmonic sounds and Mandarin syllables (see next section).

Given the different nature of the stimuli used for Pitch,
Duration and VOT, and because the MMNs were largest at frontal
electrodes, Three-Way ANOVAs were conducted at frontal sites
for each Dimension separately that included Group (MUS vs.
VA) as a between-subject factor and Deviance size (Small vs.
Large) and Laterality (Left vs. Midline vs. Right) as within-
subject factors. As the Group by Laterality interaction was not
significant for syllables or for harmonic sounds, these results are
not reported further. Results of exploratory analyses (ANOVAs)
conducted for large and Small deviants separately are also
reported when they allow a better understanding of the effects of
interest.

RESULTS

MMN IN EACH CONDITION AGAINST ZERO

Results of two-tailed Z-tests vs. 0 using the Bonferroni correc-
tion across time (alpha = 0.05) showed that the MMN:ss to large
deviants, whether in syllables or in harmonic sounds, were always
significantly different from zero in both groups but the latency
band within which these differences were significant varied. The
MMNs to small pitch deviants in harmonic sounds were signifi-
cantly different from zero in both groups but only for musicians
for syllabic pitch. The MMNs to small duration deviants were
only significantly different from zero for musicians and for har-
monic sounds. Finally, the MMNs to small VOT (or equivalent)
deviants were not significantly different from zero either for
syllables or for harmonic sounds.

MMN DIFFERENCES BETWEEN GROUPS FOR THE THREE TYPES OF
DEVIANTS

In order to control that the MMN differences reported below are
due to the processing of the deviants rather than to the standards,
t-tests were first computed between both groups (Bonferroni cor-
rected) on the standards in each condition. As illustrated on
Figure 2, the ERPs to both syllables and harmonic sounds very
well overlap in the two groups and results revealed no significant
differences. Thus, the between-groups differences that we report
below for the MMN are more likely linked to the deviants than to
the standards.
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FIGURE 2 | ERPs to standards, Mandarin syllable and harmonic
sounds, recorded at Frontal sites (F3, Fz, and F4) are overlapped for
musicians (gray dashed line) and visual artists (black solid line). On
this and subsequent figures, time in milliseconds is in abscissa and the
amplitude of the effects in microvolts is in ordinate. Time zero corresponds
to sound onset and negativity is up.

Pitch contour deviants

For pitch contour deviants in Mandarin syllables (see Figure 3,
upper row), the MMN was marginally larger in MUS (—2.73 WV)
than in VA [—=2.06 uV; main effect of Group: F(i, 42) = 3.18,
p =0.08]. Large deviants (—3.42V) elicited larger MMNs
than Small deviants [—1.36 wV; main effect of Deviance size:
Fq, 42 = 40.59, p < 0.001]. The Group by Deviance size interac-
tion was significant [F(;, 42y = 9.70, p < 0.001]. Separate analyses
for Large and Small deviants revealed that while the MMNs
to Large deviants were not significantly different between MUS
(—3.58V) and VA (—3.28uV; F < 1), the MMNs to Small
deviants were larger in MUS (—1.88 wV) than in VA [—0.85 1V;
F(1. 42) = 11.41, p < 0.002].

For pitch contour deviants in harmonic sounds (see Figure 3,
lower row), the MMN was larger in MUS (—5.00 V) than
in VA [—3.40V; main effect of Group: F(i, 42y = 6.61, p <
0.02]. Large deviants (—5.53 V) elicited larger MMNs than
Small deviants [—2.87 WV; main effect of Deviance size: F(1, 42y =
94.88, p < 0.001].The Group by Deviance size interaction
was not significant [F(1, 42y = 2.60, p > 0.10] but subsequent
exploratory analyses revealed that while the MMNSs to Large har-
monic pitch deviants were not significantly different between
MUS (=6.11 V) and VA (—4.94 nV; [F(1, 42) = 2.41, p > 0.10],
the MMNs to Small duration deviants were larger in MUS
(—=3.90 V) thanin VA [—1.85WV; F(1, 42) = 11.52, p < 0.001].

Duration deviants

For duration deviants in Mandarin syllables (see Figure 4,
upper row), the main effect of Group was not signifi-
cant (MUS = -1.62pnV; VA= -141pnV; F <1). Large
deviants (—1.89 wV) elicited larger MMNs than Small deviants
[—1.14wV; main effect of Deviance size: F(1, 42 = 12.79,
p < 0.001]. The Group by Deviance size interaction was not
significant [F(1, 42y = 2.54, p > 0.10]: MMNs to Large and
Small Duration deviants were not significantly different between

groups.
For duration deviants in harmonic sounds (see
Figure4, lower row), the main effect of Group was
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FIGURE 3 | MMNs to Large and Small pitch contour deviants in
Mandarin syllables and in harmonic sounds recorded at Frontal sites
(F3, Fz, and F4) are overlapped for musicians (gray dashed line) and
visual artists (black solid line). On this and subsequent figures: ns means
“not significant”; one (*) and two stars (**) represent significance with

p < 0.05 and p < 0.01, respectively.
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FIGURE 4 | MMNs to large and small duration deviants in Mandarin
syllables and in harmonic sounds recorded at Frontal sites (F3, Fz, and
F4) are overlapped for musicians (gray dashed line) and visual artists
(black solid line).

marginally significant [MUS = —2.33uV; VA= —1.74uV;

Fa,4) =323, p<008]. Large deviants (—2.87nV)
elicited larger MMNs than Small deviants [—1.20V;
main effect of Deviance size: F(1, 42y = 41.88,

p < 0.001]. The Group by Deviance size interaction was
marginally significant [F(j, 42y = 3.04, p = 0.08]. Subsequent
exploratory analyses revealed that while the MMNs to Large
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FIGURE 5 | MMNss to large and small VOT (or equivalent) deviants in
Mandarin syllables and in harmonic sounds recorded at Frontal sites
(F3, Fz, and F4) are overlapped for musicians (gray dashed line) and
visual artists (black solid line).

duration deviants were not significantly different between MUS
(—=2.94V) and VA (—2.80uV; F < 1), the MMNs to Small
duration deviants were larger in MUS (—1.72 V) than in VA
[—0.68 WV; F(1, 42) = 7.45, p < 0.01] thereby explaining that the
main effect of Group was marginally significant.

For Large duration deviants, the early negativity (around
120 ms) was not significantly different between the two groups
(F < 1) but the P3a component (around 500 ms) was signifi-
cantly larger in MUS (0.81 V) than in VA [—0.27 WV; main effect
of Group: F(;, 42y = 5.56, p < 0.03].

VOT (or equivalent) deviants
For VOT deviants in Mandarin syllables (see Figure5,
upper row), the main effect of Group was significant
[MUS = —1.31 WV; VA = —0.59 WV; F1, 42) = 7.77, p < 0.008].
Neither the main effect of Deviance size (Large deviant: —0.97 uV
and Small deviants: —0.92 WV; F < 1) or the Group by Deviance
size interaction were significant [F(1, 42y = 1.27, p > 0.20]. To
better understand the main effect of group, separate exploratory
analyses were conducted for Large and Small VOT deviants.
Results revealed that while the MMNs to Small VOT deviants
were not significantly different in MUS (—1.14 wV) and in VA
[—0.70 wWV; F1, 42y = 1.33, p > 0.20], the MMNs to Large VOT
deviants were significantly different between MUS (—1.48 nV)
and VA [—0.47 WV; F(1, 42y = 8.57, p < 0.006] thereby explaining
that the main effect of Group was significant.

The early negativity (around 100 ms) to Large and Small VOT
deviants in syllables was not different between groups (F < 1).

For the equivalent of VOT deviants in harmonic sounds
(see Figure 5, lower row), the main effect of Group was sig-
nificant [MUS = —2.01pV; VA = —1.48WV; F, 42) = 4.47,
p < 0.05]. Large deviants (—2.52uV) elicited larger MMNs

than Small deviants [—0.97 WV; main effect of Deviance Size:
Fa, 42y = 26.53, p < 0.001]. The Group by Deviance size inter-
action was not significant [F(;, 42) = 1.23, p > 0.20]. Subsequent
exploratory analyses revealed that while the MMNs to Large
VOT-equivalent deviants were not significantly different in MUS
(—=2.62nV) and in VA (—2.42uV; F < 1), the MMNs to
Small VOT-equivalent deviants were significantly larger in MUS
(—=1.40 wV) than in VA [—0.54 nV; F(1, 42) = 8.87, p < 0.005]
thereby explaining that the main effect of Group was significant.

For Large deviants, the early negativity (around 100 ms) was
larger in MUS (—0.19 wV) than in VA [0.47 wV; F(1, 42) = 4.72,
p < 0.04].

DISCUSSION

Results are discussed in turn for each type of deviant in
Mandarin syllables and in harmonic sounds before being consid-
ered together in a general discussion.

PITCH CONTOUR DEVIANTS

One of the most interesting finding is that the MMNs to Small
pitch contour deviants in Mandarin syllables were larger in musi-
cians than in visual artists. Thus, in line with our hypothesis,
musicians were more sensitive to small changes in the pitch con-
tour of Mandarin syllables than visual artists. This conclusion is
strengthened by the complementary finding that the MMNs to
small pitch deviants were only significantly different from zero
for musicians but not for visual artists. This is taken to show
that while musicians automatically perceived the small difference
in pitch with the standard syllable “Cha,” this difference was too
small to be automatically detected by visual artists.

By contrast, no significant between-group difference in MMN
amplitude was found for Large pitch contour deviants most likely
because they were easy to perceive by both musicians and visual
artists. In line with this conclusion the MMNs to Large pitch
deviants were significantly different from zero in both groups.
This is taken to show that the large pitch difference with the
standard syllables was automatically detected in both groups.
Importantly, these results extend to real Mandarin syllables previ-
ous results from Chandrasekaran et al. (2009) showing enhanced
MMNs in English musicians than in English non-musicians to
pitch contour deviants homologous to Mandarin tones. They
also extend previous results from Kiihnis et al. (2013) with pitch
deviants in native vowels.

The finding that musicians are more sensitive to subtle pitch
contour differences in Mandarin Chinese syllables than visual
artists has interesting consequences for foreign language percep-
tion and learning. When immersed in a foreign language envi-
ronment, automatic processing of subtle changes in pitch that are
linguistically relevant (as in Mandarin Chinese) may largely con-
tribute to the explicit learning of the language. Previous results
have shown that musical expertise facilitates the attentive process-
ing of pitch variations in a foreign language both at the segmental
and supra-segmental levels (e.g., Marques et al., 2007; Marie et al.,
2011b). However, to our knowledge the relationship between
automatic and attentive processing has not yet been directly tested
within the same participants. This may be an important aspect to
explore in future experiments.
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Results for harmonic tones are in line with many results in the
literature showing larger MMN:s to pitch deviants in pure tones,
harmonic tones, and musical sounds in musicians than in non-
musicians (e.g., Tervaniemi et al., 2001; Nikjeh et al., 2009; Marie
et al., 2012). These results are typically interpreted as reflect-
ing increased sensitivity to pitch contour in musicians than in
non-musicians. Importantly, results for pitch contour deviants
in harmonic tones were very similar to those reported above
for Mandarin syllables. While the between-group difference was
not significant for Large pitch contour deviants, that were easy
to detect, the MMNs to Small pitch deviants in harmonic tones
were larger in musicians than in visual artists. Thus, the effects
of musical expertise are best seen when the differences between
the deviants and the standard are difficult to perceive. However,
and in contrast to Small pitch contour deviants in Mandarin
syllables, for both types of deviants and in both groups, the
MMNs were significantly different from zero so that both musi-
cians and visual artists automatically detected Large and Small
pitch deviants in harmonic sounds. Finally, the finding that musi-
cians are more sensitive to Small pitch contour deviants both in
harmonic sounds and in Mandarin syllables is in line with the
hypothesis that speech and non-speech sounds rely on common
pitch processing (Wong et al., 2007; Chandrasekaran et al., 2009;
Kraus and Chandrasekaran, 2010; Besson et al., 2011; Bidelman
etal., 2013).

DURATION DEVIANTS

Results were not as clear-cut for duration deviants in Mandarin
syllables as for pitch contour deviants. As expected, the between-
group differences were not significant for Large duration deviants
that were easy to detect (120 ms shorter than the Standard) and
the MMNs were significantly different from zero in both groups.
However, in contrast to our hypothesis, the MMNs to Small dura-
tion deviants were not significantly different between musicians
and non-musicians. It may be that the 40 ms difference with the
Standard was too small to be automatically perceived. In line with
this explanation, the MMNs to Small duration deviants were not
significantly different from zero in either group. These results
contrast with those reported by Milovanov et al. (2009) showing
enhanced MMNs to speech duration deviants in 10- to 12-
year-old children with high musical aptitudes and pronunciation
skills compared with children who lacked these skills. Moreover,
Chobert et al. (2011) also found larger MMN's to Large and Small
duration deviants in 9-year old musician than in non-musician
children. These different results are likely linked to the specific
characteristics of the stimuli and the duration that was chosen
for the Small duration deviants. In this respect, results of the
pilot experiment showed that musicians were able to attentively
detect the Small duration deviants better than non-musicians.
Moreover, other results in active listening tasks point to enhanced
processing of the metric structure of words presented in sentence
contexts in musicians compared to non-musicians (Marie et al.,
2011b) and to enhanced discrimination and identification of
moraic features in musicians (Japanese and Dutch) than in non-
musicians (Sadakata and Sekiayama, 2011). Thus, taken together,
these results suggest that while the 40 ms duration difference
between the standard and the Small duration syllabic deviants

was possibly too small to be automatically processed, it could be
attentively detected. Such dissociation between pre-attentive and
attentive processing has already been reported in several experi-
ments (e.g., Tervaniemi et al., 2009; Marie et al., 2012) and needs
to be further explored.

For harmonic sounds, results were in line with our hypothe-
ses with significant between-group differences for Small duration
deviants and no significant group differences for Large dura-
tion deviants. Thus, the MMNss to large duration deviants were
significantly different from zero in both groups, but not signifi-
cantly different between musicians and visual artists, possibly for
the same reasons as detailed above for Mandarin syllables: the
120 ms duration difference with the Standard was easy to detect
and automatically processed by both musicians and visual artists.
Moreover, an early negativity that seemed larger in musicians
than in visual artists developed around 120ms post-stimulus
onset but this difference was not significant. By contrast, the P3a
was clearly larger in musicians than in visual artists thereby show-
ing that attention was automatically attracted to the large dura-
tion deviants in musicians but not in visual artists (Courchesne
et al., 1975; Squires et al., 1975).

For Small duration deviants, the MMN was significantly dif-
ferent from zero in musicians but not in visual artists and the
MMN was significantly larger in musicians than in visual artists.
Thus, while musicians automatically processed the 40 ms differ-
ence in duration between the standard and the small duration
deviants, this difference was too small to be automatically per-
ceived by visual artists. These results are in line with those
reported by Marie et al. (2012) showing enhanced MMNs to
duration deviants in harmonic sounds in French musicians com-
pared to French non-musicians. Importantly, however, these
results also reveal differences in the processing of duration in syl-
lables and harmonic sounds since the 40 ms difference with the
standard was automatically perceived by musicians in harmonic
sounds but not in syllables.

VOT DEVIANTS

For Mandarin syllables, the syllable “Zha” was used as the Large
VOT deviant (across phonemic category deviant). The finding of
larger MMNs in musicians than in visual artists extends previ-
ous results related to the automatic processing of VOT in syllables
belonging to the native phonemic repertory [Chobert et al. (2013)
in children and Kiihnis et al. (2013) in adults) to the automatic
processing of VOT in foreign syllables. However, the MMNs to
the syllable “Zha” were smaller and less-well defined as compared
to those obtained for the syllables “Pa” (Chobert et al., 2013) or
“Ta” (Kithnis et al., 2013). This probably reflects differences in
acoustic features since the attack time for the syllable “Zha” is less
marked than for stop consonants such as “P” and “T.

By contrast, the MMNss to small VOT deviants in Mandarin
syllables were not significantly different from zero in either groups
and no significant differences were found between musicians and
visual artists. As argued for Small duration deviants in syllables,
the Small VOT deviants were probably too close from the stan-
dard to be automatically detected. These results contrast with
those of the active listening task of the pilot study showing
higher detection rates of Small VOT deviants in musicians than
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in non-musicians. Again, they point to some dissociation between
automatic processing, as measured with the MMN, and attentive
processing, as in the active listening tasks of the pilot study.

Finally, for harmonic sounds, the MMNs to large VOT-
equivalent deviants were significantly different from zero in the
two groups but not significantly different between musicians and
visual artists. Thus, both musicians and visual artists were equally
sensitive to the equivalent of a VOT manipulation, created by
zeroing the first 60 ms of the harmonic tone. However, a fronto-
central early negativity developed between 50 and 130 ms and was
larger in musicians than in visual artists thereby indicating that
musicians were more sensitive to this manipulation than visual
artists. For Small VOT-equivalent deviants, MMNs were signif-
icantly different between the two groups. However, this result
should be considered with caution because the MMNs were not
significantly different from zero in either group which is taken
to indicate that zeroing the first 30 ms of the harmonic sounds
was too small of a difference from the standard to be automati-
cally processed either by musicians or by visual artists. Again, the
choice of the value for small deviants was based on the results
of the pilot study showing that these stimuli were attentively
detected with higher detection rates by musicians than by non-
musicians. As proposed for Small duration deviants in syllables,
these results suggest some dissociation between automatic and
controlled listening when the deviant stimuli are close to the stan-
dard. Clearly, these results point to the importance of choosing
the right stimuli to test for the effects of interest.

CONCLUSIONS
Results for duration and VOT deviants were not clear-cut in
showing similar effects of musical expertise for Mandarin syl-
lables and harmonic tones, possibly due to the specific charac-
teristics of the stimuli that were chosen based on results in an
attentive listening task (pilot study). As such, they reveal inter-
esting dissociations between automatic and controlled attentive
processing that will be examined further by requiring participants
to actively discriminate the different types of deviants. However,
an alternative interpretation needs to be considered. The differ-
ences between the musicians and the visual artists tested in the
present experiment may be smaller than between the musicians
and the non-musicians tested in the pilot study for at least two
reasons. First, the non-musicians of the pilot study had no strong
artistic background (they were mainly Master and PhD students
in Neuroscience). By contrast, the visual artists were professional
artists with more than 7 years of intensive training. Thus, musi-
cians and visual artists may have developed “artistic brains,” more
similar to each other than to the “non-artistic brain” of the non-
musicians tested in the pilot study. Second, visual artist typically
spend 5-10h a day working on their creations and they listen
to music most of the time while working. Thus, even if they
did not receive formal music education, they may have devel-
oped a “musical ear” through thousands of hours of passive
exposure to music. To test for this hypothesis, non-musicians
only occasionally listening to music (i.e., scientists who are not
music-lovers) should be used as a control group.

By contrast to results for duration and VOT deviants, results
were clear-cut in showing that the processing advantage of

musicians over visual artists for pitch contour deviants in har-
monic sounds extended to pitch contour deviants in Mandarin
syllables, specifically when the differences between the deviants
and the standard are small. These findings are in line with the
hypothesis that years of musical practice increase auditory pro-
cessing abilities and confer an advantage to musicians not only
for harmonic sounds but also for speech sounds (Kraus and
Chandrasekaran, 2010; Strait et al., 2010; Besson et al., 2011).
These abilities may turn out to be very important to facilitate the
learning of foreign languages, specifically when pitch variations
are linguistically relevant as in Mandarin Chinese and in many
other languages of the world (e.g., most African languages).

An issue that has been hotly debated in the literature is whether
the differences between musicians and non-musicians reflect
genetic predispositions for music or are linked with extended
musical training (e.g., Schellenberg, 2004; Hyde et al., 2009;
Moreno et al., 2009; Corrigall et al., 2013). While genetic pre-
dispositions certainly play a role in the observed differences,
Musacchia et al. (2008) showed, by using both sub-cortical and
cortical measures, that processing the specific pitch features of the
syllable “Ba” was correlated with the duration and the age of onset
of musical training thereby pointing to the importance of musi-
cal training. Most importantly, results of longitudinal studies have
demonstrated that effects similar to those found in cross-sectional
studies comparing musician and non-musician children can be
generated by training non-musician children with music (e.g.,
Moreno et al., 2009; Chobert et al., 2012; Francois et al., 2013).
As these effects were found in children, it may be that there is a
critical period for musical training so that different results would
be obtained in adults trained with music. To our knowledge, such
a study remains to be conducted to test for the hypothesis of a
critical period for music learning.

Taken together, these results show that musical expertise pos-
itively influences the automatic processing of non-native supra-
segmental contrasts. Musicians were more sensitive than visual
artists to changes in syllabic pitch contours even if these changes
did not belong to the phonemic repertory of their own language.
These results raise the interesting possibility that, by being more
sensitive to pitch and to lexical tone contrasts, musicians may
learn tone languages more easily than non-musicians (e.g.,Wong
and Perrachione, 2007). This hypothesis will be directly tested in
future experiments.
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Does tuning to one's native language explain the “sensitive period” for language learning?
We explore the idea that tuning to (or becoming more selective for) the properties of one’s
native-language could result in being less open (or plastic) for tuning to the properties
of a new language. To explore how this might lead to the sensitive period for grammar
learning, we ask if tuning to an earlierlearned aspect of language (sound structure) has an
impact on the neural representation of a laterlearned aspect (grammar). English-speaking
adults learned one of two miniature artificial languages (MALs) over 4 days in the lab.
Compared to English, both languages had novel grammar, but only one was comprised
of novel sounds. After learning a language, participants were scanned while judging the
grammaticality of sentences. Judgments were performed for the newly learned language
and English. Learners of the similarsounds language recruited regions that overlapped
more with English. Learners of the distinct-sounds language, however, recruited the
Superior Temporal Gyrus (STG) to a greater extent, which was coactive with the Inferior
Frontal Gyrus (IFG). Across learners, recruitment of IFG (but not STG) predicted both
learning success in tests conducted prior to the scan and grammatical judgment ability
during the scan. Data suggest that adults’ difficulty learning language, especially grammar,
could be due, at least in part, to the neural commitments they have made to the lower level
linguistic components of their native language.

Keywords: language learning, sensitive period, fMRI, plasticity, expertise

INTRODUCTION

Language is an exceedingly complex learned behavioral system.
It is well-documented that children ultimately learn this sys-
tem better than most adults (Snow and Hoefnagel-Hohle, 1978;
Birdsong, 1999; Newport et al., 2001; Mayberry and Lock, 2003).
However, age-related learning and memory differences usually go
in the opposite direction, with young adults consistently outper-
forming children (Gathercole et al., 2004; Ghetti and Angelini,
2008)L. Why is learning language an exception?

One long-posed explanation is that adults’ language learning
difficulties are the consequence of diminishing neural plastic-
ity (Penfield and Roberts, 1959; Lenneberg, 1967; Pulvermdiller
and Schumann, 1994). While the mechanisms of plasticity were
underspecified in these early proposals, some support for this
general idea comes from work showing that cortical sensitivity to
different languages in bilinguals is spatially distinct (Whitaker and
Ojemann, 1977; Ojemann and Whitaker, 1978; Lucas et al., 2004).
These studies applied electric current to cortical regions prior to
brain surgery in order to identify (and avoid) language-sensitive
regions. Patients also showed more diffuse cortical sensitivity for

Ut is well-established that these very process that increase during childhood—
executive function and memory—also decrease with aging. See Luo and Craik
(2008), for a full review.

their second-language (L2) as compared to their native-language.
While no causal arguments can be made from these data, the L2
could have a spatially distinct and more diffuse representation
because the native-language regions are optimized for (or tuned
to) the native-language and therefore cannot process the L2 well.
The very process of tuning to the native-language, while benefi-
cial for processing that language, could result in being less open
(or plastic) for tuning to the L2.

As compared with this patient work, imaging studies allow
the analysis of many more individuals, and therefore permit
the exploration of how later—vs. earlier—learned L2s are repre-
sented. While both early and late-learned languages are associated
with the activation of classic language regions (Klein et al., 1995;
Yetkin et al., 1996; Chee et al., 1999; Riischemeyer et al., 2005,
2006; Indefrey, 2006; Abutalebi, 2008; Consonni et al., 2013),
later-learned languages are associated with (1) a greater activation
of language regions [especially the left Inferior-Frontal-Gyrus
(IFG)] (Dehaene et al., 1997; Chee et al., 2003; Tatsuno and
Sakai, 2005; Golestani et al., 2006; Ruschemeyer et al., 2006)
and, (2) the involvement of additional (contralateral and subcor-
tical) regions (Klein et al., 1994; Perani et al., 1996; Abutalebi
et al., 2013). Likewise, recruitment of the IFG overlaps more
for early vs. late bilinguals (Kim et al., 1997) and for more vs.
less proficient bilinguals (Perani et al., 1998; Wartenburger et al.,
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2003; Dodel et al., 2005; Tatsuno and Sakai, 2005; Golestani et al.,
2006; Leonard et al., 2011). These studies all suggest that later-
learned languages are represented differently, overlapping less
with circuitry supporting the native-language.

Neural tuning could explain this. Studies in rats have shown
that auditory neurons tune to environmental stimuli (Zhang
etal., 2001; Chang and Merzenich, 2003) and that early exposure
can lead to more efficient processing of a particular stimulus later
on (Insanally et al., 2009). In human infants, behavioral work has
shown that a similar tuning process most likely occurs with expo-
sure to native-language phonetics; as infants learn more about
the relevant contrasts in their native language they lose the ability
(previously held) to distinguish phonetic contrasts not present in
their language (Werker et al., 1981). A similar mechanism could
be driving age-related differences in the neural representation of
language.

Several recent theories of first language acquisition highlight
this possibility. These propose that language learning is best
viewed as a series of nested sensitive periods; tuning in one area
(say to the phonetic categories of one’s language) gives rise, in
turn, to an ability to learn other aspects of language (Kuhl, 2004;
Werker and Tees, 2005). Importantly, these theories suggest that
the neural networks dedicated to processing nested aspects of lan-
guage (i.e., phonetic categories for spoken languages) do not just
influence learning at the same level of linguistic knowledge, but
also promote (or inhibit) the brain’s future ability to learn other
aspects of language, such as grammar. In other words, the neural
networks dedicated to the newly learned languages should differ
not just in regions that are directly sensitive to phonetics or gram-
mar, but across the network in terms of how these regions interact
with one another.

While such interactions have yet to be explored in the brain,
there is some modeling and behavioral evidence for this pattern
of nested learning. Modeling work has shown that experience
(or the number of training trails) is crucial for tuning: with
more training, individual units are more committed (or tuned)
to specific functions (see Ramscar et al., 2010). There is also
behavioral evidence for this pattern of learning, both for facili-
tation in L1 acquisition and inhibition in adult L2 acquisition.
For instance, Kuhl et al. (2005) found that infants who were
good at phonetic contrasts in their native language and poor
at irrelevant contrasts (and are therefore more “tuned” to the
sound properties of their language) performed better, as com-
pared to those who were less specifically tuned, when measured
on other aspects of language processing later-on. And Finn and
Hudson Kam (2008) found that adult L2 learners’ ability to seg-
ment words from running speech via statistical learning was
compromised when L1 word formation patterns (phonotactics)
conflicted with the L2 word boundaries. Since tuning to novel
phones is known to be especially difficult for adults (Golestani
and Zatorre, 2004; Zhang et al., 2005; Wong et al., 2007), the
nesting hypothesis suggests that this may account for their dif-
ficulties with all other aspects of language as well. Moreover, and
of particular relevance for the present paper, tuning should influ-
ence the neural representation of later-learned languages, both
within and across regions, in terms of how they interact with
each other.

METHODS

To investigate this, we examine whether non-native L2 phonol-
ogy (sounds and phonotactics)—defined here as the degree to
which it is shared with native language—can affect where L2
grammar is processed in the brain. We created two miniature
artificial languages (MALs) both with the same syntax but each
with different sound systems, which we taught to two differ-
ent groups of adult learners over the course of 4 days. After
the language exposure, participants underwent fMRI scanning
while making grammaticality judgments in the MAL they had
learned and in English (their native language). Importantly, the
shared grammatical structures of the MALs were distinct from
English. Crucially, one miniature language was phonologically
similar to English (English-Phonology; EP), the other was distinct
(Non-English-Phonology; NEP).

If the ideas outlined above are correct, we should observe
(1) less overlapping recruitment for the language with dis-
tinct phonology (NEP) and English than the EP language
and English (Kim et al,, 1997), (2) the recruitment of addi-
tional regions [including contralateral regions (Golestani and
Zatorre, 2004; Perani and Abutalebi, 2005; Klein et al., 2006)]
for the NEP vs. the EP language, and (3) more native-like
connectivity within the network recruited for the EP lan-
guage as opposed to the NEP language. Analyses are conducted
across the brain and focused especially on the left Inferior
Frontal Gyrus (IFG) and left Superior Temporal Gyrus (STG)
as both are associated with processing of syntax (Friederici
and Kotz, 2003; Musso et al., 2003; Opitz and Friederici,
2007; Herrmann et al., 2012) and speech perception/production
(Hickok and Poeppel, 2000).

PARTICIPANTS

Twenty individuals from the University of California, Berkeley
were randomly assigned to learn one of the two languages. Since
gender is related to differences in the neural representation of lan-
guage (Harrington and Farias, 2008), this was balanced across
groups, 5 of the 10 NEP leaners were male and 5 of the 10 EP
learners were male. Age was also matched (EP: mean: 24.5 yrs, SD:
4.99; NEP: mean: 24 yrs, SD: 5.27). All participants were right-
handed native English speakers with no history of hearing loss
and no more than 3 years of classroom based exposure to another
language. Participants were excluded if they had any previous
exposure to an SOV language or any home-based exposure to a
language other than English [since phonetic information can be
retained after this kind of experience (Kit-Fong Au et al., 2002)].

STIMULI

Both languages comprised 4 transitive verbs, 30 nouns, which
were arbitrarily divided into two noun classes, and 4 suffixes.
Sentences followed a subject-object-verb word order. All nouns
were followed by one of two noun suffixes, which served to
indicate noun class membership. There was also subject-verb
agreement. The subject agreement suffix depended on the noun
class of the subject noun, but was not the same form as the suf-
fix on the noun itself (Figure 1A). Importantly, the two languages
have exactly the same grammatical structure as each other, but
one which is distinct from English and so requires learning.
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Critically, however, the two MALs differ in their phonolog-
ical inventories. The EP language is comprised of phones that
occur regularly in English (Figure 1B). Individual token frequen-
cies were matched to English in both syllable position frequen-
cies, and syllable structure frequencies as closely as possible.
For example, if a phone occurs at the beginning of a word
5% of the time in English, this is also true for EP. Likewise,
if 20% of English words follow a consonant-vowel-consonant
pattern, 20% of EP words do as well 2 In contrast, the NEP
language is comprised mostly of phones that do not occur in
English (Figure 1C) drawn from an inventory of phonemes from

ZFollowing these constraints, 60 possible words were actually generated, of
which 30 were chosen based on English-likeness ratings from native English
speaking raters blind to the overall goals of the study (n = 10).

A SubjNyci-ihdycigur OBIN o iy coeus Verb-niyyes g,

B EP (English phones)

Vowels:

Iel,IN, I, 13, i, 12,
/eil, /=], /3], Ial, I/,
v/, /o/

Consonants:

/v/,/n/, 18/, /e, /b1, In/,
It 13, Iml, N st 141,
I, IK1, 1, 1wl

12/, 18/, v/

C NEP (Non-English phones)

Vowels:

i, I, vl 1011, 13, [ee/,
/el 19/, 1el, M,/ v/,
v/, 1w,

Consonants:

/ol Inl, Is], 18], Ix1, In/,
14/, 1d/, Ind, X/, 1¥/,
/¢/,/sl, [al, 14/, 1d],
12,13, Ix/

FIGURE 1 | EP and NEP languages. EP and NEP languages share the
same grammar (A), but have different phonological inventories (B,C).

across the world’s languages®. To construct words in the NEP
language and develop the NEP phoneme inventory, non-native
phones were substituted into EP words maintaining major man-
ner and place features. For example, the word for truck in EP,
/hIn/, starts with a glottal fricative while the word for truck in
NEP, /xyn/, starts with a velar fricative; the bilabial voiceless
plosive, /p/, is replaced with a bilabial ejective /p’/, and so on.
Thus, the NEP has the same number of phonemes as the EP and
English.

All stimuli from all three languages (English, EP, and NEP)
were recorded in a sound booth by the same male native English-
speaker, who is a trained phonetician. To ensure parity of produc-
tion fluency, the NEP language was practiced several times until
speech rate and duration across EP and NEP were approximately
equivalent.

The languages were created in conjunction with a small
world of objects and actions. Even with the semantic restrictions
imposed by the referent world, there are over 3600 possible sen-
tences. This creates a wide scope for testing participants using
novel sentences.

TESTS
There were 4 tests—vocabulary, verb agreement, noun class, and
word order. Each of these tests was administered at various points

30ne hundred and fifty phones that do not occur in English were chosen
from a list of phonemes from across the world’s languages (Maddieson, 1984).
Native English speaking participants blind to the study design rated these
phones, presented individually, on their English-likeness (1 = 10). The lowest
ranked phones (13 vowels, 19 consonants) were chosen for constructing the
words.

A Performance in Scanner

English

EP NEP
Learning Group

B Learning Performance

All Learning Noun Class
°
Y a — ¥ X
g 3 [
2| °
2 o~
€3
[
S S
o w
3 .
EP NEP EP NEP

Learning Group Learning Group

FIGURE 2 | Behavioral Performance. Box plots depict the median
(middle line), upper quartile (top of box), lower quartile (bottom of box),
maximum value (top whisker, excluding outliers), and minimum value
(bottom whisker, excluding outliers); outliers are depicted as circles.
Discrimination sensitivity (d') does not differ for making grammaticality

MAL

EP NEP
Learning Group

Verb Agreement Word Order
EP NEP EP NEP

Learning Group Learning Group

judgments in either English or the miniature artificial language (MAL)
that is learned (A) Test performance is also matched prior to entering
the scanner on an aggregate measure of learning (overall performance)
and each grammatical sub-test (noun class, verb agreement, and word
order) (B).
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during training. Here we present results from the final tests (end
point) since that was integral to the design of this study®, To test
vocabulary, participants viewed a picture, heard three possible
labels for that picture and indicated which of the three labels they
thought matched the picture with a button press. Verb agreement,
noun class and word order were also tested. The tests of verb
agreement and noun class were forced choice; learners were asked
to indicate which of two sentences sounded like a better sentence
in the language they just learned. For verb agreement, they chose
between a correct subject-verb pairing and an incorrect pairing
with every other aspect of the sentences being equivalent (and
correct). For noun-class, they chose between a sentence with a
correct noun class suffix and an incorrect noun class suffix; every-
thing else was equal. The word order test was also forced choice;
individuals were presented with a scene and heard two possible
sentences that could correspond to that scene. One sentence fol-
lowed the correct subject-object-verb word order and one flipped
this arrangement having object-subject-verb word order.

PROCEDURE

Learning occurred over the course of 4 days and the fMRI scan
occurred on the 5th day. To learn, participants watched a series
of short scenes on the computer, listened to their corresponding
sentences, and repeated the sentences out loud. In order to bet-
ter mimic naturalistic language learning (as opposed to classroom
L2 learning) learners were not given any direct feedback during
this training (Hudson Kam and Newport, 2005, 2009). Days 1-
3 each consisted of one 90-minute session during which the 57
scenes (and their corresponding MAL sentences) that comprised
the stimulus set were repeated three times.

4The results of earlier tests (not end-point tests presented here) are the
subject of another paper currently in preparation. For the purposes of mea-
suring neural activation, we were focused on equating for proficiency prior to
scanning.

A English B MAL

C EP>NEP

D NEP>EP

FIGURE 3 | Univariate Analysis. One sample t-tests reveal that English
(vs. implicit baseline) across groups (A) and MAL (vs. implicit baseline)
across groups (B) are associated with the recruitment of classic language
regions. Two sample t-tests reveal that EP learners recruit the left
temporo-parietal region more than NEP learners (EP > NEP) (C), while NEP
learners recruit the superiortemporal gyrus more than EP learners (NEP >
EP) (D) Heat maps indicate the t-statistic.

Because we know that difficulty of processing and time on
task can drive differences in the blood oxygen level dependent
(BOLD) response (Whitaker and Ojemann, 1977; Huettel et al.,
2009) and because language proficiency impacts neural represen-
tation (Perani et al., 1998), we felt that is was important to match
participants’ learning-levels (and not necessarily the amount of
exposure to the language) prior to participation in the scan. To
ensure no differences, participants were tested on all measures
at the end of day 3. If after day 3, performance was below 75%
on any test, participants were given the full 90-minute exposure
on day 4 (the 57 scenes presented three times). If performance
was above 75% on all measures, participants were given only
30 min of exposure on day 4 (the 57 scenes were presented only
once). This design allowed us to control proficiency prior to the
scan, allowing the direct comparison of neural responses across
the languages even though the NEP should be harder to learn.
Accordingly, four NEP and two EP learners received the 90-
minute exposure on day 4, while all other leaners received 30 min
of exposure on day 4.

Neural recruitment was probed on day 5 while individuals
determined whether a sentence was grammatical or not in alter-
nating blocks of English or the MAL they learned. Blocks were
counterbalanced across participants and conditions; half of the
scans began with English and the other half began in the MAL
they learned. These were presented in blocks so that learners were
not required to switch between languages when making gram-
maticality judgments. This task was chosen in order to engage
regions targeting grammatical processing, and not phonology (at
least not directly). For each language, 15% of the items were not
grammatical. This percentage was chosen to maximize the num-
ber of grammatical trials that can be used for data analysis, while
having enough ungrammatical items to hold listeners’ attention.
Ungrammatical English items were modeled after Johnson and
Newport (1989). Half of the ungrammatical MAL items were verb
agreement errors and the other half were noun class errors. In
this event related design, each sentence was presented over noise-
cancelling earphones for 4s, after which participants had 2s to
indicate their response. Sentences across the three languages—
English, EP, and NEP—were matched for length. Finally, there was
a jittered rest period prior to the next trial (from 2 to 8 s mean
length: 55s). Each trial lasted an average of 11s; there were 160
trials of each condition, split into 4 runs of 80 trials each.

Functional MRI data were acquired on a Siemens
MAGNETOM Trio 3T MR Scanner 291 at the Henry H.
Wheeler, Jr. Brain Imaging Center at the University of California,
Berkeley. Anatomical images consisted of 160 slices acquired
using a Tl-weighted MP-RAGE protocol (TR = 2300 ms,
TE = 2.98 ms, FOV = 256 mm, matrix size = 256 x 256, 294,
voxel size 1 x 1 x 1 mm). Functional images consisted of 27
slices acquired with a continuous gradient echoplanar imaging
protocol (TR = 2000 ms, TE = 32 ms, FOV = 1380 mm, matrix
size = 128 x 128, voxel size 1.8 x 1.8 x 3.5mm).

fMRI ANALYSIS

Functional MRI data processing, analysis were completed using
a Statistical Parametric Mapping program [SPM5 (Friston et al.,
1995)]. Temporal sync interpolation was used to correct for
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Table 1 | Univariate activity during new language processing.

MAL > Baseline, all learners (n = 20)

Coordinates (at peak)

Lobe Activation region Hemisphere/Brodmann area X y z t-score P-value
EP LEARNERS, n = 10
Frontal Middle frontal gyrus L46 —48 22 28 8.94 0.00005
Middle frontal gyrus L9 —44 4 40 1.2 0.00005
Inferior frontal gyrus L44 —-50 6 12 9.8 0.00005
Precentral gyrus L4 —46 -8 50 13.03 0.00005
Insula L -32 24 12 9.19 0.00005
Medial frontal gyrus L32 —-14 22 36 6.73 0.0001
Superior frontal gyrus R10 32 48 28 8.33 0.00005
Anterior cingulate gyrus R32 12 32 28 11.48 0.00005
Insula R 36 28 4 7.32 0.00005
Superior temporal gyrus R38 52 16 -8 1.72 0.00005
Temporal Superior temporal gyrus R22 62 -20 -2 7.08 0.00005
Superior temporal gyrus L42 —b4 —-36 14 10.05 0.00005
Transverse temporal gyrus L41 —64 —16 10 6.39 0.0001
Parietal Precuneus R7 10 —74 42 10.95 0.00005
Occipital Lingual gyrus R17 -2 —-92 —4 9.24 0.00005
Lingual gyrus L17 -8 —60 —4 11.58 0.00005
Other Lentiform nucleus L —24 20 -2 15.59 0.00005
Lentiform nucleus R 20 16 —6 10.52 0.00005
Midbrain R 8 -18 —14 10.21 0.00005
Midbrain R 8 -18 -14 10.21 0.00005
NEP LEARNERS, n = 10
Frontal Inferior frontal gyrus L45 —26 36 8 7.97 0.00005
Middle frontal gyrus L46 —46 26 30 7.93 0.00005
Precentral gyrus L6 —58 2 30 7.97 0.00005
Precentral gyrus L4 -32 -28 58 10.14 0.00005
Insula L -32 18 10 7.17 0.00005
Superior frontal gyrus L6 -4 6 60 15.35 0.00005
Middle frontal gyrus R46 42 36 30 8.35 0.00005
Middle frontal gyrus R9 52 26 40 6.46 0.0005
Inferior frontal gyrus R45 38 22 8 7.32 0.00005
Superior frontal gyrus R8 2 16 58 7.75 0.00005
Insula R 34 22 6 9.16 0.00005
Superior temporal gyrus L41 —b4 -30 8 12.44 0.00005
Temporal Superior temporal gyrus R41 48 -32 10 8.45 0.00005
Superior temporal gyrus R42 60 -14 12 9.46 0.00005
Superior parietal lobule L7 —-28 —66 48 8.23 0.00005
Parietal Postcentral gyrus L1 —52 —26 56 8.00 0.0001
Inferior parietal lobule R40 40 —48 44 8.35 0.00005
Middle occipital gyrus R19 28 —96 14 12.24 0.00005
Occipital Cuneus L18 6 -76 12 8.07 0.00005

In this and all other table presenting univariate data, regions are listed where period-specific parameter estimates were significantly greater than baseline (with a t

statistic of 3 with a minimum contiguous cluster size to 10 voxels) across scan times.
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between-slice timing differences. Motion correction was accom-
plished using a six-parameter rigid-body transformation algo-
rithm, and data were spatially smoothed using 8 mm FWHM
Gaussian kernel. A statistical parametric map was calculated for
each participant based on linear combinations of the covariates
modeling each task period (listening and response for English and
the newly learned language separately; correct and incorrect trials
were modeled separately and only correct trials were included in
the final analyses). These individual results were then combined
into a group analysis. All data presented refer to the listening (and
not response) phase of the experiment.

Whole brain conjunction analyses was completed using SPM5,
following the minimum statistic, conjunction null method in

which all of the comparisons in the conjunction must be individ-
ually significant (Nichols et al., 2005). In all cases, the conjunction
was conducted for the contrasts (1) English > implicit base-
line, and (2) new language (EP or NEP) > implicit baseline.
Regions of interest (ROI) were created for the left IFG [Broca’s
region (Amunts et al,, 1999)], the left STG (Morosan et al.,
2001), and anterior and posterior regions of the left Angular
Gyrus [AGa and AGp (Caspers et al., 2006)] using the SPM
Anatomy Toolbox (version 1.6; Simon Eickhoff). The number of
overlapping voxels (from the conjunction analysis) were counted
within these masks for each individual (normalized space). Voxels
reaching a range of thresholds (from ¢ =3 to t =5.5) were

identified.

Table 2 | Univariate Across language comparisons.

NEP vs. EP (n = 20)

Coordinates (at peak)

Lobe Activation region Hemisphere/Brodmann area X y z t-score P-value
NEP > EP
Temporal Superior temporal gyrus L41,13, 22 —-50 —24 5.18 0.001
Superior temporal gyrus R42, 41, 22 62 —-14 12 3.62 0.001
EP > NEP
Parietal temporal Middle temporal and angular gyrus L39 -38 —64 24 4.03 0.001
Table 3 | Univariate data: EP and English.
EP vs. English, (n = 20)
Coordinates (at peak)
Lobe Activation region Hemisphere/Brodmann area X Y z t-score P-value
EP > ENGLISH, n =10
Frontal Inferior frontal gyrus L44 —56 4 22 5.87 0.001
Superior frontal gyrus R32 16 16 50 7.08 0.0005
Middle frontal gyrus R9 48 8 32 6.77 0.0005
Temporal Superior temporal gyrus R42 64 —-22 6 6.00 0.0005
Parietal Superior parietal lobule L7 —28 —64 50 7.33 0.0005
Superior parietal lobule R7 30 —62 58 5.20 0.001
Other Lentiform nucleus L —-14 4 4 5.68 0.001
NEP > ENGLISH, n =10
Frontal Inferior frontal gyrus L47 —46 40 -10 6.21 0.0005
Superior frontal gyrus L9 -20 42 44 6.38 0.0005
Superior frontal gyrus L9 -8 54 40 6.84 0.0005
Inferior frontal gyrus R47 54 40 -4 4.51 0.001
Temporal Hippocampus R 30 -6 -20 5.94 0.0005
Parahippocampal gyrus L -20 -2 -20 5.34 0.001
Middle temporal gyrus L21 —56 -18 —-22 6.03 0.001
Parietal Angular gyrus L39 —54 —66 38 5.45 0.001
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Table 4 | Univariate data: NEP and English.

NEP vs. English, n = 20

Coordinates (at peak)

Lobe Activation region Hemisphere/Brodmann area X Y z t-score P-value
NEP > ENGLISH, n = 10
Frontal Precentral gyrus R6 36 -6 46 7.47 0.0005
Middle frontal gyrus R6 30 -12 66 5.81 0.001
Insula R 28 24 12 5.95 0.001
Precentral gyrus L6 -30 —14 58 5.56 0.001
Medial frontal gyrus L6 —6 2 64 4.93 0.001
Temporal Superior temporal gyrus L41, 22, 42 -50 —28 8 7.81 0.0005
Superior temporal gyrus L41, 22, 42,13 68 -20 8 7.38 0.0005
Parietal Inferior parietal lobule L40 -30 —b2 56 4.58 0.001
Occipital Cuneus L18 -2 —84 4 6.05 0.001
ENGLISH > NEP, n = 10
Frontal Inferior frontal gyrus L47 45 -30 28 —18 8.27 0.0005
Middle frontal gyrus L8 —40 16 54 5.55 0.001
Superior frontal gyrus L8 -6 44 52 5.83 0.001
Middle frontal gyrus R47 34 40 -10 7.31 0.001
Temporal Angular gyrus L39 -38 —60 26 7.21 0.0005
Parahippocampal gyrus L20 —-34 —36 —-22 4.51 0.001
Parietal Precuneus L7 -8 —46 46 5.43 0.001

In addition, the mean contrast values for processing in the
new language (EP or NEP vs. implicit baseline) were extracted
from these ROIs (in normalized space) using MarsBar (Brett et al.,
2002) and correlated with behavior. Behavioral regressors (learn-
ing scores) were included in the second level analysis in order
to identify regions—across the brain—most related to behavior.
To measure functional connectivity, the magnitude of the task-
related BOLD response was estimated separately for each of the
experimental trials, yielding a set of beta values for each condi-
tion for every voxel in the brain (beta series). The extent to which
two brain voxels interact during a task condition is quantified by
the extent to which their respective beta series from that condition
are correlated (Rissman et al., 2004).

RESULTS

Due to technical errors during data collection, behavioral data
during the scan is missing from one individual (an NEP learner).
As expected, repeated measures analyses of variance (ANOVAs)
reveal a main effect of language such that performance was better
[discrimination sensitivity (d'): F(;, 17) = 23.130, p < 0.001] and
faster [F(1, 17) = 5.215, p = 0.036] for English (mean reaction
time from sentence onset = 4392 ms, SD = 514) as compared with
the MAL (mean reaction time from sentence onset = 4715 ms,
SD = 317). There was no main effect of learning group [d’:
F,17) = 0.014, p = 0.907; reaction time: F(;, 17y = 0.198, p =
0.662] and no group by language interaction [d’: F(y, 17y = 1.358,
p = 0.260; reaction time: F(;, 17y = 0.127, p = 0.725; EP reaction

time: mean = 4721 ms, SD = 426; NEP reaction time: mean =
4709 ms, SD = 146]. Thus, grammaticality judgments did not
differ across groups for either English or MAL during the scan
(Figure 2A). Likewise, performance across groups was matched
prior to the scan overall [average performance on all tests on all
test days: t(18) = 1.79, p = 0.090] and on each grammatical test
(average performance on both days tested): noun class t(15) =
1.418, p = 0.173, verb agreement t(15) = 0.916, p = 0.372, word
order t(1g) = 0.551, p = 0.588; Figure 2B°.

NEP and EP learners both recruited regions known to be
critical for language processing while performing grammaticality
judgments in English and the MAL they learned (Figures 3A,B;
Table 1); all contrasts reported are during the listening period.
One sample t-tests reveal that regions recruited by both groups
for the newly learned language (vs. implicit baseline) include
the left IFG (including Broca’s region) the Insula (bilater-
ally) the STG [bilaterally; including posterior language regions,
and the Angular Gyrus (Figures 3A,B; Table 1)].

Across MALs, important differences were observed.
Independent sample ¢-tests reveal that EP learners recruit
posterior language regions to a greater extent (left temporo-
parietal region; EP > NEP; Figure 3C; Table2), while NEP

>While vocabulary performance differs across learning groups both overall
[across all days tested: #(;3y = 3.130, p = 0.006] and during the final test day
[tas) = 2.33, p = 0.032], it is very high for both EP (mean = 98.6% correct,
SD = 0.023) and NEP (mean = 93.7% correct, SD = 0.064).
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learners recruit bilateral superior temporal gyrus (STG) more
than EP learners (NEP > EP; Figure 3D; Table 2; see Tables 3
and 4 for differences between EP/NEP and English).

In the next set of analyses, we use overlap and connectivity
methods to explore which recruitment profile (EP vs. NEP) is
more similar to English, participants’ native language. First, if
experience-driven neural tuning contributes to sensitive period
phenomena, we should observe less overlapping recruitment for
the language with distinct phonology (NEP) and English than EP
and English. Both EP and NEP recruitment overlaps with English
in the IFG, AG, and STG (along with other regions including the
Basal Ganglia; Table 5; Figures 4A,B). To investigate differences
across the groups of learners, we counted the number of voxels

that were jointly active for English and the new language (EP or
NEP; Figure 4C) in the left IFG, left STG, and left AG (posterior
and anterior) at multiple different thresholds (¢t = 3, 3.5, 4, 4.5, 5,
and 5.5; Figure 4D). We then compared the means of these values
across groups using independent samples t-tests (Table 6), and
found that EP learners have more overlapping recruitment (of the
language they learned and English) than NEP learners in the left
IFG and AG (both anterior and posterior regions), but not in the
left STG (Table 6).

For both EP and NEP learners left IFG activity is related to
behavioral performance whereas activity in the STG and AG is
not. That is, the magnitude of recruitment within the left IFG
while processing the newly learned language (EP or NEP >

Table 5 | Conjunction Analyses.

EP and English; NEP and English

Coordinates (at peak)

Lobe Activation region Hemisphere/Brodmann area X Y z t-score P-value
NEP and ENGLISH, n = 10
Frontal Middle frontal gyrus L, 46,9 —-50 22 30 6.09 1e-06
Inferior frontal gyrus L, 44 —52 6 10 6.62 1e-08
Inferior frontal gyrus R, 47 45 42 20 -4 5.93 1e-06
Medial frontal gyrus R, 32,6 6 14 54 6.59 1e-07
Temporal Superior temporal gyrus L, 22 —-60 0 -4 5.6 1e-06
Superior temporal gyrus R, 22, 38 b4 16 -6 7.28 1e-08
Parietal Postcentral gyrus L, 40 —44 -34 54 7.15 1e-08
Superior parietal lobule L, 7 —-28 —66 54 6.36 1e-07
Superior parietal lobule R, 7 28 —56 46 8.40 1e-09
Precuneus R, 7 16 -79 44 6.19 1e-06
Occipital lingual gyrus L, 17 —4 —-94 —4 6.0 1e-06
lingual gyrus R, 17,18 14 -90 -10 5.63 1e-06
Other lentiform nucleus L -20 6 4 8.24 1e-09
lentiform nucleus R 16 4 8 7.71 1e-07
Cerebellum (Culmen) Land R 6 —64 —-14 7.21 1e-07
NEP and ENGLISH, n = 10
Frontal Inferior frontal gyrus L, 45 -30 34 12 6.20 1e-06
Precentral gyrus L9 —56 4 30 5.25 1e-06
Superior frontal gyrus L, 6 -6 4 58 5.89 1e-06
Middle frontal gyrus R, 46 32 38 20 6.17 1e-06
Temporal Superior temporal gyrus L, 22 —-62 -10 4 6.47 1e-06
Parietal Pre and postcentral gyrus L, 40,4 —48 —-34 52 5.22 1e-06
Superior parietal lobule L, 740 —-32 —62 50 6.86 1e-06
Other Insula 36 22 6 6.07 1e-06
lentiform nucleus L -20 0 14 5.77 1e-06
Occipital Middle occipital gyrus R, 19 26 -96 14 6.17 1e-06
lingual gyrus L, 18 -22 -84 —4 5.68 1e-06

Regions are listed where conjunctions were significant after correcting for multiple comparisons (FDR, p < 0.01).
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FIGURE 4 | Conjunction Analysis. Learners of both languages recruit many
overlapping voxels with English (A,B). Overlaying both conjunctions shows
differences in the EP and English conjunction (red) and NEP and English
conjunction (green) as well as shared regions (yellow) (C). Group t-tests
reveal that the number of jointly recruited voxels (new language and English)
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differ across groups in the left Inferior Frontal Gyrus (IFG), the left anterior
Angular Gyrus (AGa) for multiple different t-statistic thresholds (t = 3 through
5), and the left posterior Angular Gyrus (AGp), but not in the left Superior
Temporal Gyrus (STG) (D). In all cases, error bars reflect standard error of the
mean. *indicates a significant difference at p < 0.05.

implicit baseline) is correlated with learning (average of all tests
collected prior to the scan, r = 0.488, p = 0.029; Figure 5A)
and performance on grammaticality judgments for the newly
learned language in the scanner (percent correct: r = 0.507,
p = 0.027; Figure 5B % and a trend toward a relationship with
d’: r =0.418, p = 0.075; Figure 5C). These relationships were
not observed in the STG (learning: r = 0.096, p = 0.687; per-
cent correct: r = —0.098, p = 0.691 d’: r = —0.103, p = 0.674)
or AG (anterior: learning: r = 0.169, p = 0.687; percent cor-
rect: r = —0.004, p = 0.986 d:r= —0.146, p = 0.552; posterior:
learning: r = 0.037, p = 0.875; percent correct: r = —0.116, p =
0.637 d': r = —0.249, p = 0.304)”. Interestingly, this relationship
between learning and performance in the IFG appears to be
specific to the newly learned language (the MAL). The same
relationship is not observed in the left IFG for making grammat-
icality judgments in English while processing English (percent
correct: r = 0.155, p = 0.525; d’: r=0.286, p = 0.235; reaction

SNotice there is one statistical outlier who has very low accuracy (55%). This
subject’s performance was also low on grammaticality judgments in English
(60%) and so this low performance is likely due to factors other than not
learning the new language. Only correct trials were included in the brain anal-
yses and this brain-behavior correlation remains significant when this outlier
is excluded (percent correct: r = 0.523, p = 0.026).

7Note that these relationships are only marginally significant (between learn-
ing and recruitment of the IFG and percent correct and recruitment of the
IFG) when corrections for multiple comparisons are made (bonferroni p for
3 tests per DV = 0.017).

time: r = 0.194, p = 0.427). This was also true of the left STG
(percent correct: r = —0.155, p = 0.525; d": r = —0.137, p =
0.576; reaction time: r = —0.073, p = 0.766), left AGa (percent
correct: r = —0.058, p = 0.815; d: r = —0.122, p = 0.619; reac-
tion time: r = 0.418, p = 0.075), and left AGp (percent correct:
r=—0.134,p = 0.586;d": r = —0.123, p = 0.615; reaction time:
r = 0.434, p = 0.063). It is likely that such a brain-behavior rela-
tionship (with English) is not detectable when the language is
well-established (due to ceiling effects and a lack of variability)
and might be more detectable earlier in the learning process, as is
observed in these data for MAL learners.

In order to localize where within the left IFG the relation-
ship between learning and neural recruitment while processing
the MAL (MAL > baseline), we entered learning scores as a
regressor in the group level whole-brain analysis and found
the strongest relationship in the left IFG (MNI peak coordi-
nates: —40, 18, 12) which corresponds with the Pars Triangularis
(note other relationships within the right IFG and Basal Ganglia;
Table 7).

These data establish an important role of the left IFG in
learning the MAL and performance, while making grammat-
icality judgments in the new language. Whole brain analyses
also establish the importance of the STG while processing these
newly learned languages, especially for NEP learners (left STG
recruitment is greater for NEP than EP learners; Figure 3D). If
this region is not important for making grammaticality judg-
ments or overall learning, then why are NEP learners recruiting
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Table 6 | Conjunction group differences.

T-test average number of voxels activated

by each contrast (English and MAL)

this region more so than EP learners? To address this question,
we performed functional connectivity analyses by choosing seed
regions in the left IFG and the left STG (the 10 most active con-
tiguous, voxels within the anatomical region while processing
English (English > implicit baseline) and searched for correlated

Region Conjunction statistic Group difference P-value . . o ; ) AR "
threshold (t-test) fluctuations in activity (with the time series in the seed region:
beta series analysis) the brain while individuals were process-
Y p
Left IFG 3.0 1.863 0.0395  ing the MAL they learned (vs. implicit baseline) (Rissman et al.,
35 1878 0.0385  2004). First, expected beta series correlations were observed in
4.0 1.98 0.0315  EP and NEP learners with classic language regions in both hemi-
45 1841 0.041 spheres (Table 8). Notably, the left STG seed was coactive with the
50 181 0.0435 left IFG (t = 4.34, p < 0.001; Figure 6A; Table 8) and the pos-
5.5 1723 0.051 terior left temporal-parietal-occipital region [also important for
' ' ' higher-order language processing (Poeppel and Hickok, 2004),
Left STG 3.0 _0.155 04395 t=4.44 p < 0.001] in NEP but not EP learners (Figure 6A;
35 —0.301 03g35 Table8). The STG appears to be more involved in the neural
4.0 0397 0.348 network involved in processing the MAL in the NEP learners, a
45 0491 03145 finding that could shed light on why NEP learners recruit this
5.0 ~0.553 02935  feglon more. _ .
55 _0.688 0.25 Is this broader network recruited by NEP learners more sim-
' ' ' ilar to or distinct from English? To understand how networks
Left IPL (PGp) 3.0 1974 0.032 differ from English (and thus what is more similar to native
35 2069 0.0265 language recruitment), we conducted the same connectivity anal-
40 29 0.0205  Ysis (Rissman et al., 2004) in the same seed regions (IFG and
45 9345 00155  STG) for a different contrast—newly learned language vs. English
5.0 2.45] 00125 (MAL>English)—to reveal regions that are more co-active for
55 ) 456 0.012 processing the MAL vs. English. For EP learners, the left IFG seed
' ) ] was more coactive with the contralateral (right) IFG (t = 6.12,
Left IPL (PGa) 3.0 1.898 0.037 p < 0.001), and the left STG seed was also more co-active with
35 1.998 0.0305 the contralateral (right) STG (t = 7.83, p < 0.001), for MAL pro-
40 2125 0.024 cessing as compared to English. For the NEP learners, the left IFG
45 2166 0.022 seed was more co-active with the bilateral STG (left: t = 6.50,
5.0 2193 0.021 p < 0.001; right: + = 3.77, p < 0.001), and the left STG seed was
55 2145 0.023 more coactive both with the contralateral (right) STG (t = 6.08,
p < 0.001) and ipsilateral (left) IFG (¢ = 4.35, p < 0.001), for
A OEP  ONEP B OEP ONEP
25 25
o o
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FIGURE 5 | Brain-Behavior Relationships. For all participants, learning (measured prior to entering the scanner) is significantly related to recruitment of the
left IFG while processing the newly learned language (A), as is accuracy (percent correct; B) and discrimination sensitivity (d’,C).
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MAL processing as compared to English (Figure 6B; see Table 8
for all comparisons with English). In sum, the EP network differs
from English with greater recruitment of the contralateral hemi-
sphere (both for the IFG and STG) and the NEP network differs
from English with greater coactivity between the STG and IFG
regions. Both connectivity profiles differ in important ways from
English, with EP learners being less lateralized and NEP learners
showing greater coactivity between the IFG and STG.

DISCUSSION

In this study, we asked whether tuning to the properties of one’s
native language can explain, at least in part, the sensitive period
for language learning. In particular, we asked whether chang-
ing an earlier-learned (and tuned) aspect of language—sound
structure—would have an impact on the neural representation of
a later learned aspect—grammar. The data clearly indicate that it
does. EP learners’ neural recruitment overlaps more with English
in key language regions (including the left IFG and left AG).
Likewise, the neural circuit recruited to process the EP language
is similar to the neural circuit recruited during the processing of

A MAL > implicit baseline
IFG seed

STG seed

B MAL > English

IFG seed STG seed

EP

@D

left

FIGURE 6 | Beta-series analysis. The left IFG is coactive with the STG for
NEP but not EP learners (A). The STG and IFG are more interactive as
compared to English for NEP as compared to EP learners (B).

English, albeit less lateralized (including contralateral regions).
EP learners also recruit the left temporo-parietal region more
than the NEP learners, a finding that could reflect greater pho-
netic expertise and sensory—motor integration (Buchsbaum
et al., 2001). NEP learners, on the other hand, recruit the STG
(bilaterally) more than EP learners. Moreover, this region appears
to be part of the broader and less lateralized neural circuit used to
process the NEP language that involves greater STG/IFG connec-
tivity. We review the implications of these findings with respect to
the tuning hypothesis.

Native language regions were less involved in the processing
of the NEP as compared to the EP language. This was evident
in the left IFG and AG, where recruitment overlapped more for
English and EP than English and NEP. This pattern of find-
ings supports our tuning hypotheses: the NEP could overlap less
with English simply because cortex used for processing English
is tuned for English and therefore less able to process the NEP
language.

Greater recruitment of STG in NEP learners also supports the
idea that native language regions are not as capable of processing
the NEP language. The STG is known to be involved in phonetic
processing (Hickok and Poeppel, 2000), including the perception
of speech sounds (Buchsbaum et al., 2001), is engaged to a greater
degree bilaterally when individuals process non-native phono-
logical distinctions (Zhang et al., 2005), and is associated with
successful learning of non-native pitch patterns in speech (Wong
etal., 2007). The greater recruitment of this region for NEP learn-
ers could therefore reflect a process, whereby the brain is in the
process of tuning to the sounds®. With more exposure to the lan-
guage or perhaps more direct training on the sounds, we would
expect NEP learners to recruit this region less over time.

Proficiency and fluency with language (Perani et al., 1998;
Chee et al., 2002; Consonni et al., 2013) as well as cognitive
demand (difficulty, more broadly construed) are important fac-
tors known to influence neural recruitment, especially in the
prefrontal cortex, including the left IFG (Raichle et al., 1994;
Rypma and D’Esposito, 2000; Crittenden and Duncan, 2012),

8The STG is of course not the only region in the brain that is associated with
phonological processing. In fact, prefrontal regions (the IFG) are associated
with phonological decoding and processing and the Medial Temporal Gyrus
(MTG) is also widely implicated along with more posterior superior tempo-
ral regions [See Poeppel and Hickok (2004), for a comprehensive review].
Likewise, successful learning of non-native contrasts is associated with recruit-
ment of the same regions used for native contrasts: the left STG, the insula
(frontal operculum), and left IFG (Golestani and Zatorre, 2004).

Table 7 | Group level whole brain regression with learning scores.

MAL recruitment and learning score (pre-scanner)

Coordinates (at peak)

Lobe Activation region Hemisphere/Brodmann area x y z t-score P-value
Frontal Inferior frontal gyrus L, 45, 44 —40 18 12 3.1 0.001
Inferior frontal gyrus R, 45, 47 36 28 4 3.36 0.001
Sub-cortical Caudate L -18 6 16 3.88 0.001
Frontal Inferior frontal gyrus L, 45 —42 28 4 4.35 6.80e-06
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Table 8 | Beta series correlations.

Beta series correlations

Coordinates (at peak)

Lobe Activation region Hemisphere/Brodmann area  x y z t-score  P-value
IFG SEED, EP LEARNERS
Frontal Inferior and middle frontal gyrus (location of seed) L, 44,45, 46,47 9 -50 8 12 28.32 1.58-e-20
Inferior frontal gyrus R, 44 54 8 8 6.09 5.64e-10
middle frontal gyrus L -6 32 34 5.82 2.94e-09
Parietal Supramarginal and angular gyrus L, 40 —-46 52 42 4.91 4.55e-07
Inferior parietal lobule L, 40 -54 =30 22 4.81 754e-07
Occipital Precuneus L, 19 -32 =72 26 4.15 1.66e-06
Precuneus R, 19 36 —-80 26 3.82 6.67-05
Other Lentiform Nucleus R 34 0 4 3.65 0.00013
Lentiform Nucleus (extending to Insula) L -14 6 4 3.5 0.00023
IFG SEED, NEP LEARNERS
Frontal Inferior and middle frontal gyrus (location of seed) L, 44, 45, 46, 47 9 —-50 8 12 28.26 1.568e-20
Inferior and middle frontal gyrus R, 44, 45, 46, 47 13 36 16 18 4.42 4.93e-06
Parietal Inferior parietal lobule L, 40 —46 —52 42 4.90 4.79e-07
Inferior parietal lobule R, 40 44 34 38 4.16 1.59e-05
Occipital Precuneus L, 19 —-28 —66 28 5.00 2.86e-07
Precuneus R, 19 24 —68 34 4.02 2.91e-05
Other Lentiform nucleus L —-18 10 0 3.86 5.66e-05
Lentiform nucleus R 24 4 -2 3.58 0.00017
STG SEED, EP LEARNERS
Temporal  Superior temporal gyrus (location of seed) L, 22 -64 —12 4 29.10 1.58e-20
Superior and middle temporal gyrus R, 22 62 —-16 6 6.62 1.79e-11
Frontal Medial frontal gyrus L n -2 38 12 3.93 4.24e-05
STG SEED, NEP LEARNERS
Temporal  Superior and middle temporal gyrus (location of seed) L, 22 -64 —12 4 29.33 1.58e-20
Superior and middle temporal gyrus R, 22 54 14 =2 5.84 2.61e-09
Frontal Inferior frontal gyrus L, 45, 47 —48 32 0 4.34 712e-06
middle frontal gyrus L, 46 —-36 42 -4 4.30 8.54e-06
Inferior and middle frontal gyrus R, 47 46 40 38 -8 4.58 2.32e-06
Medial frontal gyrus R 2 36 12 5.81 3.12e-09
Parietal Angular and superior temporal gyri L, 39 —-42  —-64 36 4.44 4.49e-06
Angular gyrus R, 39 44  —-60 30 5.71 5.65e-09
Other Hippocampus R 34 =12 -20 4.78 8.76e-07
MAL > ENGLISH IFG SEED, EP LEARNERS
Frontal Inferior and middle frontal gyrus (location of seed) L, 44,45,46,47 9 -50 8 12 28.87 1.58e-20
Inferior and middle frontal gyrus R, 45, 46, 47 50 24 10 6.12 4.68e-10
Superior frontal gyrus L, 10 -16 58 14 4.40 5.41e-06
MAL > ENGLISH IFG SEED, NEP LEARNERS
Frontal Inferior and middle frontal gyrus (location of seed) L, 44,45, 46,47 9 -50 8 12 28.04 1.58e-20
Inferior and middle frontal gyrus R, 46, 47 42 22 8 723 2.41e-13
Temporal Superior and middle temporal gyrus L —56 2 —-16 6.50 4.01e-11
Superior temporal gyrus R, 22 56 -2 -6 3.77 8.16e-05
Other Lentiform nucleus R 12 10 2 3.9 3.30e-05
MAL > ENGLISH STG SEED, EP LEARNERS
Temporal  Superior and middle temporal gyrus (location of seed) L, 22 -64 —12 4 28.39 1.58e-20
Superior and middle temporal gyrus R, 22 54  —10 -2 783 2.44e-15
MAL > ENGLISH STG SEED, NEP LEARNERS
Temporal  Superior and middle temporal gyrus (location of seed) L, 22 -64 —12 4 28.41 1.58e-20
Superior and middle temporal gyrus R, 22 62 0 -2 6.08 6.01e-10
Frontal Inferior Frontal Gyrus L, 45 —42 28 4 4.35 6.80e-06
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both in terms of degree of recruitment (magnitude) and how the
region interacts with other regions (Rypma et al., 2006; Rissman
et al., 2008). Differences in recruitment across EP and NEP learn-
ers could therefore be related to these known factors. Importantly,
EP and NEP learners did not differ in terms of reaction time or
accuracy when assessing the grammaticality of sentences in the
scanner. Likewise, we do not observe differences in the pure uni-
variate contrast EP vs. NEP in the left PFC; rather differences
are observed in degree of overlap with English and connec-
tivity with the STG. Observed differences across languages are
therefore likely to reflect requirements imposed by phonologi-
cal processing and attempts to processes (and tune to) the new
sounds.

While the STG appears to be involved in tuning to new sounds,
recruitment of the left IFG appears to be more related to per-
formance and learning. Indeed recruitment of the left IFG (but
not the left STG) significantly correlated with performance in the
scanner and, even more strikingly, learning measured prior to the
scan. NEP learners’ greater recruitment of STG (independently
and as part of the larger language network) does not directly
relate to performance. Why then are they recruiting this region
so robustly? It is likely that this recruitment reflects an attempt to
process (and tune to) the new sounds (Zhang et al., 2005, 2009;
Wong et al., 2007).

At present, however, we cannot know for certain whether this
is the case. While differences in the STG across the learning groups
are especially striking, training studies such as these are expensive
and limited in size (only 20 learners overall) therefore limiting
the generalizability of the data. In addition, even though creating
these productive MALs allows for strict control over the linguis-
tic features of interest—both grammar and phonology—they are
nonetheless still miniature and artificial. It is hard to know if
differences we observe here would scale to real and larger lan-
guages. Along these lines, future research should investigate the
relationship between the recruitment of the STG and IFG over
time with growing phonological as well as grammatical expertise.
By measuring changes in phonological expertise more directly,
the “phonetic scaffold” could be characterized more fully and the
influence of this learning on grammar learning (both behaviorally
and in the brain) could be much better understood. Exposure is
also likely to impact learning outcomes. It could be (and is very
likely) that 4 days of exposure to novel phonology is not nearly
enough to build the phonemic maps necessary to process new
sounds, but increased exposure would result in overcoming this
and developing the requisite “scaffolding.” Delays in the making
of this scaffold are likely to be part of the cause of adult language-
learning difficulties and further work needs to characterize this
alongside grammatical learning during longer periods of time in
adults.

Further work characterizing the anatomical and functional
specificity of these scaffolds is also necessary. Much recent work
aims to characterize the functional specificity of sub-regions both
within in the IFG (Fiebach et al., 2006; Fedorenko et al., 2011)
and the STG (Indefrey and Levelt, 2004) and to more carefully
specify the functional anatomy of language (Poeppel and Hickok,
2004). While this is not possible in the current sample (functional
localizers were not employed and the sample is insufficient for

extensive brain-behavior analyses), it should be an important
goal of future investigation especially for thinking about possible
learning interventions.

Despite the need for further studies, our findings have implica-
tions for understanding the sensitive period for language learning.
Neural recruitment—even when proficiency is matched—differs
across EP and NEP learners. The ways in which this recruitment
is different (additional STG, less overlap with English in the left
IFG) is consistent with the nested tuning theory which predicts
that differences in more foundational aspects of language (such as
sounds) should have implications for the neural representation of
aspects of language that depend on the foundational ones (gram-
mar). We show that it does. Adults’ difficulty in learning language
may therefore be due to the recruitment of the “wrong” neural
scaffolding.
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INTRODUCTION

Sensitive periods in human development have often been proposed to explain age-related
differences in the attainment of a number of skills, such as a second language (L2) and
musical expertise. It is difficult to reconcile the negative consequence this traditional view
entails for learning after a sensitive period with our current understanding of the brain’s
ability for experience-dependent plasticity across the lifespan. What is needed is a better
understanding of the mechanisms underlying auditory learning and plasticity at different
points in development. Drawing on research in language development and music training,
this review examines not only what we learn and when we learn it, but also how learning
occurs at different ages. First, we discuss differences in the mechanism of learning
and plasticity during and after a sensitive period by examining how language exposure
versus training forms language-specific phonetic representations in infants and adult L2
learners, respectively. Second, we examine the impact of musical training that begins at
different ages on behavioral and neural indices of auditory and motor processing as well as
sensorimotor integration. Third, we examine the extent to which childhood training in one
auditory domain can enhance processing in another domain via the transfer of learning
between shared neuro-cognitive systems. Specifically, we review evidence for a potential
bi-directional transfer of skills between music and language by examining how speaking a
tonal language may enhance music processing and, conversely, how early music training
can enhance language processing. We conclude with a discussion of the role of attention
in auditory learning for learning during and after sensitive periods and outline avenues of
future research.

Keywords: sensitive period, learning, plasticity, language, second language, music, transfer, attention

there is increased sensitivity to regularities in sensory input that

The auditory cortex (A1) is shaped by our experience with sounds
in our environment. Incoming sounds sum in the auditory nerve
response. Yet, from this, the neural networks underlying auditory
processing extract the features that segregate auditory objects and
extract meaning from the signal (Bregman, 1994; Werner, 2012).
Language and music are among the most cognitively complex
uses of sound by humans; however humans have the capacity
to readily acquire both skills early in life as a result of exposure
and interaction with sound environments. A central question of
neurobiology and human development is whether this learning
is contingent on the developmental timing of exposure, that is,
whether there may be sensitive periods in development during
which learning and its corresponding neural plasticity occur more
readily than at other points.

Sensitive periods are epochs in development where specific
experiences have enhanced, long-lasting effects on behavior and
the brain (Knudsen, 2004; Penhune, 2011). During these times,

are readily extracted through exposure and interaction with the
environment. As such, they are an optimal time for learning
(Werker and Tees, 2005). The term “critical period” is often
used interchangeably with ‘sensitive period) although important
distinctions exist between them. Critical periods posit short and
sharply defined windows-of-opportunity during which exposure
to environmental input causes irreversible changes in brain func-
tion and structure, whereas sensitive periods involve gradual shifts
in sensitivity to environmental input outside of which learning
is still possible (Lamendella, 1977; Oyama, 1979). The broader
term “sensitive period” will be used here to refer to periods in
development in which experience has unusually strong effects
on brain and behavior (Knudsen, 2004) and to underscore the
potential for learning and brain plasticity to continue throughout
the lifespan. Sensitive periods are thought to underpin the devel-
opment of a variety of auditory skills, from the basic encoding of
acoustic information in the primary Al (De Villers-Sidani et al.,
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2007; De Villiers-Sidani et al., 2008) to many higher-order aspects
of language (e.g., Johnson and Newport, 1989; Kuhl, 2010) and
music processing (e.g., Penhune, 2011).

The goal of this review is to better understand the mechanisms
by which learning and plasticity occur both during and after sensi-
tive periods in auditory development. In the following sections we
first give an introduction to general mechanisms by drawing on
animal models of auditory development and perceptual learning.
Next, we examine three issues that are specific to human auditory
development: (1) the role of language exposure versus training
in initiating the formation of language—specific phonetic repre-
sentations in infants and adult second language (L2) learners;
(2) the outcome of training that begins at different points in
development on neural and behavioral correlates of sensorimotor,
motor and auditory processing using music as a platform; and
(3) the extent to which childhood auditory experiences, be it
with music or speech, result in domain-general enhancements
in auditory and auditory-attentional processing. We conclude
with critical considerations about the role of selective attention
during and after sensitive periods and present directions for
future research.

AUDITORY LEARNING AND PLASTICITY DURING A
SENSITIVE PERIOD

Although there may be multiple sensitive periods, each guiding
different aspects of auditory development, the mechanism by
which learning and plasticity occurs is similar. At the beginning of
a sensitive period, neural representations are rather broadly tuned
to relevant environmental stimuli (Dahmen and King, 2007; Scott
et al., 2007). Broad tuning is advantageous because it allows the
developing brain to perceive and respond to the features of the
sensory environment. Throughout the sensitive period, neural
representations become increasingly refined and begin to prefer-
entially respond to frequently encountered features (Scott et al.,
2007), thereby allowing for more accurate and efficient processing
of salient and frequently encountered information (Kuhl et al.,
2008).

Across multiple sensory systems, learning and plasticity during
sensitive periods is a “bottom-up” process, characterized by a
perceptual narrowing in which perceptual discrimination and
underlying neural representations become increasingly selective
in their responsiveness to environmental input (Werker and Tees,
1984; Scott et al., 2006, 2007; Kuhl and Rivera-Gaxiola, 2008). It
is this initial under-specification of neural systems that is thought
to drive the rapid changes that are observed during this time in
response to exposure to environmental stimuli (Knudsen, 2004).
Within the auditory system, perceptual narrowing during specific
sensitive periods in development characterizes how infants learn
to group speech sounds into language-specific phonetic cate-
gories (Werker and Tees, 1984), process culture-specific musical
rhythms (Hannon and Trehub, 2005a,b) and harmonic relation-
ships (Lynch et al., 1990), as well as encode basic auditory features
in the primary auditory cortex Al (Zhang et al., 2002).

Animal models of auditory development have informed our
understanding of the time course in which auditory experience
becomes represented in the primary Al. In prenatal development,
animal models show that spontaneous rhythmic sound pulses

create rudimentary tonotopic maps (Lippe, 1994, 1995; Jones
etal., 2007). Following birth, these underspecified tonotopic maps
enhance their response specificity through exposure to complex
sound streams in the environment, which result in the forma-
tion of highly organized maps that are dynamically regulated by
environmental input (De Villers-Sidani et al., 2007; De Villiers-
Sidani et al., 2008; Zhang et al., 2001, 2002). For example, De
Villers-Sidani et al. (2007) exposed rat pups to a series of repet-
itive tones and found abnormal tonotopic map development.
That is, in these rats more neurons were devoted to processing
the frequencies of the repeated tones, with consequently fewer
neurons devoted to processing other tone frequencies, relative to
rat pups raised in a normal acoustic environment. Evidence for
sensitive periods in audition also comes from studies of disrupted
or altered auditory input at different ages (see e.g., Zhang et al.,
2002; Chang and Merzenich, 2003; Chang et al., 2005; Takahashi
et al., 2006). Zhang et al. (2002) exposed 9 days old rat pups
and adult rats to 20 days of pulsed white noise, disrupting the
normal temporal patterns of neural discharge that represent spe-
cific auditory inputs. At 80 days postnatally, they found degraded
tuning curves in Al in noise-reared rat pups. The tuning curves
were broader than in control pups, with multiple peaks in their
receptive fields. Moreover, this disordered auditory representation
was maintained, with the tonotopic map representing only a two-
way distinction between high and low frequency sounds. Adult
rats, by contrast, did not show any significant changes to their
pre-existing auditory neural representations when exposed to
prolonged noise pulses. The effects appear to result from exposure
during key, and sometimes very narrow, developmental epochs
(De Villers-Sidani et al., 2007; De Villiers-Sidani et al., 2008).

AUDITORY LEARNING AND PLASTICITY AFTER A SENSITIVE
PERIOD

In contrast to other sensory systems, the Al appears to have
an extended period of heightened developmental plasticity, with
changes in cellular organization and connectivity continuing
throughout childhood (for reviews see Kral and Eggermont, 2007;
Penhune, 2011). Indeed, the Al shows considerable changes as
a result of perceptual training even into adulthood (Recanzone
et al., 1993; Feldman and Brecht, 2005; Polley et al., 2006; for
reviews, see Fahle, 2009; Blundon et al., 2011; Chun et al., 2013).
However, the conditions that induce plasticity appear to change
with age and experience; namely, the bottom-up learning of the
sensitive period becomes increasingly influenced and gated by
top-down processes (Ahissar et al., 1992; Crist et al., 2001; Fritz
et al., 2005, 2007; Polley et al., 2006; Froemke and Martins, 2011).
Bottom-up and top-down processes describe the two ends of a
continuum that describes the relative weight of external environ-
mental signals versus internal cognitive processes in driving cor-
tical map plasticity. Bottom-up learning is largely a data-driven
driven process, whereby exposure to frequently encountered stim-
ulus features refines their corresponding neural representations
(Scottetal., 2007). Once rudimentary representations and higher-
order categories are formed, they begin modulating sensory fea-
ture processing in an increasingly top-down manner (Kral and
Eggermont, 2007). Attention also provides top-down input that,
with development, increasingly interacts with and shapes bottom-
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up signals (Jagadeesh, 2006). Although both processes interact
throughout development, the close of a sensitive period may be
in a shift in the relative reliance on bottom-up versus top-down
processing in learning.

For example, Polley et al. (2006) selectively trained two groups
of adult rats to make a snout press to either the frequency or
the intensity of the same auditory stimuli that varied in both
dimensions. If bottom-up processes are primarily responsible for
adult cortical plasticity, as in juvenile animals, they hypothesized
that mere exposure to frequency and intensity variation would be
enough to elicit the same plastic changes in the representation
of both frequency and intensity in their respective groups. Yet,
electrophysiological recordings revealed functional changes in
primary and secondary auditory cortices that were associated with
perceptual learning of task-relevant stimulus features and not
stimulus general features. In other words, a double-dissociation
was observed among the groups, with no change in cortical map
representations observed for task-irrelevant features. Different
profiles of neural plasticity were observed despite exposure to
same auditory stimuli, which was taken as evidence that adult cor-
tical plasticity may be modulated by top-down inputs that signal
the importance and relevance of particular stimulus features.

Thus, while cortical maturation results in a progressive decline
in capacity for bottom-up processes to induce auditory plasticity,
concurrent development of higher-order auditory representations
(e.g., categories) and other top-down influences such as attention
regulation increasingly compliment bottom-up processes to mod-
ulate the residual capacity for adult cortical reorganization (Kral
and Eggermont, 2007). Although both processes may interact
throughout the lifespan, sensitive periods and age-related changes
in the propensity for learning from mere exposure may be associ-
ated with a developmental shift in the relative reliance on bottom-
up versus top-down processes. Language acquisition provides a
good illustration.

EVIDENCE FOR A SENSITIVE PERIOD IN THE PERCEPTION OF
SPEECH SOUNDS

Language is often taken as a classic example of sensitive periods
in neurobiology and human development (Lennenberg, 1967;
Hensch, 2004; Knudsen, 2004; Kuhl, 2010). However, not all
aspects of language display the same temporally defined win-
dows of opportunity. Vocabulary learning, for example, continues
throughout life, though there is rapid growth around 18 months
of age (Long, 1990; Kuhl, 2010). In contrast, the degree and timing
of neuroplasticity for phonology and syntax are thought to be
highly sensitive to the age at which language exposure occurs
(Werker and Tees, 2005; Stevens and Neville, 2009). Although
issues remain concerning the timing and extent to which sensitive
periods may guide phonological development, the general con-
sensus is that a sensitive period exists for phonetic learning (e.g.,
Kuhl, 2010).

EARLY LANGUAGE EXPOSURE RESULTS IN A PERCEPTUAL SHIFT

Language development during the first year of life is characterized
by a shift from language-universal to language-specific phonetic
perception (Werker and Tees, 1984, 2002, 2005). At birth, innate
perceptual sensitivities allow young infants to categorically per-

ceive and discriminate virtually any speech sound in any lan-
guage, even those to which they have not been exposed (Eimas
et al., 1971; Jusczyk and Luce, 2002). However, between 6 and
12 months of age, infants’ auditory systems begin a dramatic
perceptual shift that directs how they respond to speech sounds.
During this time, which some view as the sensitive period for
phonetic learning (e.g., Kuhl, 2010), exposure to the language(s)
used in their environment is thought to guide infants’ formation
of language-specific phonetic representations that serve optimal
processing of their native language(s) (Kuhl et al., 2003). Follow-
ing Hebbian principles (neurons that fire together, wire together;
Hebb, 1949), this exposure strengthens the neural representa-
tions for speech sounds in infants’ native language(s), while
neural representations of unused phonetic distinctions weaken
(McClelland, 2001). Infants’ progressive reductions in sensitivity
to phonetic distinctions that are not used in the language(s)
of exposure has been documented for a variety of non-native
consonant (Werker et al., 1981; Werker and Tees, 1984), vowel
(Polka and Werker, 1994; Bosch and Sebastian-Galles, 2003) and
lexical tone (Mattock et al., 2008) contrasts.

However, more recently, research has shown that this phonetic
shift also results in perceptual gains, conferring an enhanced
sensitivity to frequently encountered, meaningful phonetic dis-
tinctions in the native language(s) that facilitates future language
learning (Kuhl et al., 2005, 2008). For example, Kuhl et al. (2008)
reported that event-related potential (ERP) correlates of phonetic
discrimination the mismatch negativity, (MMN; Nidtinen et al.,
1997) measured at 7.5 months in response to native-language
phonetic contrasts were positively correlated with measures of
vocabulary and syntactic development up to 2 years later. By con-
trast, larger MMNss in response to non-native phonetic contrasts
were associated with fewer words and less complex sentences 2
years later. The authors suggest that infants’ discrimination of
the native and non-native phonetic contrasts reflects important
differences in brain development: better discrimination of non-
native contrasts reflects an immature developmental stage in
which the infant’s auditory system has not yet committed to rele-
vant native-language speech patterns, whereas enhanced native-
language discrimination is associated with neural circuits that
have already begun specializing to the speech patterns present in
the input language. This underscores the importance of language
experiences during a sensitive period: the earlier language-specific
neural representations of phonetic categories are formed, refined
and stabilized, the earlier and more efficiently they can guide
other aspects of language learning.

What guides infants’ shift in phonetic perception and the
formation of language-specific neural representations? There is
evidence that this perceptual shift is dynamically regulated by the
statistical distribution of phonetic variation in the language(s)
that the infant is exposed to, which suggests that a bottom-
up learning mechanism also drives the development of speech
perception. In their seminal study, Maye et al. (2002) exam-
ined infants’ discrimination of a non-native phonetic contrast
after a brief 2-min exposure to speech sounds from a phonetic
continuum that displayed one of two frequency distributions:
(1) bimodal, where tokens from endpoints of the continuum
were presented relatively more often; or (2) unimodal, where
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tokens from the center of the continuum were presented relatively
more often. In the test phase, only the infants exposed to the
bimodal frequency distribution could discriminate the phonetic
contrast, even though both groups were exposed to the same
stimuli. The authors posited that sensitivity to the statistical
distribution of speech sounds is one tool that infants use to
determine which acoustic variations are more reliable and there-
fore more informative for differentiating phonetic categories in
the language(s) they are learning. A bottom-up, domain-general
statistical learning mechanism has been proposed to underpin
other aspects of early language development, including the ability
to accurately segment words (Saffran et al., 1996) and order them
according to syntactical rules (Saffran and Wilson, 2003). Thus,
the perceptual re-organization associated with the establishment
of language-specific phonemic representations appears to develop
in a bottom-up manner.

Work with near-infrared spectroscopy (NIRS) suggests that
the developmental shift towards differentiating language-specific
phonetic contrasts coincides with changes in the auditory net-
work subserving phonetic processing, in particular the develop-
ment of left-lateralization (for reviews see Minagawa-Kawai et al.,
2008; Obrig et al., 2010). For example, Minagawa-Kawai et al.
(2007) presented five groups of infants (aged 3—4, 6-7, 10-11, 13—
14 and 25-28 months) with vowel duration contrasts that corre-
sponded to across- or within-phonetic boundary changes in their
native language (Japanese). Phonemic-specific responses (i.e.,
larger cerebral hemodynamic responses for across- compared to
within-phonetic category changes) were transiently observed in 6
to 7 month old infants, before stabilizing in infants 12 months and
older. After 12 months, phonemic-specific responses also began
showing a left-hemisphere dominance, as in adult native speakers.
The authors interpret these findings as a developmental shift in
the mechanisms used for phonetic discrimination—from more
general auditory processing at 6—7 months to more linguistic-
specific processing after 12 months.

In sum, language-specific left-dominant phonemic category
representations appear to develop in a bottom-up manner as a
result of language-specific experience during the first year of life.
Once a rudimentary version of phonemic category representa-
tions exist, they enter into a feedback relationship that increas-
ingly guide speech perception in a top-down manner (Kral and
Eggermont, 2007) and bootstrap further language development
(Kuhl et al., 2008). Infants’ period of heightened sensitivity to
the distribution of phonetic cues in their language(s) of exposure
(i.e., the sensitive period for phonetic learning) may end when the
underlying neural representations of phonemic categories reach a
finite point of specificity and stability (Kuhl et al., 2008). Although
this may be advantageous for processing one’s native language(s),
it can have deleterious consequences for processing new stimuli
with a different distribution of acoustic features. Such is the case
for adult L2 learners.

EXPOSURE VERSUS TRAINING IN SECOND LANGUAGE LEARNING
AFTER A SENSITIVE PERIOD

Examining the process and outcome of L2 learning at differ-
ent points in development provides a unique perspective into
sensitive period effects. In particular, examining L2 acquisition

in adult learners allows us to examine the extent to which neural
systems that were established for optimal processing of one set of
inputs (i.e., a first language; L1) can be later adapted in order to
process another set of language inputs (i.e., L2) more effectively.
Moreover L2 learning can occur at different ages, in a variety of L1
speakers and through different learning experiences (e.g., implicit
learning through exposure vs. explicit training). Consequently, L2
acquisition provides a unique model for examining how expe-
riential and maturational factors interact to facilitate or restrict
learning throughout the lifespan.

The most controversial issues in the field of L2 acquisition
are the extent to which a learners’ age impacts his/her ultimate
L2 attainment level and whether there may be one or more
sensitive periods in language development that limit lifelong
L2 learning (e.g., Singleton and Ryan, 2004; Birdsong, 2006).
Successfully acquiring L2 phonology is highly sensitive to the
age at which learning begins (for review, see Piske et al., 2001).
For example, Flege et al. (1999b) examined the pronunciation
skills of a large sample of native Korean speakers who had
arrived in the United States between the ages of 1 and 23
years who, upon arrival, began intensive English L2 learning.
Results showed a positive correlation between degree of foreign
accent and age of arrival (even after controlling for years of
education, length of residence and L1/L2 use). In contrast, the
correlation between age of acquisition and performance on a
grammaticality judgement task was not significant after control-
ling for these confounding variables. The authors took this as
evidence that age of acquisition may exert a greater impact on
L2 pronunciation than on morpho-syntactic skills (c.f., John-
son and Newport, 1989 for a discussion of how L2 morpho-
syntax acquisition may also be vulnerable to delays in acqui-
sition). Age of acquisition effects have also been reported for
the perception of non-native phonetic contrasts (Flege et al.,
1999a).

What causes these age of acquisition effects in successful
L2 phonological attainment? Difficulties that late L2 learners
experience with L2 perception and production after years of
regular L2 exposure has been taken as evidence that successful
L2 phonetic learning and its corresponding neural plasticity may
not be possible after a sensitive period has ended (e.g., see, Long,
1990; Pallier et al., 1997; Sebastidn-Gallés and Soto-Faraco, 1999;
Sanders et al., 2008). The close of sensitive period(s) for language
development and the resulting decreased capacity for L2 learning
with age has been tied to brain maturation (e.g., Lennenberg,
1967; Scovel, 1988; Johnson and Newport, 1989). Maturational
declines in synaptic density, decreased levels of brain metabolism
(Bates et al., 1992), and increased axon mylination (Pulvermuller
and Schumann, 1994) may reduce the potential for successful late
L2 acquisition. Alternatively, the act of L1 learning itself may also
change the way L2 speech sounds are perceived, thus regulating
L2 phonological attainment as a function of the developing L1
phonological system (Flege, 2003). According to this view, age
of L2 acquisition predicts discrimination difficulty in so far as
older learners tend to have had more L1 experience and thus more
opportunity to develop refined and stabilized L1 representations
that are neurally committed to L1 processing (Kuhl et al., 2003).
These stabilized L1 representations then compete with the for-

Frontiers in Systems Neuroscience

www.frontiersin.org

November 2013 | Volume 7 | Article 90 | 59


http://www.frontiersin.org/Systems_Neuroscience
http://www.frontiersin.org/
http://www.frontiersin.org/Systems_Neuroscience/archive

White et al.

Language, music and transfer across the lifespan

mation of L2-specific representations, making L2 learning more
difficult (Hernandez et al., 2005). In effect, brain maturation and
prior L1 experience likely co-occur and the age-of-acquisition-
effect in L2 phonological attainments reflects complex bidirec-
tional interplay of both brain maturation and early language
experience (Bates et al., 2002).

Once the L1 phonological system is firmly established, it may
act as a perceptual filter that shapes how late L2 learners perceive
L2 speech sounds. This can be maladaptive depending on the
similarity and degree of acoustic overlap between the L1 and
L2 phonetic categories (Flege, 1995a,b; Kuhl and Iverson, 1995;
Strange, 2011). The classic example is the persistent difficulty
that many native Japanese speakers have with perceiving and
producing English /r/ and /1/. This contrast is challenging for
many Japanese speakers (particularly those who began learning
English later in life) because, unlike English, Japanese groups the
phonetic units /r/ and /l/ to one phonemic category (Japanese
/1/), thereby treating any acoustic differences between the units as
irrelevant (Iverson et al., 2003; Aoyama et al., 2008). For example,
Raizada et al. (2010) showed that native English speakers exhibit
two distinct patterns of fMRI activity in right Heschl’s gyrus when
listening to the English syllables “ra” and “la”, whereas native
Japanese speakers tended to exhibit similar activation patterns
for each syllable type. Moreover, the degree to which Japanese
speakers showed separation between English “ra” and “la” pre-
dicted discrimination performance. The tendency for L2 learners
to activate the same groups of auditory neurons for processing
L1 and L2 speech sounds may explain why non-native phonetic
discrimination is so challenging.

Following Hebbian rules (Hebb, 1949), the more neurons
within one region fire in response to two different L2 phonemes,
the more that pattern is reinforced (see McClelland, 2001 for a
discussion). This makes late L2 learning after a sensitive period
unlikely to occur through bottom-up processes triggered by expo-
sure alone; that is, neural systems “optimized for performance,
may not be optimal for learning” (Thompson-Schill et al., 2009,
p- 260). As such, late L2 learners face more difficulties with
accurate L2 phonetic perception, which subsequently affects the
development of motor programs necessary to produce the subtle
difference between L1 and L2 phonemes (Flege, 2003).

Does this mean that it is impossible for successful L2 learning
to occur after a sensitive period has closed? Not necessarily.
Although delayed L2 exposure may reduce the likelihood of suc-
cessful learning and plastic changes occurring through exposure
alone, many studies have shown that explicit L2 phonetic training
can induce both functional changes in brain activity (Callan
et al., 2003; Golestani and Zatorre, 2004; Zhang et al., 2009) and
successful learning in adult learners (Guion and Pederson, 2007;
Kondaurova and Francis, 2010). Phonetic training teaches learn-
ers to discriminate L2 speech sounds that not used contrastively
in the L1 and are, thus, difficult to differentiate, either because
they activate a single L1 phonetic category or are filtered by the
L1 phonological system and therefore do not effectively activate
any category (Flege, 1995a,b; Kuhl and Iverson, 1995). Explicit
training can induce learning by overtly specifying regularities
in the signal or by directing learners’ attention to particular
forms (DeKeyser, 2003). Such training takes advantage of adults’

propensity for top-down learning, which can allow L1 represen-
tations to adapt to the new L2 input (Archila-Suerte et al., 2012).

The method of phonetic training is also important. For exam-
ple, Guion and Pederson (2007) tested monolingual English
speakers on their discrimination of non-native Hindi contrasts
before and after being randomly assigned to either a sound- or
meaning-attending training group. The sound-attending group
was instructed to listen for sounds of Hindi words, while the
meaning-attending group was instructed to listen for the meaning
of the same words. The sound-attending group showed greater
improvement in a categorical discrimination task, particularly for
the most difficult contrast.

Training that teaches learners to redistribute their attention to
L2 speech sounds may be particularly effective in improving L2
phonetic perception. Kondaurova and Francis (2010) examined
the impact of three phonetic training methods on native Spanish
speakers’ perception of an English-specific vowel contrast (/i/
versus /1/; as in sheep and ship) that is not used in Spanish. Native
English speakers distinguish these vowels using two acoustic
dimensions, spectrum (vowel quality) and vowel duration.
Spanish speakers, by contrast, tend to rely predominately
on vowel duration, leading to difficulties discriminating the
contrasting vowels. Kondaurova and Francis (2010) assigned
Spanish speakers to one of three training conditions: vowel
spectral enhancement, vowel duration inhibition, or natural
correction (which resembled natural language exposure). Results
on identification and discrimination tasks showed that while
performance for all three groups improved Spanish speakers’
relative use of vowel quality cues, the vowel duration inhibition
training was the most effective in reducing reliance on duration
cues (although vowel enhancement training was also effective
relative to natural correction training).

Several neuro-imaging studies also have reported functional
changes in cortical activity during phonetic processing as a result
of perceptual training (e.g., Callan et al., 2003; Golestani and
Zatorre, 2004; Zhang et al., 2009), suggesting potential for cortical
plasticity, even after a sensitive period. For example, Golestani and
Zatorre (2004) trained monolingual English speakers to identify
Hindi speech sounds as belonging to either dental or retroflex
phonetic categories, a phonetic distinction that is not used in
English. After only 5 h of training, results showed significant
behavioral improvements and functional changes within cortical
areas that are used during the classification of native language
speech sounds, including within the left superior temporal gyrus
(an area associated with phonemic perception; Liebenthal et al.,
2005), the left inferior frontal gyrus, and the left caudate nucleus
(areas associated with speech articulation; Hickok and Poeppel,
2007). Correlations between degree of success in learning to
identify the contrasting phonetic units and changes in neural
activity were also observed. These findings underscore how even
relatively short periods of phonetic training can induce functional
changes in L2 phonetic processing.

Most neural imaging studies of foreign-language phonetic
training involve naive listeners or relatively low proficiency L2
learners participating in short training periods (e.g., ranging from
a few hours to a few weeks). Thus, it is unclear the extent to which
any behavioral or neural activity differences observed between
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learners and native speakers also characterize more proficient late
L2 learners. More longitudinal training studies are needed to
examine the extent to which explicit phonetic training, coupled
with frequent and extended L2 use, change L2 phonetic repre-
sentation and processing in a way that ultimately resembles that
of early learners and/or native speakers (for a discussion of how
L2 proficiency may impact other aspects of L2 processing, see
Steinhauer et al., 2009; White et al., 2012).

Adult cortical plasticity, unlike sensitive period related plas-
ticity, requires a mismatch between the functions of an existing
neural network and demands imposed by the environment to
generate lasting functional and structural change (Lovdén et al.,
2010). Purely bottom-up (implicit) learning mechanisms may not
be sufficient for adult learners to change pre-existing L1 pho-
netic representations in order to better differentiate L2-specific
contrasts (Archila-Suerte et al., 2012). By contrast, top-down
processes evoked by explicit training that is goal-oriented progres-
sively adapts to participants’ performance, provides feedback and
directs attention to the relevant L2 features that require encod-
ing, may enhance post-sensitive period L2 learning by allowing
learners to attend to the mismatch between their current and goal-
state performance and initiate plastic changes (see Ullman, 2001
for a similar argument about the relative role of declarative and
procedural memory in initial stages of L2 syntax acquisition).

LEARNING MUSIC THROUGH TRAINING DURING A
SENSITIVE PERIOD
Like language, music relies heavily on auditory processing. How-
ever, unlike language, music training is a formal process where
lessons typically occur early in life, and are quantifiable (Bengts-
son et al.,, 2005; Wan and Schlaug, 2010; Penhune, 2011). This
makes musicians an optimal population for studying the effects of
sensitive periods on brain and behavior (Steele et al., 2013). Music
training also allows us to examine the brain’s capacity to learn and
change as a result of training at different ages and examine the
processes and skills that are differentially affected by this learning.

Within the last fifteen years, there has been a proliferation
of studies examining the neural functioning of adult musicians
as compared to non-musicians (e.g., Halpern and Zatorre, 1999;
Blood and Zatorre, 2001; Koelsch et al., 2003; Zatorre, 2003).
Music training has been associated with volumetric differences in
the primary and secondary A1 (Schneider et al., 2002; Bermudez
et al., 2009), planum temporale (Schlaug et al., 1995b), corpus
callosum (Elbert et al., 1995; Schlaug et al., 1995a; Schmithorst
and Wilke, 2002; Sluming et al., 2002; Lee et al., 2003), and motor
areas associated with one’s instrument of practice (Amunts et al.,
1997; Pantev et al., 1998). Some of these differences have been
shown to be functionally relevant. For example, Schneider et al.
(2002) found that musicians showed bilateral differences in gray
matter volume in anteromedial portion of Heschl’s gyrus that
were 130% larger than in non-musicians. This size difference
was correlated with melody discrimination performance, such
that greater differences were associated with better performance,
suggesting that volumetric increases are functionally relevant and
enhance music processing abilities.

Collectively, studies examining cognitive and motor perfor-
mance in musicians versus non-musicians provide a platform

from which we can explore the developmental aspect of music
training—does music training result in differences in brain struc-
ture and function or are there pre-existing structural differences
that allow one to excel at music? As the majority of the studies
that compared musicians to non-musicians did not report the age
at which musicians started their training, they do not allow us to
examine whether training that begins early in life is necessary to
experience these changes. Of the studies that do report the age at
which musicians began their training (Elbert et al., 1995; Schlaug
et al., 1995a; Amunts et al., 1997; Sluming et al., 2002; Lee et al.,
2003), only a few specifically test for age-related differences in
neural structure and function. These studies demonstrate that, as
compared to training that begins later in life, early music training
is related to enhanced motor processing and representational
plasticity (e.g., Elbert et al., 1995; Amunts et al., 1997), greater
bimanual motor synchronization (e.g., Schlaug et al., 1995a),
and sensorimotor integration (e.g., Watanabe et al., 2007; Steele
et al., 2013), suggesting that sensitive periods also may exist in
the domain of music acquisition. To facilitate a more nuanced
understanding of the relationship between sensitive periods and
auditory processing, we will discuss how early versus later music
training can affect changes at the motor, sensorimotor, and
cognitive levels.

SENSITIVE PERIODS IN MOTOR PROCESSING

Several studies used regression models to examine whether age of
starting musical training could account for structural differences
in the brain (e.g., see Elbert et al., 1995; Amunts et al., 1997).
Elbert et al. (1995) examined string players who started musical
training across a range of ages (from 5 to 19), and found that
the earlier string instrument training began, the more extensive
the cortical network responses to tactile stimulation. Similarly,
Amunts et al. (1997) found that the age at which keyboard players
began their music training was negatively correlated with the size
of the intrasulcal length of the precentral gyrus. Together, these
findings suggest that the motor cortex can exhibit long-lasting
structural adaptations that are induced by specific experience. The
specificity of these effects are a function of the kind of experience
musicians have with their instruments, which suggests that age of
onset of training plays an important role in driving the structural
and functional changes seen in adult musicians.

Bimanual motor performance also may be impacted by the
age at which music training begins. In one of the earliest studies
to directly test the effects of age of commencement of music
training on neural structure, Schlaug et al. (1995a) found that the
mid-saggital anterior corpus callosum (maCC) was significantly
larger in musicians who started music training before age 7 versus
musicians who commenced training after that age. Moreover, the
maCC in both musician groups was significantly larger relative
to a control group of non-musicians. Similarly, Lee et al. (2003)
found further evidence for a link between early commencement
of music lessons (i.e., before age seven) and increased maCC
size, which was related to continuous practice of bimanual motor
training.!

!t is, however, important to note that these studies do not specify if the
duration of musical training was the same for those who began music training
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Further support for a sensitive period for bimanual perfor-
mance comes from studies on the plasticity of the maCC. The
maCC undergoes significant structural and functional changes
between ages six to eight. These changes, in turn, may affect
the possible degree of cortical plasticity and the extent to which
training after this age results in the same degree of cortical
reorganization (Chiang et al., 2009; Westerhausen et al., 2011;
Kurth et al., 2012).

SENSITIVE PERIODS IN SENSORIMOTOR PROCESSING

Early music training may also impact sensorimotor integration,
both neurally and behaviorally. Steele et al. (2013) tested if music
training might have a differential impact on plasticity in white-
matter fibers connecting sensory and motor regions, resulting in
better sensorimotor integration. Using diffusion tensor imaging
they found that early-trained musicians had greater connectivity
in the posterior midbody/isthmus of the corpus callosum. Frac-
tional anisotropy in this region was related to age of onset of
training and sensorimotor synchronization of performance. From
this, the authors posited that training before age seven results in
changes in white-matter connectivity and that these changes “may
serve as the scaffold upon which ongoing experience can build”
(p. 1282).

Behaviorally, Watanabe et al. (2007) compared adult musicians
who began music instruction early (before age 7) and late (after
age 7) though they were matched for years of experience and
amount of current practice. Participants were tested on their abil-
ity to tap in synchrony to a visually presented complex rhythm.
Results showed that even though both groups had experienced
many years of music training, the early training group showed
better synchronization with music rhythms compared to the late
training group. This suggests that early training may impact
neural systems involved in sensorimotor integration and timing to
a greater extent than later training. Likewise, Bailey and Penhune
(2012) reported similar results on an auditory rhythm synchro-
nization task, which was taken as evidence that there may be
sensitive periods during which music training has long-lasting
impacts on rhythm synchronization and other musical skills.

However, important considerations must be kept in mind
when interpreting the results of cross-sectional studies (i.e., the
studies on music training discussed thus far) and the conclusions
they make about sensitive periods. Importantly, cross-sectional
studies do not allow us to investigate the causality of differ-
ences between musicians and non-musicians. Differential innate
predispositions for musical ability may confound these studies
and could explain differences between those who began music
training earlier independently from the brain’s capacity to learn
and change as a result of age of training onset. Additionally,
musicians with early-onset training typically have more training
than those who began later (see Watanabe et al., 2007; Bailey and
Penhune, 2012) or are younger at the time of testing. Both of
these factors could account for differences in brain structure and
function and in behavioral performance. Finally, cross-sectional

before and after age seven. This means that the total number of years of
musical training may also be important to maCC development, as well as age-
of-onset of music training.

studies involve retrospective evaluation of the extent to which the
nature, quantity and quality of training were similar across all
participants and therefore interpretations of a musical advantage
may be somewhat unreliable.

The first longitudinal study to examine structural brain and
behavioral changes in the developing brain as a result of music
training was conducted by Hyde et al. (2009). They investigated
whether 15 months of instrumental music training in 6-year-old
children would provide benefits beyond participation in weekly
school-based group music classes. Hyde et al. (2009) searched the
brain for local brain size differences between gr