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A unique feature of the olfactory system is the continuous generation and integration of new neurons throughout adulthood. Adult-born neuron survival and integration is dependent on activity and sensory experience, which is largely mediated by early synaptic inputs that adult-born neurons receive upon entering the olfactory bulb (OB). As in early postnatal development, the first synaptic inputs onto adult-born neurons are GABAergic. However, the specific sources of early synaptic GABA and the influence of specific inputs on adult-born neuron development are poorly understood. Here, we use retrograde and anterograde viral tracing to reveal robust GABAergic projections from the basal forebrain horizontal limb of the diagonal band of Broca (HDB) to the granule cell layer (GCL) and glomerular layer (GL) of the mouse OB. Whole-cell electrophysiological recordings indicate that these projections target interneurons in the GCL and GL, including adult-born granule cells (abGCs). Recordings from birth-dated abGCs reveal a developmental time course in which HDB GABAergic input onto abGCs emerges as the neurons first enter the OB, and strengthens throughout the critical period of abGC development. Finally, we show that removing GABAergic signaling from HDB neurons results in decreased abGC survival. Together these data show that GABAergic projections from the HDB synapse onto immature abGCs in the OB to promote their survival through the critical period, thus representing a source of long-range input modulating plasticity in the adult OB.
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INTRODUCTION

Olfaction is a key sensory modality guiding behaviors from feeding to mating. To interpret olfactory information in different contexts, sensory processing adapts throughout life to an animal’s experience, and changes moment-to-moment based on context and behavioral state. Accordingly, the olfactory system is subject to potent top-down regulation (de Araujo et al., 2005). Additionally, the olfactory system features the ongoing generation and integration of adult-born neurons (Altman and Das, 1966; Hinds, 1968; Altman, 1969), endowing the olfactory bulb (OB) with unique forms of cellular and circuit plasticity.

In the adult brain, new neurons are continuously generated in the subventricular zone (SVZ) and then migrate along the rostral migratory stream (RMS) to the OB (Luskin, 1993; Lois and Alvarez-Buylla, 1994; Alvarez-Buylla and Garcıa-Verdugo, 2002). Once in the OB, they integrate primarily as GABAergic adult-born granule cells (abGCs) or periglomerular GABAergic interneurons (Luskin, 1993; Lois and Alvarez-Buylla, 1994). The continuous integration of immature neurons endows the OB with unique forms of structural and functional plasticity (Saghatelyan et al., 2005; Nissant et al., 2009; Lepousez et al., 2014). As adult-born neurons integrate, they undergo a critical period of enhanced synaptic plasticity (Kelsch et al., 2009). During this time they either integrate or undergo apoptosis (Najbauer and Leon, 1995). Ultimately, only about half of the adult-born neurons that enter the OB survive (Petreanu and Alvarez-Buylla, 2002; Winner et al., 2002; Yamaguchi and Mori, 2005). This process is influenced by sensory experience, with olfactory deprivation leading to decreased survival and enrichment leading to increased survival, integration, and maturation of receptive fields (Corotto et al., 1994; Fiske and Brunjes, 2001; Petreanu and Alvarez-Buylla, 2002; Rochefort et al., 2002; Alonso et al., 2006; Quast et al., 2016). Thus, adult neurogenesis establishes lasting changes in olfactory circuits that reflect sensory experience throughout life. Experience-dependent integration of abGCs, in turn, indicates that top-down inputs play a role in abGC development. Thus, it is critically important to determine the sources of early synaptic input onto adult-born neurons in the OB. To this end, rabies-based retrograde tracing from abGCs showed local OB inputs to young abGCs (Deshpande et al., 2013). A disadvantage of the rabies-based approach, however, is that it does not label all inputs equally for reasons that are yet undefined. It is possible in the context of early abGC development that rabies tracing can miss unconventional and/or immature inputs. Thus, it is necessary to take additional anatomical and functional approaches to investigate potential, early inputs onto abGCs that may influence abGC survival and maturation.

In the embryonic and postnatal developing brain, early tonic and synaptic GABA signals drive neuronal migration, maturation, and integration. Similarly, adult-born neurons express functional GABA receptors at all developmental time points (Belluzzi et al., 2003), and their proliferation, migration, and maturation, from the SVZ to the OB is guided by GABAergic cues (Stewart et al., 2002; Wang et al., 2003; Bolteus and Bordey, 2004; Liu et al., 2005; Pallotto et al., 2012). Importantly, the postnatal switch in GABA polarity from depolarizing to hyperpolarizing is replicated in OB adult-born neurons (Ben-Ari et al., 1989; Belluzzi et al., 2003; Carleton et al., 2003).

Despite the key role of GABA regulating multiple aspects of postnatal and adult-born neuron development, investigating the influence of GABAergic drive on abGC development has proven challenging. In particular, diverse GABAergic inputs onto abGCs has made it difficult to isolate sources of early synaptic GABA. Here, we examine a specific long-range GABAergic projection to the OB from the basal forebrain (Zaborszky et al., 1986; Nunez-Parra et al., 2013; Sanz Diez et al., 2019) and determine the developmental progression of basal forebrain GABAergic synaptic inputs onto abGCs. These experiments reveal an early developmental increase in GABAergic input from the basal forebrain onto abGCs, coinciding approximately with the abGC critical period. Furthermore, we find that basal forebrain GABAergic signaling is an important factor regulating the survival of adult-born neurons in the OB.



MATERIALS AND METHODS


Animals

Mice were maintained on a 12 h light-dark cycle and were treated in compliance with the US Department of Health and Human Services and Baylor College of Medicine IACUC guidelines. Male and female littermate mice were used in all analyses and divided randomly between experimental conditions. All mice that underwent surgery were 2–4 months old. Mice used for electrophysiology and immunohistochemistry were 3–5 months old. Vgat-Cre (Slc32a1tm2(cre)Lowl, Stock: 028862) and Vgatf/f (Slc32a1tm1Lowl, Stock: 012897) mice were originally purchased from Jackson Laboratories.



Stereotaxic Injections and Viral Constructs

For all viral injections, mice were anesthetized with 4% isoflurane in O2 and maintained under anesthesia with 1–2% isoflurane in O2. Craniotomies were made over the sites of stereotaxic injections that were guided by Angle Two software (Leica) normalized to Bregma. To target the horizontal diagonal band of Broca (HDB), bilateral injections were made into the basal forebrain (from Bregma: ML ± 1.34 mm, AP +1.1 mm, DV −5.8 mm). The targeting of the HDB was verified in all cases by visualizing viral expression within the HDB. To target the RMS, bilateral injections were made at coordinates (from Bregma: ML ± 0.8 mm, AP +2.58 mm, DV −3.62 mm). To target the OB, craniotomies were made over the center of each bulb as identified by the eye. The injector tip was lowered to a depth of −0.8 mm from the dorsal surface of the OB. All viruses were packaged in-house and included: AAV-Ef1α-flex-mVenus Serotype retro2, AAV-Ef1α-flex-synaptophysin::eGFP-WPRE-hGHpA Serotype DJ8, AAV-Ef1α-flex-hChR2(H134R)-eYFP-WPRE-hGHpA, serotype 2/9, pLenti-CMV-tdTomato-WPRE, AAV-Ef1α-iCre-H2B::mVenus Serotype DJ8, AAV-Ef1α-H2B::mVenus, Serotype DJ8. HDB injections were done with 250 nl of the virus, RMS injections with 150 nl, and OB core injections with 500 nl.



Immunohistochemistry

For immunohistochemistry, mice were deeply anesthetized then transcardially perfused with PBS followed by 4% PFA. Brains were removed and immersion fixed in 4% PFA overnight at 4°C. Brains were transferred to 30% sucrose and allowed to equilibrate, then they were frozen and sectioned at 40 μm on a cryostat (Leica). The sections were washed in 0.1% PBS-T, then incubated in a blocking solution composed of 10% normal goat serum, 0.3% PBS-T, and 3M glycine for 1 h at room temperature. For CHAT staining, the blocking buffer included 10% donkey serum replacing normal goat serum. Following blocking, slices were then incubated in primary antibody diluted in blocking buffer overnight at 4°C. The next day slices were washed 3× in 0.1% PBS-T then incubated in secondary antibody for 2 h at room temperature. Slices were then washed 3× in 0.1% PBS-T, transferred to 0.5× PBS, and mounted on glass slides with DAPI-containing mounting media (Southern Biotech). Primary antibodies used included: chicken ∝ GFP (1:1,000, Abcam, ab13970), Rabbit ∝ Ki67 (1:200, Vector, VP-RM04) and Goat ∝ CHAT (1:1,000, Chemicon, Ab144P). Secondaries used included Goat ∝ Chicken:488 (1:1,000, Invitrogen, A32931) and Goat ∝ Rabbit:546 (1:1,000, Invitrogen, A11035), and Donkey ∝ Goat:546 (Invitrogen A11056). Slices were imaged on a Leica SP8 Confocal with 10× or 20× dry objectives. GFP intensity across layers of OB slices was quantified in FIJI by taking intensity profiles of 10 pt wide line scans spanning the RMS to the surface of the OB. Five similarly-sized sections were quantified and averaged (Figure 2E). Cell counts were performed automatically in FIJI. Images were first automatically thresholded, then converted to binary images. Automated cell counting was carried out in each region using the “Analyze Particles” function in FIJI with uniform parameters across images. Regions of interest for cell counting were defined by hand using the DAPI channel compared to a reference atlas.
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FIGURE 1. Cell type-specific retrograde tracing reveals long-range GABAergic projections to the olfactory bulb (OB). (A) Schematic depicting viral injection a retro2 serotype adeno associated virus expressing Cre-dependent mVenus (rAAV-Ef1α-flex-mVenus) into the OB of Vgat-Cre-expressing mice. Retrograde labeling reveals sources of synaptic input to the OB. (B) GABAergic retrograde labeling in OB with inset showing mVenus expression in the granule cell layer (GCL). (C) GABAergic retrograde labeling in a coronal section including the anterior olfactory nucleus (AON) with inset showing mVenus expression in lateral AON. (D) GABAergic retrograde labeling in a coronal section including the horizontal diagonal band of Broca (HDB) and lateral septum (LS) with insets showing mVenus expression in LS and HDB. (E) CHAT immunolabeling overlaid with GABAergic retrograde labeling in a coronal section including HDB, with inset showing lack of colocalization between CHAT+ and mVenus+ neurons in the HDB. (F) Quantification of CHAT+, mVenus+, and colocalized neurons in the HDB normalized to DAPI from single 40 μm thick sections. Points reflect cell counts from individual animals. N = 10 mice. Error bars are SE. One sample Wilcoxon rank-sum test. *p < 0.05, **p < 0.01. (G) Retrograde labeling in a coronal section including the ventral subiculum (vSUB) with inset showing sparse mVenus expression in vSUB. (H) mVenus+ cell counts by brain region from single 40 μm thick sections normalized to the number of DAPI+ cells in each region. Points reflect cell counts from individual animals. N = 8–14 mice. Error bars are SE. One sample Wilcoxon rank-sum test. *p < 0.05, **p < 0.01, ***p < 0.001. Scale bars are 100 μm unless otherwise specified.
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FIGURE 2. Anterograde tracing reveals GABAergic projections from HDB to GCL and glomerular layer (GL). (A) Schematic depicting viral injection of Cre-dependent synaptophysin fused to GFP (AAV-Ef1α-flex-synaptophysin::GFP) and anterogradely-labeled projections in Vgat-Cre-expressing mice. (B) Coronal section showing viral injection site and synaptophysin::GFP expression in HDB. Inset shows cell bodies expressing GFP in HDB (dashed lines) (C). Anterograde labeling in OB with yellow line demonstrating orientation of the line scan plane from the OB surface to the rostral migratory stream (RMS, dashed line) for quantification of GFP intensity (shown in E). (D) Synaptophysin::GFP expression is dense throughout the GCL and GL, highest in the internal plexiform layer (IPL) and lowest in the external plexiform layer (EPL). (E) Quantification of GFP intensity along a line scan from the OB surface to 900 μm deep toward the RMS (shown in C). The dark green trace shows GFP intensity peak-normalized by the animal, averaged across five same-sized sections from five animals. The light green band shows SE. Dashed vertical lines show approximate borders of GL, EPL, and GCL.





EdU Incorporation Assay

Two weeks before EdU injections, the HDB of 8–10 week old Vgatf/f mice was targeted for viral injection of AAV-Ef1α-iCre-H2B::mVenus or AAV-Ef1α-H2B::mVenus. To measure the survival of birth-dated adult-born neurons, Vgatf/f mice were then given a series of EdU injections (50 mg/ml stock in DMSO diluted to 5 mg/ml with sterile saline.) Mice were I. P. injected with an EdU dose of 5 mg/Kg 10 times over 9 h. Mice were then aged for 4 weeks in their home cages before harvesting (at 14–16 weeks), serial sectioning, and processing the brains for immunohistochemistry as described above.

For imaging EdU incorporation, a Click-iT Plus EdU Imaging Kit (Invitrogen) was used according to the packaged instructions. Briefly, brains were harvested, fixed, frozen and sectioned as described above. The sections were washed 2× in 0.1% PBS-T for 10 min, then for 20 min in 0.5% PBS-T at room temperature. Sections were washed 2× in PBS then incubated in the Click-iT reaction cocktail containing Alexa:647 picolyl azide for 30 min at room temperature protected from light. The sections were then washed 3× in PBS and mounted with DAPI-containing mounting media as described above. Following mounting, the slices were imaged on a Leica SP8 Confocal with a 10× air objective. To count EdU+ cells in the glomerular and granule cell layers (GCLs), regions were outlined manually in FIJI using the DAPI channel. Cell counts from each region were automated in FIJI as described above. EdU cells were counted from projections of 40 μm sections then normalized to the area of the region of interest from which they were counted to obtain the density (cells/mm2). Two to four sections were quantified from each animal and a nested t-test was used to compare the experimental and control groups to account for multiple sections being quantified in each animal.



Dual mRNA Fluorescent in situ Hybridization

Dual mRNA in situ hybridization (ISH) was performed on 25 μm thick coronal sections cut from fresh-frozen Vgatf/f mouse brains (aged 14–16 weeks) previously HDB-injected with virus expressing either Cre-mVenus or mVenus (control). We generated a digoxigenin (DIG)-labeled mRNA antisense probes against mVenus and fluorescein (FITC)-labeled mRNA against Vgat using reverse-transcribed mouse cDNA as a template and RNA DIG or FITC-labeling kits from Roche (Sigma). ISH was performed by the RNA in situ Hybridization Core at Baylor College of Medicine using an automated robotic platform as previously described (Yaylaoglu et al., 2005) with modifications of the protocol for double ISH. Modifications in brief (for buffer descriptions, see Yaylaoglu et al., 2005): both probes were hybridized to the tissue simultaneously. After the described washes and blocking steps the DIG-labeled probes were visualized using tyramide-Cy3 Plus (1/50 dilution, 15-min incubation, Perkin Elmer). After washes in TNT, the remaining HRP-activity was quenched by a 10 min incubation in 0.2 M HCl. The sections were then washed in TNT, blocked in TNB for 15 min before a 30 min room temperature incubation with HRP-labeled sheep anti-FITC antibody (1/500 in TNB, Roche). After washes in TNT the FITC-labeled probe was visualized using tyramide-FITC Plus (1/50 dilution, 15-min incubation, Perkin Elmer). Following washes in TNT the slides were stained with DAPI (Invitrogen), washed again, removed from the machine and mounted in ProLong Diamond (Invitrogen). Vgat expression in the HDB was quantified by counting Vgat+ cells (identified by FISH) and normalizing to the total number of DAPI-stained cells in the HDB (Figures 5B,C). The HDB was outlined using the DAPI channel compared to a reference atlas.
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FIGURE 3. HDB GABAergic neurons preferentially synapse onto interneurons in the OB. (A) Coronal section shows the injection site with the inset showing dense membrane labeling of neurons in the HDB (dashed lines). The upper right panel shows schematically for injection of Cre-dependent Channelrhodopsin (AAV-Ef1α-flex-ChR2::eYFP) into the HDB of Vgat-Cre mice. (B) Pie charts showing proportions of GCs, M/TCs, and periglomerular cells (PGCs) responding to stimulation of ChR2-expressing HDB GABAergic terminals in OB slices. N = 11 mice total, 14–19 cells per group type. (C) Traces show an example of a light-evoked current from a granule cell (GC) responding to ChR2 stimulation (blue tick) in aCSF (black), and following serial bath application of tetrodotoxin (TTX, red), 4-aminopyridine (4AP, green), and bicuculline (BIC, purple). The image shows the corresponding biocytin cell fill spanning the GCL, mitral cell layer (MCL) and EPL. (D) The trace shows no response to light from a mitral/tufted cell (M/TC) in aCSF. The image shows the corresponding biocytin cell fill with the cell body and lateral dendrites in the MCL and apical dendrites in the GL. EPL and GCL labeled for orientation. (E) The trace shows a representative example of a light-evoked current from a PGC responding to ChR2 stimulation in aCSF and during serial additions of TTX, 4AP, and BIC. The image shows the corresponding cell fill with a cell body in and dendrites in the GL. (F) The trace shows no response to light from a non-responsive PGC in aCSF. The image shows the corresponding biocytin cell fill with the cell body and dendrites in the GL. All scale bars for traces are 5 pA and 100 ms.
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FIGURE 4. Adult-born granule cells (abGCs) receive early synaptic input from HDB GABAergic neurons. (A) Schematic showing viral injections for ChR2 expression (AAV-Ef1α-flex ChR2::eYFP) and adult-born neuron birth-date labeling (lenti-CMV-tdTomato). (B) Example of birth-dated adult-born neurons in a 150 μm thick horizontal section at 14 days post-RMS injection. (C) Traces show representative examples of currents evoked by ChR2 stimulation (light blue tick) in a labeled abGC at seven DPI in aCSF (blue), and following serial bath application of tetrodotoxin (TTX, red), 4-aminopyridine (4AP, green), and bicuculline (BIC, purple). Scale bar X and Y axes are 100 ms and 10 pA. (D) Cell fill corresponding to the trace in (C) showing cell body in deep GCL and dendrite extending toward the IPL. (E) Same as (C) for abGC at 20 DPI. (F) Cell fill corresponding to the trace in (E) showing cell body in GCL and dendrite spanning IPL and EPL. (G) Amplitudes of light-evoked currents from individual birth-dated neurons at different days post RMS injection (DPI) binned by age. N = 23 mice, 60 cells. Error bars are SE. Points reflect current amplitudes (pA) from individual cells in aCSF. **p < 0.01, *p < 0.05, one-way ANOVA with Tukey’s post hoc test for multiple comparisons.




[image: image]

FIGURE 5. Conditional knockout of VGAT in the HDB reduces the survival of adult-born neurons in GCL and GL. (A) Schematic showing injection of Cre-mVenus or mVenus control virus into the HDB of Vgatf/f mice. The timeline shows the experimental design with viral injection into HDB of Vgatf/f mice followed 2 weeks later by I. P. injections of EdU and 6 weeks later by quantification of EdU incorporation into OB and Ki67 expression in the subventricular zone (SVZ). (B) Dual-color fluorescent in situ hybridization (FISH) confirms that VGAT is knocked out in Cre-expressing cells after viral injection of Cre into the HDB of Vgatf/f mice (top) whereas Vgat is expressed in cells infected with the control mVenus virus injected into the HDB of Vgatf/f mice (bottom). (C) Quantification of Vgat+ cell density in the HDB of cre-injected (magenta) and control-injected (black) Vgatf/f mice. N = 9 mice, 18 sections. Nested t-test, ***p < 0.001. (D) Coronal section from a Vgatf/f mouse HDB injected with Cre-mVenus (green) and stained for Ki67 (magenta) to label proliferating progenitor cells in the SVZ. The inset shows Ki67+ cells in the SVZ. (E) Quantification of Ki67+ cells in the SVZ of Vgatf/f mice HDB-injected with Cre-mVenus or mVenus control viruses (black). Points represent values from individual mice. N = 23 mice, 37 sections. Nested t-test. (F) OB sections from Vgatf/f mice injected into the HDB with Cre-mVenus showing EdU incorporation (magenta). White arrows mark EdU+ cells in the GCL. Yellow arrows mark EdU+ cells in the GL. ONL: olfactory nerve layer. (G) Same as (F), but in Vgatf/f mice injected with mVenus virus (control). (H) Quantification of EdU+ cell density in GCL of 40 μm OB sections from Vgatf/f mice HDB-injected with Cre (magenta) or mVenus (black; I). Same as (H) but quantified in the GL. Points represent values from individual mice. N = 21 total mice, 69 sections. Error bars are SE. Nested t-test, *p < 0.05.





Electrophysiology and Optogenetic Circuit Mapping

For slice electrophysiological recording experiments, mice were deeply anesthetized with isoflurane then transcardially perfused with ice-cold artificial cerebrospinal fluid (aCSF) solution containing (in mM): 125 NaCl, 2.5 KCl, 1.25 NaH2PO4, 1 MgCl2, 2 CaCl2, 25 glucose, and 25 bicarbonate (pH 7.3, 295 mOsM). Brains were removed and transferred into ice-cold cutting solution containing (in mM): 2.5 KCl, 1.25 NaH2PO4, 10 MgSO4, 0.5 CaCl2, 234 sucrose, 11 glucose, and 26 bicarbonate. Cutting solution was continuously bubbled with 95% CO2/5% O2. For OB coronal sections, brains were blocked coronally through the somatosensory cortex and embedded in 1.5% low melting point agarose. Agar-embedded brains were immediately submerged in oxygenated cutting solution on a Leica VT1200 vibratome. Three-hundred micrometers coronal sections were made at a cutting speed of 0.4 mm/s. Slices were removed to a slice recovery chamber of oxygenated aCSF at 37°C for at least 30 min. Following recovery, slices were slowly returned to room temperature for 30 min before recording.

For whole-cell voltage-clamp recordings, slices were submerged in a recording chamber and continuously perfused with room temperature oxygenated aCSF at ~2 ml/min. For recording a mixed population of GCs, Mitral and Tufted cells, and Juxtaglomerular cells, cells were visualized with DIC optics (Olympus BX50WI). Cells were identified by their location within the OB, their unique morphologies, and intrinsic properties. For recording birth-dated adult-born GCs, cells were identified after viral labeling in the RMS using fluorescence imaging. They were then visualized for whole-cell recording using DIC optics. Once visualized, cells were whole-cell patched in voltage-clamp configuration. Recording electrodes (3–7 mOsM) were pulled from thin-walled borosilicate glass capillaries (inner diameter: 1.1 mm, outer diameter: 1.5 mm) with a horizontal micropipette puller (Sutter Instruments). Voltage-clamp internal solution contained (in mM): 120 Cs Methanesulfonate, 6 CsCl, 20 HEPES, 1 EGTA, 0.2 MgCl2, 10 phosphocreatine, 4 MgATP, 0.4 NaGTP (with 0.4% biocytin by weight, pH to 7.3 with CsOH, 285 mOsM). Recordings were made using PClamp software (Axon) with an Axon MultiClamp 700B amplifier digitized at 10 kHz (Axon Digidata 1440A).

For optogenetic circuit mapping of basal forebrain GABAergic inputs, patched cells were first voltage-clamped at −65 mV to record baseline membrane properties. To check for the presence of a light-evoked inward current, channelrhodopsin was activated by full-field illumination from a filtered xenon light source filtered to (Olympus, U-N41020). The onset and duration of light stimulation was controlled through ClampEx software by a mechanical shutter (Sutter). No inward currents were ever observed when stimulating release from HDB GABAergic terminals onto abGCs, GCs, PGCs, or M/TCs. Patched cells were then voltage-clamped at 0 mV (adjusted for junction potential) to reveal outward currents. If a light-evoked outward current was observed in aCSF, then TTX (1 μM), 4AP (0.5 μM), and bicuculline (BIC, 10 μM) were serially bath-applied to verify: (1) the action potential-dependence; (2) the monosynaptic nature; and (3) the GABA receptor-dependence of the evoked current. All cells were dialyzed with 0.15–0.4% biocytin for the duration of the recording and patched neurons were saved for post hoc staining, imaging, and reconstruction. After recordings, electrodes were withdrawn slowly allowing the cells to reseal and form an outside-out patch. Slices were then allowed to equilibrate in the recording chamber for 5 min before being transferred to 4% PFA.

After patching and cell-filling, slices were fixed overnight in 4% PFA at 4°C. Slices were then washed 3× in 0.1% PBS-T for 30 min each. After washing, the slices were incubated in 10% normal goat serum blocking buffer for 2 h at room temperature. Slices were then incubated in streptavidin conjugated to Alexa:647 (1:500, Invitrogen) overnight at 4°C. The next day, slices were washed 3× in 0.1% PBS-T for 30 min, then mounted on glass slides using 500 μm spacers (Electron Microscopy Sciences) filled with mounting media without DAPI (Southern Biotech). Slices were imaged on a Leica SP8 confocal with 10× and 20× objectives. Z stacks of filled cells were reconstructed in FIJI.

During all recordings, access resistance was continuously monitored, and cells, where the access resistance changed by more than 20%, were excluded from the analysis. All traces were baseline subtracted and filtered with a Gaussian filter in ClampFit (PClamp). Traces were then exported to MATLAB where cell-intrinsic and evoked-current properties were quantified with custom scripts.



Experimental Design and Statistical Analysis

Data were analyzed in Prism8 (Graphpad). For comparisons of means between two groups, two-tailed student’s t-tests were performed. For comparisons of means to a hypothetical mean, one sample Wilcoxon rank-sum tests were used against a hypothetical mean of 0. For comparisons between multiple groups, one-way ANOVAs were used followed by Tukey’s post hoc correction for multiple comparisons. P-values less than 0.05 were considered to be significant. For currents evoked in adult-born neurons, current amplitudes were grouped by the age of the recorded neuron. Means from age groups were compared with a one-way ANOVA followed by Tukey’s post hoc correction for multiple comparisons. EdU+, mVenus+, Ki67+, CHAT+, and DAPI+ cell counts were automated using a macro in FIJI. Two to four slices were imaged and quantified from each animal. Cell counts were compared between experimental and control conditions using a nested t-test where sections from each animal are averaged and N is the number of animals.




RESULTS


The Olfactory Bulb Receives Long-Range GABAergic Input From the Horizontal Limb of the Diagonal Band of Broca

Given the influence that long-range GABAergic signaling has over both acute circuit function and neuronal development, we first sought to identify GABAergic neuron populations that project to the OB. To selectively localize GABAergic neurons projecting to the OB, we used conditional viral genetic techniques to retrogradely label GABAergic neuronal populations that send projections to the OB. First, we injected OBs of Vgat-Cre-expressing mice with a retrograde Cre-dependent mVenus (rAAV-Ef1α-flex-mVenus), to preferentially infect presynaptic terminals (Figure 1A) and selectively label GABAergic neurons that project to the OB.

Three weeks after viral injection, labeled cells were imaged in serial coronal sections. The retro label mVenus was highly expressed within the OB, reflecting local GABAergic populations (Figure 1B). Additionally, retro labeling revealed GABAergic projections to the OB from the medial and lateral anterior olfactory nucleus (AON; Figure 1C), the horizontal limb of the diagonal band of Broca (HDB), and the lateral septum (LS; Figure 1D). Notably, a subset of GABAergic projection neurons in the HDB co-transmit acetylcholine (Granger et al., 2016). To determine the extent to which the observed population of OB-projecting HDB GABAergic neurons were cholinergic co-transmitting neurons, we stained OB retro-labeled sections for the cholinergic marker CHAT (Figure 1E). Quantification of the mVenus retro label and αCHAT immunofluorescence colocalization revealed that the vast majority of retro-labeled GABAergic neurons in the HDB (95.9% ± 1.5%) do not co-transmit acetylcholine (Figure 1F). The small but significant population of retro-labeled HDB neurons that do co-express CHAT are likely the co-transmitting neurons projecting specifically to internal plexiform layer (IPL) deep short axon cells (Case et al., 2017). In addition to the AON, LS, and HDB populations, retro-labeling also revealed a previously-unidentified sparse population of GABAergic neurons in the ventral subiculum (vSUB) that project to the OB (Figure 1G). However, while OB-projecting GABAergic neurons comprised significant populations of AON, LS, and HDB neurons, OB-projecting GABAergic neurons in vSUB were merely trending toward significance as a population, reflecting their relative sparseness (Figure 1H). Importantly the AON, HDB, LS, and vSUB all receive reciprocal glutamatergic projections from the OB and other olfactory areas (Shipley and Adamek, 1984). Together, these areas form an established network of brain regions involved in olfactory processing which, through GABAergic projections to the OB, may exert direct, top-down control over the earliest stages of olfactory processing.

Having established that a relatively dense population of HDB neurons send GABAergic projections to the OB, we next sought to determine the anatomical and functional specificity of these projections within the OB. To determine where within the OB the HDB GABAergic neurons project to, we anterogradely labeled HDB GABAergic neurons and imaged terminals in the OB. To anterogradely label HDB GABAergic neurons, we injected an AAV expressing Cre-dependent synaptophysin fused to eGFP (AAV-Ef1α-flex-synaptophysin::eGFP) into the HDB of Vgat-Cre mice (Figures 2A,B). The fusion of eGFP to membrane-bound synaptophysin allowed visualization of fine processes and axon terminals. While, under these circumstances, a larger area of the basal forebrain is infected with the virus than just the HDB (Figure 2A), our earlier retrograde tracing demonstrates that the only the clustered population of GABAergic neurons in the HDB project to the OB (Figure 1D). Specifically, we did not identify GABAergic projections from the olfactory tubercle to the OB, in agreement with a recent study (In’t Zandt et al., 2019), but in contrast to earlier work examining non-cell type-specific projections (Wesson and Wilson, 2011). While our current data strongly suggest that GABAergic synaptic terminal labeling in the OB results from HDB expression of synaptophysin::eGFP, we cannot exclude that some terminal labeling in the OB results from viral expression in the surrounding areas. Confocal imaging and tiled reconstructions of OB slices showed that HDB GABAergic neurons project primarily to the GCL (GCL), the IPL, and the glomerular layer (GL; Figure 2C). Within the GCL, projections were most dense in the superficial layers near the IPL (Figures 2D,E). Together these data suggest that HDB GABAergic neurons selectively project to subsets of OB neurons in the GCL and GL.



GABAergic Projections From the Horizontal Limb of the Diagonal Band of Broca Synapse Onto Interneurons in the Granule Cell Layer and the Glomerular Layer of the Olfactory Bulb

Having observed that HDB GABAergic neurons selectively project to the GCL and GL within the OB, we next sought to determine the functional connectivity of HDB GABAergic neurons onto neuronal subtypes within the OB. Towards this, we combined slice electrophysiology with optogenetic stimulation to assay monosynaptic connections from basal forebrain GABAergic neurons onto a variety of OB neuronal subtypes (Petreanu et al., 2009). We injected Vgat-Cre mice with AAV-Ef1α-flex-ChR2::eYFP in the HDB. Two weeks later we made acute brain slices from the OB for electrophysiology and made whole-cell patch recordings from mitral and tufted cells (M/TCs), granule cells (GCs), and periglomerular cells (PGCs). Cells were voltage-clamped at 0 mV to isolate light-evoked GABAergic currents. In the case that a light-evoked current was observed in the patched cell, TTX, 4AP, and Bicuculline were serially applied to the bath to assess whether the current was monosynaptic and GABAergic. During recording, cells were filled with biocytin for post hoc reconstruction to confirm their cellular identities.

Optogenetic circuit mapping revealed that GCs receive robust input from HDB GABAergic neurons in agreement with a previous report (Nunez-Parra et al., 2013). Eleven of fourteen GCs showed monosynaptic input from HDB GABAergic neurons (Figures 3A–C). Additionally, we found that M/TCs receive no monosynaptic input and limited non-monosynaptic input from HDB GABAergic neurons. Thirteen of 16 M/TCs showed no light-evoked current (Figures 3B,D). The remaining three M/TCs showed a weak, light-evoked current that was attenuated by TTX but not potentiated by 4AP, indicating that the current was not directly monosynaptic. The remaining current in TTX and 4AP was blocked by Bicuculline (BIC) indicating that it relied on GABA receptors. PGC (PGC) connectivity was heterogeneous, with 6 of 19 PGCs receiving monosynaptic input from HDB GABAergic neurons, while 13 of 19 received no input (Figures 3B,E,F). This is in agreement with a recent report demonstrating monosynaptic connections onto Group 1 PGCs, a category that includes superficial short axon cells (Sanz Diez et al., 2019). Together, these data suggest that HDB GABAergic inputs preferentially target OB interneurons in the GCL and periglomerular regions of the GL.



Immature Adult-Born Granule Cells Receive Early Synaptic GABAergic Input From the Horizontal Limb of the Diagonal Band of Broca

The observed preferential targeting of OB interneurons by HDB GABAergic projections led us to question whether HDB GABAergic neurons synapse onto immature adult-born interneurons and whether this input may influence their circuit integration and survival. To determine whether, and precisely when immature abGCs receive GABAergic input from the HDB, we performed optogenetic circuit mapping on abGCs of different ages. First, we injected the HDB of Vgat-Cre mice with flex-ChR2 to allow the optogenetic stimulation of GABAergic terminals. Two weeks later, we labeled adult-born neurons by injecting a lentivirus expressing tdTomato into the RMS (Figure 4A). Under these circumstances, only abGCs in the RMS on the day of the injection become infected by the lentivirus and express tdTomato in the OB after the migration (Figure 4B).

By making acute slices from the OB at different time points after RMS injections, we recorded evoked GABAergic currents onto precisely birth-dated abGCs. We then quantified the extent of connectivity as the amplitude of the light-evoked, monosynaptic current onto birth-dated abGCs. These experiments revealed that monosynaptic GABAergic input onto abGCs first emerges at 7 days post-injection (DPI; Figures 4C,D; 7–8 DPI = 2.19 ± 6.09 pA) and increases between seven and 20 DPI (Figures 4E,F; 14–20 DPI = 25.37 ± 5.99 pA). After 20 DPI, HDB GABAergic input on to abGCs became stable, matching evoked currents onto resident and mature GCs (Figure 4G; 21 + DPI = 17.36 ± 5.90 pA). These data indicate that abGCs receive monosynaptic GABAergic input from the HDB early in their development and that this input gradually increases through the 2nd and 3rd week of abGC maturation, during their critical period.



GABAergic Projections From the Horizontal Limb of the Diagonal Band of Broca Promote the Survival of Adult-Born Neurons in the Olfactory Bulb

The observation that immature abGCs receive early GABAergic input from the HDB led us to examine whether these inputs influence abGC circuit integration into the OB. To address this, we eliminated GABA release from neurons in the HDB by injecting an AAV expressing Cre and mVenus into the HDB of conditional floxed Vgat mice (Slc32a1tm1Lowl, Jax Stock: 012897; Vgatf/f; Cre-mVenus, Figure 5A). Vgatf/f littermates were injected with an AAV expressing mVenus as controls (Vgatf/f; Ef1α-mVenus). The efficient KO of VGAT in the HDB was confirmed with dual-color FISH labeling mVenus and Vgat mRNA (Figure 5B). Vgatf/f animals injected with the control mVenus-expressing virus showed significant colocalization of mVenus and Vgat mRNA. Vgatf/f mice injected with the experimental Cre-mVenus virus, however, showed no colocalization of mVenus and Vgat mRNA. Within the HDB, Vgat expression was effectively knocked out (Figure 5C), indicating high-efficiency viral infection and consistent targeting across animals (N = 9 mice, 18 sections, nested t-test, p < 0.001). After 2 weeks, mice were treated with EdU to label dividing cells. Four weeks later (6 weeks after HDB viral injections) we measured Ki67 protein expression in the SVZ as a marker for abGC progenitor proliferation (Figure 5D), and EdU incorporation in the OB as a marker of adult-born neuron survival (Figures 5F,G). Additionally, HDB targeting was confirmed by visualizing mVenus expression in the HDB. Quantification of Ki67+ cells in the SVZ revealed no difference in adult-born neuron progenitor proliferation (Figure 5E). However, quantification of EdU incorporation into the OB revealed a significant decrease in adult-born neuron survival after knockout of VGAT in the HDB. To distinguish between the effects of HDB GABAergic input on adult-born neurons in the GCL (mainly abGCs) and other adult-born neurons in the GL (GABAergic PGCs), we quantified the density of EdU+ neurons in the GCL and GL separately. Quantification revealed fewer EdU+ cells in the GCL when VGAT was removed from HDB neurons (N = 11 mice, 37 sections sections) compared to controls (N = 10 mice, 32 sections, p = 0.01, nested t-test, Figure 5H). The decrease in adult-born neuron survival was also observed in the GL (nested t-test, p < 0.05, Figure 5I), suggesting that HDB GABAergic input promotes the survival of adult-born GCs and PGCs. Together, these findings suggest a mechanism by which activation of HDB GABAergic signaling controls circuit-level plasticity in the OB and drives lasting changes in the networks that govern the initial stages of olfactory processing.




DISCUSSION

GABA is a key developmental signal in adult neurogenesis, where its role is analogous in many ways to the role of GABAergic signaling in embryonic and early postnatal development (Stewart et al., 2002; Wang et al., 2003; Bolteus and Bordey, 2004; Liu et al., 2005; Pallotto et al., 2012). As in embryonic and early postnatal development, GABA is depolarizing in developing adult-born neurons, with the switch in GABA polarity occurring within 24 days of neurogenesis (Belluzzi et al., 2003; Carleton et al., 2003). This time-frame corresponds with the critical period of adult-born neuron development, during which they form synaptic connections and are fated for survival or death (Yamaguchi and Mori, 2005). As adult-born neurons integrate into existing circuits in the OB, they first receive GABAergic synapses (Panzanelli et al., 2009; Pallotto et al., 2012). This pattern matches the developmental progression of synaptogenesis in embryonic and postnatal developing neurons, where it is suggested that the depolarizing nature of early GABAergic synapses promotes subsequent morphological and functional maturation (Ganguly et al., 2001; Cancedda et al., 2007). Given the developmental importance of early GABAergic signaling, we sought to identify early synaptic input from long-range GABAergic projections and determine their influence on developing adult-born neurons in the olfactory system.

To date, early sources of synaptic GABA, the polarity of the GABA currents, and the timing of specific GABAergic inputs onto developing adult-born neurons in the OB remain poorly-understood. Historically this has been difficult to study given the diversity of local and long-range GABAergic signals within the OB, and the limited time window of the adult-born neuron critical period. Here we demonstrate that the OB receives robust, direct GABAergic projections from the HDB, which preferentially synapse onto subpopulations of OB interneurons that include abGCs. Notably, we found that abGCs receive input from HDB GABAergic neurons early in their development. These findings suggest that earlier retrograde tracing with the rabies virus may have systematically missed inputs to very immature abGCs which likely act at unconventional, immature, or sparse synapses (Deshpande et al., 2013). In the current study, by determining a developmental timeline of functional connectivity, we have revealed that long-range HDB GABAergic signaling onto abGCs emerges early during their critical period and that basal forebrain GABAergic signaling is important for the survival of adult-born neurons through the critical period in the OB.

Mapping projections to the OB has previously revealed robust centrifugal projections from the piriform cortex, basal forebrain, and hippocampus. Importantly, our cell-type-specific retrograde tracing reveals that a substantial population of these projections are from GABAergic neurons residing in the HDB, AON, and LS. Additionally, we identify a sparse population of GABAergic neurons projecting from vSUB to the OB, specifically implicating vSUB (in addition to HDB, LS, and AON) in the top-down regulation of olfactory processing. It is also notable that the pattern of GABAergic labeling in the AON described here matches the non-cell type-specific pattern of retrograde labeling observed by Shipley and Adamek (1984) in the contralateral AON. This raises the possibility that GABAergic projections to the OB from the AON arise uniquely from the contralateral AON and may, therefore contribute to bilateral olfactory comparisons and odor localization via top-down regulation of OB circuits (Kikuta et al., 2010; Jones and Urban, 2018). However, future work will be necessary to determine the extent to which contralateral projections from AON to OB are GABAergic and how they influence OB circuit activity.

In the context of sensory processing and experience-dependent plasticity, the dense projections from the HDB to the OB are particularly notable. Different populations of neurons within the HDB have been implicated in a variety of behavioral states like wakefulness, attention, appetite, and aversion, as well as in complex processing like the response to reinforcement learning (Anaclet et al., 2015; Hangya et al., 2015; Kim et al., 2015; Lin et al., 2015; Herman et al., 2016; Patel et al., 2019). At the same time, HDB neurons respond to multimodal sensory stimuli and send reciprocal projections to sensory processing centers where they influence network activity (Rye et al., 1984; Gaykema et al., 1990; Goard and Dan, 2009; Devore et al., 2015; Chaves-Coira et al., 2016; Do et al., 2016; Kim et al., 2016; Patel et al., 2019; Sanz Diez et al., 2019). From this, it follows that cumulative output from HDB would reflect the overall extent of salient sensory experience. HDB circuits are also in a position to acutely integrate incoming sensory signals with internal state information. Accordingly, the HDB is a source of top-down regulation for sensory systems including olfaction (Sarter and Bruno, 1997; Lau and Salzman, 2008; Rothermel et al., 2014). Along these lines, our current data showing that HDB GABAergic neurons synapse onto mature and immature GABAergic neurons in the OB support a common pattern whereby GABAergic projection neurons preferentially contact GABAergic neurons in target brain regions (Freund and Meskenaite, 1992; Gracia-Llanes et al., 2010; McDonald et al., 2011; Sanz Diez et al., 2019). This motif is important given that inhibitory inputs onto inhibitory interneurons are potent points of control over the population activity, capable of driving oscillations associated with brain states like wakefulness and conscious cognition (Kim et al., 2015). Thus, HDB GABAergic projections are particularly well-suited to control olfaction, sensory processing, and even cognition, in a top-down state-dependent manner.

In contrast to the acute regulatory potential of HDB GABAergic projections, their impact on adult-neurogenesis is capable of affecting lasting structural changes in the OB. Adult-neurogenesis confers a unique form of plasticity to the olfactory system which allows OB circuits to adapt and respond to different sensory environments throughout life. Adult-born neuron survival and integration is strongly influenced by environmental factors like sensory enrichment, deprivation, and olfactory learning. It is potently enhanced by complex sensory experiences like olfactory enrichment and learning. Given the role of the HDB in processing multimodal sensory and state information, early GABAergic input from the HDB may serve as an indicator of complex sensory experience above and beyond local OB circuit activity. At the same time, it is important to note that in the current experiment, Vgat was not only removed from HDB neurons projecting to the OB. But also from a localized, yet indiscriminate swath of neurons within the basal forebrain. Therefore, it is possible that knocking out GABAergic transmission from other projection populations, and reducing local GABAergic signaling within the basal forebrain may indirectly influence abGC survival. Nevertheless, our data support the conclusion that GABAergic signaling from the basal forebrain promotes the survival of adult-born neurons in the OB through the critical period. Also, the early influence of HDB GABAergic projections on developing adult-born neurons provides a novel mechanism linking state and experience-dependent signals in the basal forebrain to lasting structural plasticity in OB circuits.
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Photoreceptor Disc Enclosure Occurs in the Absence of Normal Peripherin-2/rds Oligomerization
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Mutations in the peripherin-2 gene (PRPH2, also known as rds) cause a heterogeneous range of autosomal dominant retinal diseases. PRPH2 encodes a photoreceptor-specific tetraspanin protein, PRPH2, that is a main structural component of the photoreceptor outer segment. PRPH2 distributes to the rims of outer segment disc membranes as they undergo the process of disc membrane enclosure. Within these rims, PRPH2 exists in homo-oligomeric form or as a hetero-oligomer with another tetraspanin protein, ROM1. While complete loss of PRPH2 prevents photoreceptor outer segment formation, mutations affecting the state of its oligomerization, including C150S, C213Y and Y141C, produce outer segment structural defects. In this study, we addressed whether any of these mutations also affect disc enclosure. We employed recently developed methodology for ultrastructural analysis of the retina, involving tissue processing with tannic acid, to assess the status of disc enclosure in knockin mouse models bearing either one or two alleles of the C150S, C213Y and Y141C PRPH2 mutations. While varying degrees of outer segment structural abnormalities were observed in each of these mouse models, they contained both newly forming “open” discs and mature “enclosed” discs. These data demonstrate that normal PRPH2 oligomerization is not essential for photoreceptor disc enclosure.

Keywords: photoreceptor, peripherin, outer segment, disc, retina


INTRODUCTION

According to the Human Gene Mutation Database (Stenson et al., 2014), there are over 190 mutations in the peripherin-2 gene, PRPH2, that cause a heterogeneous set of retinal dystrophies, including retinitis pigmentosa, pattern dystrophy and macular dystrophy (Boon et al., 2008). PRPH2 encodes the photoreceptor-specific tetraspanin protein, PRPH2, that resides within the photoreceptor outer segment, a specialized light-sensitive ciliary organelle containing a stack of disc-shaped membranes, or “discs,” that harbor the molecular machinery performing phototransduction.

Photoreceptor discs are formed through serial evagination of the outer segment plasma membrane (Steinberg et al., 1980; Burgoyne et al., 2015; Ding et al., 2015; Volland et al., 2015) mediated by actin polymerization (Chaitin et al., 1984; Williams et al., 1988; Boitet et al., 2019; Spencer et al., 2019b). In newly evaginating discs, PRPH2 is concentrated at the membrane adjacent to the ciliary axoneme; as growing discs reach their final diameter, they undergo the process of enclosure within the outer segment (complete in rods or partial in cones), with PRPH2 redistributing throughout their rims (Figure 1A; Arikawa et al., 1992; Ding et al., 2015; Stuck et al., 2016). While PRPH2 redistribution is associated with disc enclosure, the exact mechanism underlying this complex membrane rearrangement remains unknown. Notably, the lack of PRPH2 in the retinal degeneration slow (rds) mouse completely prevents photoreceptor disc formation and is accompanied with a massive release of extracellular vesicles, or ectosomes, from the photoreceptor cilium (Cohen, 1983; Jansen and Sanyal, 1984; Nir and Papermaster, 1986; Usukura and Bok, 1987; Chakraborty et al., 2014; Salinas et al., 2017).
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FIGURE 1. Schematic representations of outer segment disc enclosure, peripherin-2 gene (PRPH2) oligomerization and PRPH2 molecular structure. (A) The base of a rod photoreceptor outer segment contains both “open,” nascent discs that are exposed to the extracellular space and “enclosed,” mature discs that are separated from the outer segment plasma membrane. In open discs, PRPH2 is located only at the discs rims adjacent to the connecting cilium. In enclosed discs, PRPH2 is located throughout the entire circumference of the disc. (B) The formation of PRPH2/ROM1 homo- and hetero-oligomers involves disulfide bonds between cysteines within the D2 loop of each molecule. (C) The molecular structure of PRPH2 is depicted with several features highlighted. Of note, the D2 loop contains seven cysteines: the C150 residue that is involved in intermolecular bonds for oligomerization and six that are involved in intramolecular bonds, including C213. This loop also contains the Y141 residue. Modified from Stuck et al. (2016) with permission by Elsevier.



Given the essential role of PRPH2 in maintaining the photoreceptor outer segment structure, much effort has focused on its molecular and supramolecular organization (Figures 1B,C). In photoreceptors, PRPH2 exists as either a homo- or a hetero-tetramer with rod outer segment membrane protein 1 (ROM1), another tetraspanin located at the disc rims (Loewen and Molday, 2000; reviewed in Stuck et al., 2016). These core tetramers can undergo covalent disulfide linkage to form homo- or hetero-octamers, with PRPH2 homo-octamers able to form even higher-order oligomers connected by additional disulfide bonds (Loewen and Molday, 2000; Chakraborty et al., 2009, 2010; Zulliger et al., 2018).

The covalent disulfide linkage involved in PRPH2 oligomerization occurs in the large intradiscal loop known as the D2 loop (Figures 1B,C and Goldberg et al., 1998; Kedzierski et al., 1999). Notably, the majority of known human mutations in PRPH2 occur in the D2 loop (Boon et al., 2008), suggesting the functional significance of PRPH2 oligomerization. This loop contains seven cysteines (C150, C165, C166, C213, C214, C222 and C250) that could potentially form disulfide bonds (Figure 1C). In particular, mutation of C150 was the first shown to inhibit PRPH2 oligomerization in vitro (Goldberg et al., 1998; Loewen and Molday, 2000). Recent work has focused on the generation of mouse models to address the involvement of these cysteines in PRPH2 oligomerization and function. Three of these models were used in the present study.

Our first knockin mouse model contained the C150S mutation previously shown to inhibit the ability of PRPH2 to form higher-order oligomers and to disrupt outer segment structure (Chakraborty et al., 2009, 2010; Zulliger et al., 2018). Our second model contained the C213Y mutation found in patients with dominant pattern dystrophy (Zhang et al., 2002). This mutation also inhibits PRPH2 oligomerization while disrupting the outer segment structure in knockin mice (Chakraborty et al., 2020). The third, reciprocal model expressed the dominant disease-associated mutation, Y141C (Khani et al., 2003; Francis et al., 2005; Moshfeghi et al., 2006; Vaclavik et al., 2012). This mutation leads to an abnormal increase in the content of higher-order PRPH2 oligomers due to the formation of additional, ectopic disulfide bonds (Stuck et al., 2014; Conley et al., 2017). The abnormal increase in PRPH2 oligomerization in this mouse also disrupts the outer segment structure (Stuck et al., 2014; Conley et al., 2017). Yet, specific mechanisms connecting abnormal PRPH2 oligomerization with defects in the outer segment structure remain unknown. The possibility that PRPH2 oligomerization is essential for disc enclosure was addressed in the current study.

Historically, the ability to analyze disc enclosure, particularly in mutant, structurally disrupted outer segments has been notoriously difficult. The most direct approach is to reconstruct membrane architecture using three-dimensional electron tomography (Burgoyne et al., 2015; Volland et al., 2015). However, this technique is a resource- and labor-intensive and may not be suitable for analyzing mutant outer segments. Alternatively, newly forming discs exposed to the extracellular space could be distinguished from mature, fully enclosed discs in live tissues through their differential labeling by membrane-impermeable compounds, such as Procion or Lucifer yellow (Laties et al., 1976; Matsumoto and Besharse, 1985). However, this technique has not been adapted for mammalian retinas or unfixed tissue. A more recent, conceptually similar approach employs tannic acid as a contrasting agent for transmission electron microscopy (TEM; Ding et al., 2015). As tannic acid poorly penetrates intact membranes, it preferentially stains the membranes of newly forming “open” discs rather than fully matured enclosed discs. Importantly, this method applies to analyze mutant outer segments with structural defects of varying severity (Spencer et al., 2019a,b). Therefore, we employed the tannic acid staining protocol to analyze whether disc enclosure is affected in knockin mouse models bearing either one or two of the C213Y, Y141C and C150S PRPH2 mutations, which modulate its oligomerization. While the outer segment structure is perturbed in each of these mutants, we observed both darkly stained open discs and lightly stained enclosed discs, indicating that normal PRPH2 oligomerization is not necessary for photoreceptor disc enclosure.



MATERIALS AND METHODS


Animals

Animal maintenance and experiments were approved by the local Institutional Animal Care and Use Committee (IACUC; University of Houston, Houston, TX, USA) and guidelines as stated by the Association for Research in Vision and Ophthalmology (Rockville, MD, USA). The generation of the C150S, C213Y and Y141C knock-in mice was previously described in Stuck et al. (2014), Zulliger et al. (2018) and Chakraborty et al. (2020), respectively. The rds mouse was generously provided by Neeraj Agarwal, Ph.D. (University of North Texas Health Science Center, Fort Worth, TX, USA). All mice were genotyped to ensure that they did not contain either the rd8 (Mattapallil et al., 2012) or rd1 (Pittler et al., 1993) mutations commonly found in inbred mouse strains. All mice were housed under a 12/12 h diurnal light (~30 lux) cycle.



Transmission Electron Microscopy

Fixation and processing of mouse eyes for TEM was performed as described previously (Ding et al., 2015). Anesthetized mice were transcardially perfused with 2% paraformaldehyde, 2% glutaraldehyde and 0.05% calcium chloride in 50 mM MOPS (pH 7.4) resulting in exsanguination. Enucleated eyes were fixed for an additional 2 h in the same fixation solution at room temperature. Eyecups were dissected from fixed eyes, embedded in 2.5% low-melt agarose (Precisionary, Greenville, NC, USA) and cut into 200 μm thick slices on a Vibratome (VT1200S; Leica, Buffalo Grove, IL, USA). Agarose sections were stained with 1% tannic acid (Electron Microscopy Sciences, Hatfield, PA, USA) and 1% uranyl acetate (Electron Microscopy Sciences), gradually dehydrated with ethanol and infiltrated and embedded in Spurr’s resin (Electron Microscopy Sciences). Seventy nanometer sections were cut, placed on copper grids and counterstained with 2% uranyl acetate and 3.5% lead citrate (19314; Ted Pella, Redding, CA, USA). The samples were imaged on a JEM-1400 electron microscope (JEOL, Peabody, MA, USA) at 60 kV with a digital camera (Orius; Gatan, Pleasanton, CA, USA). Image analysis and processing were performed with ImageJ. For each genotype, over 100 outer segments from at least two mice of randomized sex were analyzed.




RESULTS

Because PRPH2 mutations may affect the outer segment content of this protein (Stuck et al., 2014; Zulliger et al., 2018; Chakraborty et al., 2020), we first addressed whether disc enclosure could be affected by reduced expression of PRPH2. This was performed using a heterozygous rds mouse (rds/+). Because the rds allele is essentially knockout (van Nie et al., 1978; Connell et al., 1991; Travis et al., 1991), this mouse has approximately one half of the normal PRPH2 content (Cheng et al., 1997) and displays defects in the outer segment structure, including the formation of large membrane “whorls” (Hawkins et al., 1985; Sanyal et al., 1986; Chakraborty et al., 2014).

Tannic acid staining of rds/+ and WT rods are compared in Figure 2. In WT rods, several nascent discs evaginating at the outer segment base are stained more intensely than the mature, enclosed discs (arrowhead and arrow, respectively, in Figure 2A). Also, enclosed discs are slightly swollen compared to open discs, apparently due to osmotic fluctuations during tissue processing (see more examples in Ding et al., 2015; Spencer et al., 2019a,b). As previously reported, rds/+ rods displayed an array of outer segment abnormalities, however, they contained both darkly stained, nascent and lightly stained, mature discs (arrowheads and arrows, respectively, in Figures 2B–D). These data indicate that, while reduced expression of PRPH2 causes structural defects in outer segments, disc enclosure still occurs.
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FIGURE 2. Reduced expression of PRPH2 disrupts outer segment structure without preventing disc enclosure. Transmission electron microscopy (TEM) of photoreceptor outer segments from 12-day old WT (A) or rds/+ (B–D) mice stained with tannic acid. For each genotype, over 100 different outer segments from three mice were analyzed. For all images, arrowheads mark darkly stained open discs while arrows mark lightly stained enclosed discs. Scale bars are 1 μm.



Next, we addressed whether disc enclosure is affected by abnormal PRPH2 oligomerization. We first analyzed the C150S knockin mouse in which oligomerization is inhibited (Zulliger et al., 2018). The ultrastructural analysis showed a diverse range of phenotypes. Heterozygous C150S animals contained both relatively normal outer segments and those with severely disrupted overgrown membrane structure, sometimes with vesicular material trapped inside (Figures 3A–C). Yet, no matter the severity of the structural phenotype, we always observed both darkly stained open and lightly stained enclosed discs (arrowheads and arrows, respectively, in Figures 3A–C). The outer segment structural abnormalities in homozygous C150S animals were much more significant, with nearly all outer segments shaped as membrane “whorls” (Figures 3D,E). Surprisingly, the majority of membranes comprising these whorls were still enclosed (arrow, Figures 3D,E). Therefore, at least in the context of the C150S mutation, normal PRPH2 oligomerization is not required for disc membrane enclosure.


[image: image]

FIGURE 3. Expression of C150S PRPH2 disrupts outer segment structure without preventing disc enclosure. (A–C) TEM of photoreceptor outer segments of 30-day old heterozygous C150S (C150S/+) mice stained with tannic acid. (D,E) TEM of photoreceptor outer segments of 16-day old C150S homozygous (C150S/C150S) mice stained with tannic acid. For each genotype, over 100 different outer segments from two mice were analyzed. For all images, arrowheads mark darkly stained open discs while arrows mark lightly stained enclosed discs. Scale bars are 1 μm.



To further support this conclusion, we analyzed the C213Y knock-in mouse, another model in which PRPH2 oligomerization is inhibited (Chakraborty et al., 2020). Like in the C150S mutant, we observed an array of outer segment structural abnormalities in C213Y heterozygotes, with some cells producing distorted outer segments and others producing whorls (Figures 4A–C). Yet, in every case, we observed the distinct tannic acid staining pattern consistent with the majority of membrane structures being enclosed (arrows in Figures 4A–C). We also attempted to investigate outer segment structure in C213Y homozygotes, but observed a phenotype almost as severe as in the homozygous rds mouse, with no significant membrane elaborations emanating from the photoreceptor cilium (essentially as reported in Chakraborty et al., 2020).
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FIGURE 4. Expression of C213Y PRPH2 disrupts outer segment structure without preventing disc enclosure. (A–C) TEM of photoreceptor outer segments of 30-day old heterozygous C213Y (C213Y/+) mice stained with tannic acid. Over 100 different outer segments from two mice were analyzed. For all images, arrowheads mark darkly stained open discs while arrows mark lightly stained enclosed discs. Scale bars are 1 μm.



In the next set of experiments, we addressed whether the process of disc enclosure is affected by an abnormal increase in PRPH2 oligomerization in the Y141C knock-in mouse (Stuck et al., 2014; Conley et al., 2017). Similar to the C150S mutant, outer segments of heterozygous Y141C mice displayed an array of defects (Figures 5A–C). Again, despite these structural abnormalities, each outer segment contained both darkly stained and lightly stained discs (arrowheads and arrows, respectively, in Figures 5A–C). The outer segment structure of homozygous Y141C mice was significantly more distorted than in any other models analyzed here, with vesicle accumulation inside the outer segment being particularly prominent (Figures 5D–F). However, even within these structures, many membrane structures were more lightly stained and appeared swollen, indicating that they are enclosed (arrows in Figures 5D–F). Overall, this analysis suggests that an abnormal increase in PRPH2 oligomerization does not restrict disc enclosure from occurring.
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FIGURE 5. Expression of Y141C PRPH2 disrupts outer segment structure without preventing disc enclosure. (A–C) TEM of photoreceptor outer segments of 90-day old heterozygous Y141C (Y141C/+) mice stained with tannic acid. (D–F) TEM of photoreceptor outer segments of 16-day old Y141C homozygous (Y141C/Y141C) mice stained with tannic acid. For each genotype, over 100 different outer segments from two mice were analyzed. For all images, arrowheads mark darkly stained open discs while arrows mark lightly stained enclosed discs. Scale bars are 1 μm.



Finally, we analyzed a compound mutant animal (Y141C/C150S) that expressed one copy of PRPH2 that inhibited and another that promoted PRPH2 oligomerization. A previous study (Zulliger et al., 2018) showed that this mutant is characterized by an overall increase in the amount of large PRPH2 oligomers (such as in the Y141C mutant alone) combined with a lack of PRPH2 dimers (such as in the C150S mutant alone). Our analysis of Y141C/C150S photoreceptors confirmed the extremely dysmorphic outer segment structure, whereby nearly all outer segments look like whorls (Figures 6A–D). Despite such profound membrane disorganization, each of these outer segments showed the usual pattern of darkly stained, open discs and lightly stained, enclosed discs (arrowheads and arrows, respectively, in Figures 6A–D). Thus, disc enclosure still takes place even with the complex perturbation of PRPH2 oligomerization in the Y141C/C150S mouse.


[image: image]

FIGURE 6. Co-expression of Y141C and C150S PRPH2 disrupts outer segment structure without preventing disc enclosure. (A–D) TEM of photoreceptor outer segments of 30-day old compound heterozygous Y141C/C150S mice stained with tannic acid. For each genotype, over 100 different outer segments from two mice were analyzed. For all images, arrowheads mark darkly stained open discs while arrows mark lightly stained enclosed discs. Scale bars are 1 μm.





DISCUSSION

In this study, we analyzed three knock-in mouse lines (C150S, C213Y and Y141C) that exhibit either inhibition of or an abnormal increase in PRPH2 oligomerization (Stuck et al., 2014; Zulliger et al., 2018; Chakraborty et al., 2020). Remarkably, neither these nor the compound C150S/Y141C mutations prevented the process of photoreceptor disc enclosure despite causing various degrees of outer segment structural abnormalities. These data demonstrate that the enclosure of disc membranes is a very robust process, which can proceed even in the absence of precise disc alignment. This conclusion is corroborated by a recent report describing a mechanistically unrelated mouse model (the Arp2/3 knockout), in which outer segment morphogenesis is impaired due to inhibition of actin polymerization at the disc formation site (Spencer et al., 2019b). Photoreceptors of Arp2/3 knockout mice produce large whorl-like membranous structures instead of normal outer segments, yet the majority of membranes within these structures are enclosed.

If disc enclosure is unaffected by the mutations analyzed in our study, how do they cause such dramatic outer segment abnormalities? The most straightforward explanation is that these structural abnormalities are a direct consequence of abnormal PRPH2 oligomerization, which has been suggested previously (Conley et al., 2019). In that study, a chimeric protein consisting of the PRPH2 C-terminus attached to the tetraspanin core of ROM1 was able to initiate the building of disc membranes (as previously shown for other PRPH2 C-terminus chimeras; Salinas et al., 2017), but the maturation of outer segment structure, including the hairpin-like structure of disc rims, required the normal formation of PRPH2 oligomers. Another recent study showed that higher-order oligomers of PRPH2 are required for maintaining the continuity of disc rims (Milstein et al., 2020). In their study, transgenic expression of C150S PRPH2 in WT frogs (that have normal endogenous PRPH2 expression) led to the formation of ectopic incisures and disc rims, with the former being noted when these frogs were first generated (Loewen et al., 2003). Milstein et al. (2020) proposed that PRPH2 oligomers extend laterally along the circumference of the disc to maintain the continuity of the disc rim and to regulate incisure formation. They further suggested that defects in disc rim continuity (such as upon expression of C150S PRPH2) lead to the overall disruption in outer segment structure. The outer segment structure in the mouse mutants analyzed in the present study was too dysmorphic to assess disc rim continuity or the frequency of incisures. But even if such defects were present, our results indicate that they did not preclude disc enclosure. This may further suggest that PRPH2 may not be the primary factor responsible for the process of disc enclosure, but rather it localizes to the disc rim following the enclosure process.

We can offer two alternative explanations of the outer segment phenotypes described in our study. First, each PRPH2 mutation analyzed here causes a reduction in the photoreceptor PRPH2 content (Stuck et al., 2014; Zulliger et al., 2018; Chakraborty et al., 2020), which itself could distort outer segment structure (as occurs in the heterozygous rds mouse) without affecting the ability of disc membranes to enclose. Related to this point, there are trafficking defects associated with the C213Y mutation (Chakraborty et al., 2020), but not the C150S and Y141C mutations (Stuck et al., 2014; Zulliger et al., 2018), which explains the near absence of outer segment structures in C213Y homozygotes. Immunogold labeling of PRPH2 in C150S and Y141C homozygous mutants showed that each mutant correctly localizes to the disc rim region (Stuck et al., 2014; Zulliger et al., 2018). This suggests that they can incorporate into the disc rim, although it remains to be addressed whether mutant incorporation is complete and whether the final density of mutant PRPH2 molecules is the same as in WT.

Our second explanation is that these mutations could affect PRPH2 interactions with ROM1, which has been shown for other PRPH2 mutations (Böhm et al., 2017). Of note, while both ROM1 and PRPH2 can traffic to the outer segment in the absence of one another (Clarke et al., 2000; Lee et al., 2006), trafficking of various PRPH2 mutants (including Y141C) may involve the trafficking of ROM1 (Böhm et al., 2017; Conley et al., 2017). Along this line, outer segments of Y141C mice have been reported to contain ROM1-positive intracellular vesicles (Stuck et al., 2014). Nonetheless, ROM1 knockout only marginally affects outer segment ultrastructure (Clarke et al., 2000), suggesting that altered PRPH2 interactions with ROM1 are unlikely to explain the severity of the observed phenotypes.

Ultimately, the process of disc enclosure remains poorly understood. The only known facet of this process is the distribution of PRPH2 to the rims of disc membranes as they undergo enclosure (Arikawa et al., 1992; Ding et al., 2015; Stuck et al., 2016). While this may suggest that PRPH2 plays an active role in disc enclosure, it is also consistent with this protein simply localizing to the disc rim following the enclosure process, as suggested above. If the latter is the case, there must be other proteins primarily responsible in this membrane remodeling. One potential candidate is prominin-1, a protein shown to be located at the growing edges of newly forming discs (Yang et al., 2008; Han et al., 2012). The knockout of prominin-1 causes a drastic defect in disc formation (Yang et al., 2008; Zacchigna et al., 2009), yet, more work is needed to elucidate the exact role which this protein plays in this complex process. No other strong leads have been identified so far, suggesting that published outer segment proteomes (Liu et al., 2007; Kwok et al., 2008; Reidel et al., 2011; Skiba et al., 2013; Spencer et al., 2019b) may be useful in identifying candidates for future direct testing.

In summary, our study shows that normal PRPH2 oligomerization is not required for disc enclosure. It is still possible that other PRPH2 mutations do affect enclosure, independently of any effect on oligomerization. Thus, future analyses of other PRPH2 mutations should include an assessment of disc enclosure to facilitate an understanding of the mechanisms underlying this process and their possible involvement in visual pathology.
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Successful completion of sensory decision-making requires focusing on relevant stimuli, adequate signal/noise ratio for stimulus discrimination, and stimulus valence evaluation. Different brain regions are postulated to play a role in these computations; however, evidence suggests that sensory and decision-making circuits are required to interact through a common neuronal pathway to elicit a context-adequate behavioral response. Recently, the basal forebrain (BF) region has emerged as a good candidate, since its heterogeneous projecting neurons innervate most of the cortical mantle and sensory processing circuits modulating different aspects of the sensory decision-making process. Moreover, evidence indicates that the BF plays an important role in attention and in fast modulation of neuronal activity that enhance visual and olfactory sensory perception. Here, we study in awake mice the involvement of BF in initiation and completion of trials in a reward-driven olfactory detection task. Using tetrode recordings, we find that BF neurons (including cholinergics) are recruited during sensory discrimination, reward, and interestingly slightly before trial initiation in successful discrimination trials. The precue neuronal activity was correlated with animal performance, indicating that this circuit could play an important role in adaptive context-dependent behavioral responses.

Keywords: attention, go/no–go, in vivo, anticipation, discrimination, acetylcholine


INTRODUCTION

Efficient sensory decision-making in a constantly changing environment requires neuronal circuits to be plastic and rapidly modify their activity. Cortical and subcortical processing are influenced substantially by feedback and neuromodulatory afferents eliciting experience-induced modulation of neuronal excitability lasting from milliseconds to hours (Hasselmo and Giocomo, 2006; Citri and Malenka, 2008; Picciotto et al., 2012; Sara and Bouret, 2012; Avery and Krichmar, 2017). It has been suggested that simultaneous neuromodulation of neural circuits that process sensory, cognitive, and motor information is required to maintain neuronal dynamics for proper decision-making (Grossberg et al., 2015). Therefore, the brain region(s) acting as a modulator should innervate most if not all sensory processing regions. In addition, the brain region should exhibit the ability to modulate neuronal excitability dynamically allowing rapid context-dependent changes in information processing to elicit adequate behavioral outputs. The basal forebrain (BF) emerges as a good candidate to participate as an integrator and neuromodulator source for behavior since it is one of the most important and widely projecting neuromodulatory circuits in the mammalian brain (Gritti et al., 2006) reaching the entire cortical mantle, hippocampus, and the olfactory system among others (Luskin and Price, 1982; Zaborszky et al., 1986; Zaborszky, 2012). Functionally, it has been linked with attention (Klinkenberg et al., 2011), arousal (Buzsaki et al., 1988), and learning and memory (Everitt and Robbins, 1997; Klinkenberg et al., 2011). Specifically, its subnuclei have been proposed to play important roles in components of goal-directed behaviors such as motivational saliency (Lin and Nicolelis, 2008), sensory discrimination (Lin and Nicolelis, 2008; Devore and Linster, 2012; Nunez-Parra et al., 2013; Pinto et al., 2013; Devore et al., 2016), and cortical control (Picciotto et al., 2012).

The wide array of neurophysiological and cognitive functions that the BF is involved in correlates with the neuronal complexity found in the region. Among the variety of neuronal types found in the BF (Zaborszky and Duque, 2000), the cholinergic corticopetal projecting neurons have been extensively studied due to the important and dense top–down coordination role acetylcholine plays in cognitive functions such as attention. This idea arose from studies where pharmacological blockade or selective lesions of cholinergic neurons (CNs) in BF produced impairments in attention, memory, and operant conditioning performance (Turchi and Sarter, 1997; Curzon et al., 1999; McGaughy et al., 2000; Klinkenberg et al., 2011; Devore and Linster, 2012; Picciotto et al., 2012; Luchicchi et al., 2014; Dannenberg et al., 2015; Rangel et al., 2016). Moreover, in attention-demanding tasks, cholinergic release enhances cue detection and sensory discrimination (Sarter et al., 2005).

Here, we ask whether BF neurons are involved in the decision-making process in a non-cued olfactory-based self-initiated task. We addressed this question by recording the neural activity of the BF while the animals were freely engaged in a go/no–go task with voluntary trial start. Moreover, using optogenetic tagging, we identified CNs among the recorded units offline.



RESULTS


The Firing Rate of Basal Forebrain Neurons Changes Before Initiation of the Trial

To study the dynamics of recruitment of BF neurons in animals engaged in a self-initiated decision-making task, we implanted a multielectrode device in the horizontal diagonal band of Broca/magnocellular preoptic (HDB/MCPO) nuclei and proximity in the BF of trained adult mice (Supplementary Figures S1A,B). We recorded from HDB/MCPO because these are the only BF nuclei that send projections to the olfactory bulb and olfactory cortex (Zaborszky et al., 1986). Animals were trained in a go/no–go olfactory discrimination associative learning task (Slotnick and Restrepo, 2005). This task studies the ability of a thirsty rodent to lick to obtain water in response to a rewarded conditioned stimulus (CS+) and refrain from licking in response to an unrewarded stimulus (CS–) (Figure 1A). The CS+ and CS– were odors randomly chosen from an odor set known to elicit neuronal response in the olfactory system (Doucette et al., 2011) (see section “Materials and Methods”). Each trial is self-initiated 1–1.5 s after the computer detects the mouse entering the odor port.
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FIGURE 1. Basal forebrain (BF) neuronal activity is recruited during trial initiation in a go/no–go task. (A) The odor is delivered 1.5 ± 0.5 s after the mouse starts the trial. In response to CS+, the animal must lick at least once in four 0.5-s segments to receive a water reward. (B) Spike scatterplot for two BF single units in the go/no–go task for a mouse performing >80% correct responses. FR increased for one unit (top; scale bar, 50 Hz) and decreased for the other (bottom; scale bar, 20 Hz) during trial initialization (tstart). (C) Heat map depicting the normalized mean firing rate of all responsive units aligned by tstart (arrow; side bars, orange: FR increase, –43/153– total; green: FR decrease, –10/153–; scale bar, 1 s). A unit is classified as responsive if there is a statistical difference between the FR after the animal entered the port compared to the FR of that unit before the animal entered the port (p < pFDR; pFDR, the FDR critical significance level per animal, ranged from 0.006 to 0.03; n = 153 units, 141 single units, and 12 multiunits from 8 mice and 10 sessions). Right, bar graph showing the time point where the FR changed ±2 standard deviations (SD) from the mean. (D) Heat maps depicting the normalized FR of responsive units sorted by correct responses (hit and correct rejection, CR) and incorrect trials (false alarms, FA; scale bar, 1 s). We did not find miss responses. (E) Percent of responsive cells for FR aligned to tstart sorted by behavioral outcome and task. A larger number of neurons (i) respond to correct responses (HIT and CR) when compared to incorrect responses (FA, go/no–go HIT and CR different from FA, chi-squared test pFDR = 0.05, **pHIT vs FA = 0.001, **pCR vs FA = 0.0008) and more units (ii) were recruited during the go/no–go task compared to the go/go (chi-squared test pFDR = 0.05, *ptotal = 0.03; g/ng, go/no–go; g/g, go/go). (F) The change in FR during tstart is significantly different between correct and incorrect trials (ANCOVA, F = 16.6, Tukey’s post hoc, **p = 0.0004). (G) Left, cumulative probability function of d’ for all the recorded units. The curves were not different between correct responses (HIT and CR) in the go/no–go task but were different between HIT in the go/no–go and go/go (**KS test p = 3.6 × 10−8). Right, whisker plot for the area under de curve (AUC) of each unit in ROC space. Units acted as better classifiers in the go/no–go test compared to the go/go t-test, *p = 0.03.


We recorded neuronal activity during 200 trial sessions in animals proficient in differentiating between the two odorants (percent of correct responses, ≥80%). We found that single units responded with increases or decreases in firing rate (FR) during trial initiation (tstart). Figure 1B shows examples of scatterplots of spike firing and peristimulus histograms (PSTHs) for two single BF units aligned to trial initiation (tstart) (top, increase in FR; bottom, decrease in FR).

We analyzed the time course of FR changes aligned to tstart in 153 units total. A unit was categorized as responsive if the changes in FR assessed for 1 s after tstart were statistically significantly different from the basal FR assessed 1.3–0.3 s before tstart tested with a paired t test corrected for multiple comparisons using the false discovery rate (FDR) (Curran-Everett, 2000). We choose this time range to calculate the basal FR, since there appeared to be a change in FR just before the animal entered the port (see below). We found that a substantial fraction of BF neurons (53 out of 153 or 34.6%) exhibited significant increases (43 out of 153 or 28.1%) or decreases (10 out of 153 or 6.5%) in FR when the animal initialized a trial (p < pFDR, pFDR, the FDR critical significance level per animal, ranged from 0.006 to 0.03; n = 153 units, 141 single units and 12 multiunits from 8 mice and 10 sessions). Figure 1C shows on the left side a heatmap illustrating the FR time course for the 53 units that were significantly responsive and on the right side the time when the FR changed by 2 × SD above or below basal FR. Interestingly, for most of the units, the change in FR took place before the animal entered the odor port (mean onset time −260 ms with a 95% bootstrapped confidence interval ranging from −168 to −350 ms) suggesting that BF neurons are involved in behavioral functions associated with trial preparation and anticipation.

We found that the number of BF neurons that exhibited a significant change in FR at the start of correct response trials (hits, 36 out of 149 units, −29 or 19.5% increase and 7 or 4.7% decrease their FR; and correct rejections, CR, 38 out of 150 total units recorded on those trials, −30 or 20% increase and 8 or 5.4% decrease their FR) is larger than the number of responsive units in false alarm trials (FA, licking in response to the CS–; 4 of 67 total units recorded during FA trials were responsive, 1 unit or 1.5% increase and 3 or 4.4% decrease their FR, Figures 1D,E). A chi-squared test indicated that the difference in the number of responsive units between FA trials and correct trials is significant (p < pFDR = 0.05). This shows that engagement of BF neurons during the precue epoch reflects the behavioral outcome of the trial, suggesting that activity of these neurons may play a role in successful discrimination.

To further test the relationship between BF neural activity at trial initiation and behavioral outcome, we asked whether the change in BF neuronal activity is affected by engagement in sensory discrimination of rewarded vs. unrewarded odorants. We recorded neuronal activity of animals trained in a go/go task where the mouse is rewarded randomly for 70% of the trials regardless of the identity of the odorant. The key difference with go/no–go is that, in the go/go task, both odorants are rewarded and no sensory discrimination is required to receive the reward. We found that the number of units responsive at port entry was significantly lower in the go/go task compared to the go/no–go task (Figure 1Eii and Supplementary Figure S2, chi-squared test p < pFDR = 0.05, go/no–go = 53 responsive out of 153 or 34.6%), go/go = 8 responsive out of 44 or 18.2%, all of which increased their FR, suggesting that BF neuronal recruitment before trial initiation may play a role in adequate stimulus discrimination. In the go/go task, the units that responded to trial initialization also exhibited a change in FR before the animal entered the port (mean onset time −175 ms with a 95% bootstrapped confidence interval ranging from 167 ms to −517 ms). We also compared the change in FR after the start of the trial between units that responded to correct and incorrect trials. Figure 1F shows the relationship between change in FR for incorrect trials and the change in FR for correct trials. The data are fit with a line with a slope significantly smaller than one, suggesting that engagement of BF neurons reflects correct behavioral performance (Figure 1F; ANCOVA, F = 16.6, Tukey’s post hoc, p = 0.0004, n = 19). To further determine whether recruiting BF neurons during trial initiation relates to animal behavior, we calculated d′, defined as the difference in the change in FR upon trial initiation normalized by the standard deviation of basal FR (d′) per trial. Figure 1Gi shows no difference for d′ for hit vs. CR for the go/no–go task (Figure 1G, KS test p = 0.11, n = 6,289 trials for hit and 6,649 responsive units for CR). In contrast, Figure 1Gii shows a significant difference in d′ curves of hit trials in the go/no–go task vs. hit trials in the go/go task (KS test p = 3.6 × 10–8, n = 1,266 trials units for go/go). These data indicate that neurons responded similarly during correct responses that required sensory discrimination but responded differently when no discrimination was required. To study how effective the change in FR during trial initiation is at classifying correct vs. incorrect behavioral outcome, we used the receiver operant characteristic (ROC) analysis (Fawcett, 2006) and measured the area under the curve (AUC) for each unit. The higher the AUC (maximum 1), the better the unit differentiates between correct and incorrect responses (AUC of 0.5 indicates no differentiation). We found that units in the go/no–go task were a more effective classifier than in the go/go scenario (Figure 1Gii, t test p = 0.03, n = 153 for go/no–go and 44 for go/go), suggesting that BF neuron activity is related to adequate decision-making in sensory discrimination.



Basal Forebrain Neurons Exhibit Changes in Firing Rate When Conditioned Stimulus or Reinforcement Are Delivered

To determine whether BF neuronal activity is recruited during other epochs of the behavioral trial in our experimental design, we aligned the normalized FR of the recorded units either to delivery of the conditioned stimulus (CS or odor) or the reward. Figure 2 shows changes in FR aligned to odor delivery (Figure 2A) or reward delivery (Figure 2B) for mice performing >80% in the go/no–go task. As described in previous studies (Lin and Nicolelis, 2008; Thomson et al., 2014; Devore et al., 2016), we found that neurons either increase (Figures 2Ai, iii; 12/153 or 7.8%) or decrease (Figures 2Aii, iii, 31/153 or 20.3%), their FR in response to the stimulus. Specifically, 21 out of 150 units (14%) recorded were recruited during CS+ delivery and 45 out of 150 (30%) during CS– (t test p < pFDR, pFDR per session ranged from 0.02 to 0.01, 0.003 to 0.04, 0.02 to 0.01 for odor, CS– and CS+ and reward, respectively). As shown in the heat map of Figure 2Aiii, some units responded transiently, while others responded with slow sustained changes in FR.
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FIGURE 2. Basal forebrain (BF) neurons are recruited during conditioned stimulus and reward presentation and its number increases after learning. (A) Spike scatterplot for two BF units in the go/no–go task for a mouse performing >80% correct responses. Firing rate (FR) increased for the unit at the top (i) decreased for the unit in the bottom (ii) during odor delivery (orange bar; scale bar, 50 Hz). (iii) Heat map depicting the normalized mean firing rate of all responsive units aligned by odor presentation (side bars, orange: FR increase, –12/153–; green: FR decrease, –31/153–; paired t test corrected for multiple comparisons, p < pFDR, pFDR: 0.02–0.01 per mouse). Units are sorted by the change in FR. Scale bar, 1 s. (B) Basal forebrain unit activity aligned to water delivery (reinforcement). As in (A), some units increase (i) and others decrease (ii) their FR (scale bar, 20 Hz). Responsive units exhibit a statistically different FR post–pre water delivery (side bars, orange: FR increase, -22/148-; green: FR decrease, -8/148-; paired t test corrected for multiple comparisons, p < pFDR, pFDR: 0.003–0.03 per mouse) (scale bar 1 s). (C) Representative learning curve of an animal during the first training session in the go/no–go task. (D) Percent of responsive cells during task learning (percent of correct responses = 50%) and when the task has already been learned (proficient, percent of correct responses ≥80%). There is no statistical difference in the number of neurons that change their activity after trial initialization and reward presentation, but a significant increase in the number of BF neurons recruited during odor presentation after learning (chi-squared test pFDR = 0.02, p tstart = 0.37, *p odor = 0.004, p reward = 0.039).


In addition, units were also recruited during water (reward) delivery (22/148 or 14.9% increase and 8/148 or 5.4% decrease their FR, Figure 2B, t test p < pFDR, pFDR per session ranged from 0.003 to 0.03). Units that responded to reward in this self-initiated task also tended to respond to the conditioned stimulus as described by Lin and Nicolelis (2008) in rodents trained in a cue-oriented task (Supplementary Figure S2D).

Supporting the idea that the BF could play a role in stimulus discrimination and reward association, the percent of units that responded during odor or reward delivery in the go/go task (when regardless of the odorant 70% of the trials are rewarded) are significantly smaller than the responses in the go/no–go task (28.1% go/no–go vs. 9.1% go/go and 20.3% go/no–go vs. 4.8% go/go during stimulus presentation and water delivery, respectively, Supplementary Figures S2B,C; chi-squared test, p < pFDR = 0.05, two pairwise comparisons).



Basal Forebrain Neurons Become More Responsive to the Stimulus as the Animal Learns to Differentiate Odorants in the Go/No–Go Task

Our data suggest that neurons from the BF are required for adequate decision-making and stimulus discrimination in proficient animals, raising the question whether the number of neurons coding for information during the different epochs of the behavioral trial increased as the animal learned to discriminate between rewarded and non-rewarded odors. We compared the change in FR during the different epochs of the trial when the animal was learning to discriminate (= 50% correct trials) and when the animal was proficient in their response to the rewarded odorant (>80% correct trials). A representative learning curve is shown in Figure 2C. It starts with 50% correct responses, while the mouse gradually becomes proficient until reaching criteria (>80% correct responses, hits and CRs) within a session. We observe that the number of BF-responsive neurons during trial initialization does not increase as the animals learn to associate the stimulus with the reward (Figure 2D, chi-squared test p = 0.37 > pFDR = 0.016, 10 out of 27 units or 37% were responsive during learning and 21 out of 44 or 47.7% were responsive when the animal was proficient). These units are likely engaged during the instrumental shaping of the task that occurs before animals are trained in the go/no–go task and could reflect the motivation and initial attention required to start the trial.

After that initial training, animals are trained to lick in response only to the rewarded stimulus that has no hedonic value at the beginning of the session. The number of responsive units when FR is aligned to odorant onset increased dramatically with learning (Figure 2D, 7.4 vs. 38.6%; chi-squared test, p = 0.004 < pFDR = 0.016). In contrast, for the reward epoch, we found no statistical difference between the number of responsive neurons before and after the animal became proficient (7.6 vs. 14.6%; chi-squared test, p = 0.39 > pFDR = 0.016). Taken together, our results suggest that BF neurons play a role in actively engaging the animal in the task (trial start epoch), in correct odorant discrimination (odor epoch), and responding to the reward (reward epoch) and that learning increases the number of neurons engaged in the odor epoch.



A Subset of the Basal Forebrain Cholinergic Neurons That Are Responsive During Trial Initiation or Conditioned Stimulus Epochs Are Cholinergic

The neuronal makeup of the BF is heterogeneous with glutamatergic, GABAergic, and cholinergic projection neurons, among others (Duque et al., 2007; Zaborszky, 2012). The cholinergics have granted particular attention since they project to the whole cortical mantle and actively participate in cortical plasticity (Conner et al., 2010) and sensory processing (Linster et al., 2001; Pinto et al., 2013). This motivated us to determine whether BF CNs were responsive in any epochs of our self-initiated task in proficient animals. To identify CNs, we used optogenetic tagging (Hangya et al., 2015). We used mice expressing ChR2-EYFP under control of the choline acetyl transferase (ChAT) promoter. Once the behavioral session concluded, we delivered light stimulation (10 trials of 10 50-ms pulses at 5 Hz) through the optic fiber of the optetrode implanted in the BF of mice expressing ChR2-EYFP selectively in CNs (ChR2+ neurons, Figure 3A, see section “Materials and Methods”). The pronounced increase in spiking frequency in a subset of units was not observed in control ChAT-Cre animals (Figure 3B) regardless of the frequency of stimulation (1 or 5 Hz), discarding the possibility that light delivery could generate false spikes due to thermal stimulation (Grosenick et al., 2015).
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FIGURE 3. Cholinergic neuron (CN) optotagging in the basal forebrain (BF). (A) Confocal EYFP fluorescence for a sagittal brain section of a ChAT-EYFP-ChR2 mouse (inset: BF at 63× magnification, bar 10 μm); arrow: fluorescence along the membrane; OB, olfactory bulb). (B) Light pulses (50 ms, blue trace) increase the extracellular spiking activity of neurons in ChAT-ChR2 animals but not in ChAT-Cre controls (inset: response to one light pulse). (C) Representative traces of in vitro voltage clamp recordings of a ChAT-ChR2+ neuron (top) and ChR2– neuron (bottom) after light stimulation (blue). Red trace shows the average response. (D) Representative traces of in vitro whole cell current clamp recordings of ChAT-ChR2+ (n = 7, 7/7 responded to 1 ms Lstim) and ChR2– neurons (n = 9, 3/9 responded to Lstim). Notice the jitter of the response of the synaptically connected ChR2– neuron. (E) Left, latency of light activation of ChR2+ (4.1 ± 0.4 ms) and ChR2– neurons (18.1 ± 3.5 ms, t test, *p < 0.001). Red line: criterion for a neuron to be considered cholinergic. Right, latency histogram of all neurons recorded in vivo (green: latency <10 ms). (F) Scatter plot (top, 20 trials, bar, 1 s) and peristimulus time histogram (PSTH) (bottom, bars, 1 s and 20 Hz) of an identified cholinergic neuron to 10 pulses of a light stimulation at 5 Hz (see criteria in the text).


The BF, however, exhibits intricate local circuitry with abundant cholinergic collaterals terminating in non-cholinergics (Duque et al., 2007), raising the possibility that light-responsive neurons in vivo might not express ChR2. We confirmed the local connectivity by performing in vitro whole-cell patch clamp recordings in acute brain slices from the BF. In the voltage clamp mode, we found that brief light stimulation always elicited inward currents in ChR2+ neurons (Figure 3C). In contrast, non-CNs (identified by their lack of ChR2-EYFP fluorescence, ChR2– neurons) located in close proximity to a neuron expressing ChR2-EYFP (ChR2+) exhibited an array of responses after being transsynaptically activated by optogenetic activation of CNs. A small number of non-CNs (n = 1/10) exhibited an outward current after the cholinergic ChR2+ neurons were activated; some (n = 3/10) exhibited an inward current or a biphasic response (2/10), and most of them (n = 4/10) showed no change (Figure 3C).

To obtain information relevant to the correct identification of CNs in vivo, we studied the latency for light activation of cholinergic ChR2+ and non-cholinergic ChR2– neurons through in vitro current clamp (Figure 3D). We found that there was a clear and significant difference in latency of responses between these neurons (18.1 ± 3.5 ms, n = 3/9 responded for ChR2– vs. 4.1 ± 0.4 ms, n = 7/7 for ChR2+, respectively, t test, p < 0.001) allowing us to establish 10 ms as a cutoff for maximum latency for neurons that were directly activated by light (Figure 3E), in accordance with Hangya et al. (2015). Only three out of nine non-cholinergics exhibited action potential generation after activating neighboring ChR2+ neurons, while all nine ChR2+ neurons responded.

In vivo, we found that 15 out of 186 units (from go/no–go and go/go tasks) exhibited latency <10 ms (Figure 3E). In addition, we used two other properties to classify a neuron as cholinergic: (1) it had to exhibit a statistically significant increase in FR after light stimulation in a paired t test with correction for multiple comparisons, and (2) it had to display a reliability of response of 100% (they had to spike within 200 ms after light stimulation in all 10 trials; Figure 3F and Supplementary Figures S3A–C). CNs, despite their wide and critical role in brain function, are sparsely distributed and account for only 5% of the BF neurons (Gritti et al., 2006). With our conservative criteria, we classified 6 out of 186 (3.2%) units as cholinergic in accordance with the numbers found in other studies (Lin and Nicolelis, 2008; Hangya et al., 2015). We found that three of these six optogenetically tagged CNs responded with a significant change in their FR when the mouse decided to enter the port (3/6 units or 50% of responsiveness, paired t test p < pFDR = 0.025; mean onset latency of FR change, 100 ms ± 100) and when presented with the CS (67% of responsiveness, paired t test p < pFDR = 0.033, Figure 4 and Supplementary Figure S3D). We did not find responses to reward in these six neurons (Figure 4 and Supplementary Figure S3E). Therefore, although CNs are sparse, yielding recording from a small number of units, the changes in FR are clear and consistent from trial to trial, indicating that these neurons are engaged in trial initiation and CS discrimination.
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FIGURE 4. Cholinergic neurons (CNs) respond to trial start in the go/go–no (GNG) task. (A) Top and middle. Examples of responses for units classified as cholinergic. Top, raster plot of 15 trials aligned by trial start (orange dashed line, left) or conditioned stimulus (CS) presentation (right, light blue dashed line: water delivery or reward, bar 50 Hz). Middle, peristimulus time histogram (PSTH). Bottom, mean normalized firing rate (FR) for six identified CNs (increase: orange; decrease: green; no change: gray). Shaded area represents the SD of the mean. (B) Summary of CNs responses. Left, percent responding to tstart (66.7%), CS (83.3%), and reward (0%). Right, comparison of the CNs responses in all events.




DISCUSSION

On the basis of in vivo electrophysiological recordings in freely moving and behaving animals, we demonstrated that neurons from the BF are engaged throughout the decision-making process in a goal-directed task. Transient changes in the activity of BF, specifically the HDB/MCPO and proximity, were found during trial initialization anticipating the stimulus, stimulus discrimination, and in reward association in the go/no–go odor discrimination task. Importantly, the number of units displaying changes in FR increased for the stimulus discrimination epochs as the animal learned to discriminate the odorants. Furthermore, the changes in FR were found to be related to correct outcome in the trial, and the number of units that displayed a change in FR decreased in a go/go task where animals receive reward regardless of the odorant, indicating that BF activity plays a role in correct outcome of the trial. Finally, through optogenetic tagging, we found that BF CNs are involved in this processes.


Basal Forebrain and Anticipatory Activity

The capacity of the brain to correctly respond to environmental cues has been linked in recent years to its ability to predict future outcomes. The anticipatory behavior has been described to improve performance not only by enhancing motor preparedness and reaction time but also by improving perception (Nobre et al., 2007) and more efficiently processing the upcoming sensory input (Bastiaansen and Brunia, 2001; Jaramillo and Zador, 2011). Specifically, baseline rates of neurons in HDB/MCPO BF has been shown to be higher during the acquisition phase of an odor–reward association than during spontaneous investigation or the recall phase of an odor reward association (Devore et al., 2016). Furthermore, neurons in other nucleus of the BF, the nucleus basalis, responded before stimulus onset and continued for seconds after reward delivery in a whisker-dependent tactile discrimination two-alternative forced choice task (Thomson et al., 2014). Interestingly, Thomson et al. (2014) observed that the anticipatory modulation in neuronal FR began ∼1 s before the onset of the mechanical deflection of the whiskers, similar to our results, where we observed anticipatory changes in FR of the BF before the animal enters the odor port. They hypothesized that neurons of the nucleus basalis participated in the circuit defining animal’s expectations in the task (Thomson et al., 2014). In addition, neuronal responses with onsets before the first lick were reported in the olfactory tubercle in a self-initiated water-motivated dry lick instrumental task (Gadziola and Wesson, 2016) and an intermodal selective attention task (Carlson et al., 2018). They found that neurons of the olfactory tubercle fired in anticipation of the expected reward probably to invigorate instrumental training in states of reduced motivation. Finally, in primates, the anticipatory activity of neurons in the caudate nucleus correlates with reward association, expectation, and response latency, probably reflecting the animal’s motivational state (Lauwereyns et al., 2002; Watanabe and Hikosaka, 2005).

In conclusion, there is evidence of anticipatory neuronal activity in different brain regions, suggesting that neuronal activity linked to expectation might play an important role in behavior.

Interestingly, we also found that this anticipatory activity was correlated with behavioral performance, supporting an additional role of early neuronal activity in attaining correct stimulus discrimination. This idea follows the line of evidence suggesting that top–down modulation might be as important as the external stimulus information in sensory processing and perception in the visual system (Gilbert and Sigman, 2007) or other sensory-motor modalities, like the tongue–jaw motor cortex, which anticipatory prestimulus activity can be predictive of licking direction in a somatosensory detection task (Mayrhofer et al., 2019). A recent article found that inhibition of the neuronal activity of the BF using Designer Receptors Exclusively Activated by Designer Drugs (DREADDs) interrupted the ability of rats in increasing their discrimination accuracy in a sustained attention task in response to a high reward probability trials (Tashakori-Sabzevar and Ward, 2018), further suggesting that the BF could play a role in sensory discrimination. In humans, electroencephalogram (EEG)/magnetoencephalogram (MEG) studies have suggested that anticipatory attention could promote desynchronization of oscillatory brain activity (Bastiaansen and Brunia, 2001; Rohenkohl and Nobre, 2011), which would enhance perception. Future studies with electrophysiology or imaging of neural activity imaging are necessary to determine the role of neuronal dynamics of the BF in sensory discrimination during reward expectation.



Cholinergic Neurons and Anticipatory Activity

As mentioned before, the neuronal population of the BF is an intricate heterogeneous network with glutamatergic, GABAergic, and cholinergic projection neurons, among others (Duque et al., 2007; Zaborszky, 2012). Using optogenetic tagging, we identified CNs from our recorded units and found that the activity of CNs were also engaged and modulated during trial initialization, which could participate in the preparation of the decision-making process.

The role of slow changes in ACh concentration, in time scales from minutes to hours, is well established based on the finding that CNs are recruited during arousal (Buzsaki et al., 1988) and that ACh is slowly released and diffuses through the cortical mantle (Munoz and Rudy, 2014). However, recent evidence suggests that fast transient changes (milliseconds to seconds) in ACh may regulate neuronal processes affecting decision-making and behavioral performance in instrumentally cued tasks (Parikh et al., 2007; Lin and Nicolelis, 2008; Pinto et al., 2013; Munoz and Rudy, 2014; Hangya et al., 2015; Gritton et al., 2016). Here, we found that, in a more naturalistic scenario, where the cholinergic system is not permanently engaged, such as a self-initiated (not-instrumentally cued) behavior in freely moving animals, CNs are also transiently engaged. Our data agree with precue changes in cholinergic release that had been directly measured in the prefrontal cortex using choline-sensitive electrode at the millisecond scale, changes that had been directly correlated with sensory cue detection (Parikh et al., 2007). Hence, BF with cholinergic and non-cholinergic-projecting neurons might be an important region to participate in anticipatory behavior and improve animal performance.



Basal Forebrain and Stimulus Discrimination

In addition to the stimulus anticipatory response, we found that BF neurons (including cholinergics) changed their activity when the CS or odor was presented. Afferents from the HDB/MCPO project to the whole olfactory system (Zaborszky, 2012) and has been proposed that GABAergic and CNs are required for proper stimulus discrimination. GABA released from BF projecting neurons into the olfactory bulb (the first brain region involved in the processing of olfactory information) is required to discriminate between similar olfactory cues, in part by inhibiting local inhibitory neurons in the bulb (Nunez-Parra et al., 2013). On the other hand it has also been proposed through in vitro and in vivo electrophysiology that ACh is required for olfactory sensory discrimination and odor memory formation (Fletcher and Chen, 2010; Chapuis and Wilson, 2013; Smith et al., 2015). At the circuitry level, it is believed that acetylcholine regulates olfactory information processing by sharpening the olfactory receptive fields of the output neuron of the olfactory bulb (Chaudhury et al., 2009; Ma and Luo, 2012) and increasing their firing frequency (Rothermel et al., 2014). At the level of the olfactory cortex, acetylcholine has been implicated in increasing pattern separation (Chapuis and Wilson, 2013) and increasing synchronization in the neuronal output of the bulb, which could lead to a more robust and stable learned olfactory representations in the olfactory cortex (de Almeida et al., 2013). Supporting this idea, we found that when animals were trained in a go/go task, it engaged significantly lower BF neurons during the start of the trial and CS presentation.

In other brain regions, cortically implanted choline-sensitive electrode recording in animals performing instrument-initiated detection of a light cue demonstrated that cholinergic neurotransmission is regulated with transient increase within seconds following cue detection superimposed over slower changes in cholinergic activity (Parikh et al., 2007). These transients are thought to be required for proper cue detection and behavioral output (Gritton et al., 2016). For instance, optogenetic regulation of BF CNs elicits fast modulation of neuronal activity in visual cortex, enhancing perception in mice responding to grating orientation (Pinto et al., 2013). Interestingly, in a cue-initiated auditory detection task, optogenetically identified CNs in the BF responded with changes in neuronal activity a few ms after receipt of reward or punishment (Hangya et al., 2015) and not to any other epoch of the behavioral trial, such as stimulus discrimination. Therefore, depending on the behavioral context, there appears to be differences in the dynamics of cholinergic release.

Finally, we found that a substantial number of non-cholinergic BF neurons, but not CNs, responded to water reinforcement. Our finding is consistent with a study that showed that primary reinforcement elicited robust bursting in non-CNs in a go/no–go task initiated by a tone where the animals were freely moving (Lin and Nicolelis, 2008).

In summary, we found that in a self-initiated task, BF cholinergic and non-CNs play a role in decision-making and stimulus discrimination. The behavioral response is in part correlated with BF anticipatory precue activity, which opens new targets and time windows to modulate attention. Finally, our data position the BF as a potential information integrator and a common neuronal pathway to elicit a context-adequate behavioral response.



Speculation on the Role of Basal Forebrain Modulation on Selective Attention in Olfaction and Vision

What is the role of BF neuron modulation of early sensory processing in the olfactory and visual systems? In the visual system, optogenetic activation of BF CNs increases behavioral performance for mice engaged in the discrimination of vertical vs. horizontal drifting gratings (Pinto et al., 2013). Interestingly, cholinergic BF stimulation decreases neuronal synchronized of low-frequency oscillations (1–5 Hz) and increases the power of high-frequency gamma oscillations (60–100 Hz). In the olfactory system, chemogenetic inhibition of GABAergic BF modulation of granule cells in the olfactory bulb produced a reversible impairment in the discrimination of structurally similar odors (Nunez-Parra et al., 2013). Optogenetic stimulation of GABAergic BF inputs to olfactory bulb granule cells produces reliable inhibition of these interneurons (Nunez-Parra et al., 2013) that are key in generating gamma frequency oscillations generating synchronized gamma bursts that efficiently stimulate piriform cortex recurrent circuits that transmit the olfactory information in concentration-invariant odor coding (Schoppa, 2006; Poo and Isaacson, 2011; Bolding and Franks, 2018). The regulation of gamma oscillations by BF input in these sensory systems raises the question whether BF regulates transmission of information through phase amplitude coupling (PAC) mediating selective attention to specific stimuli (Nobre and van Ede, 2018).

Phase amplitude coupling is defined as gamma bursts of information firing at specific phases of low-frequency theta oscillations (4–12 Hz) (Soltesz et al., 1993; Lisman and Idiart, 1995; Chrobak and Buzsaki, 1998). Theta are the most global oscillations in the brain that act as a timekeeper (Siegle and Wilson, 2014) and are coherent across numerous cortical and subcortical structures arguing for its role in transfer of discrete chunks of information (Buzsaki, 2002; Tort et al., 2010). In the olfactory bulb, contextual odorant identity (is the odorant rewarded?) can be decoded from peak theta-phase referenced power of gamma oscillations in animals proficient in odorant discrimination in the go/no–go task but not in mice that have not learned to discriminate the odorants (Losacco et al., 2020) arguing for selective attention filtering of information on relevant stimuli through PAC. In the visual system of the macaque monkey, the strength of theta and of theta-rhythmic gamma modulation was markedly reduced by selective attention-altering information transfer through PAC (Spyropoulos et al., 2018). The engagement of changes in BF activity in different epochs of trials in associative learning tasks shown in this and other studies (Lin and Nicolelis, 2008; Pinto et al., 2013; Hangya et al., 2015; Devore et al., 2016; Gadziola and Wesson, 2016), and the fact that BF activity modulates oscillatory activity in olfactory bulb (Nunez-Parra et al., 2013) and visual cortex (Pinto et al., 2013), raises the question whether BF modulates selective attention within sensory systems or intermodally (Nobre and van Ede, 2018) through modulation of PAC. Whether this is the case requires future studies in the visual and olfactory system of BF regulation of PAC, stimulus decoding by phase-referenced power, and changes in behavioral accuracy by alteration of PAC by modulation of BF activity.



MATERIALS AND METHODS


Animals

All procedures and experiments were approved by the Institutional Care and Use Committee at the University of Colorado Anschutz Medical Campus in accordance with NIH standards. We used 2- to 6-month-old mice from the Jackson Laboratories bred in-house. Mice were kept with water and food ad libitum in a reversed 12 h light cycle, except that, when they were trained for awake behaving recording, they were water restricted (below). To selectively express ChR2 in CNs, we used ChAT-EYFP-ChR2 mice generated by crossing ChAT-Cre mice [B6;129S6-ChatTM 2(cre)Lowl/J, RRID:IMSR_JAX:006410] with Rosa26-floxed-ChR2-EYFP animals [B6;129S-Gt(ROSA) 26SorTM32(CAG–COP4*H134R/EYFP)Hze/J, RRID:IMSR_JAX:012569]. The generated mouse selectively expresses channelrhodopsin 2 (ChR2) under the control of the ChAT promoter.



Optetrode Building

Optetrodes were built as previously shown with custom modifications described in Li et al. (2014). Briefly, four tetrodes consisting of four polymide-coated nichrome wires (diameter, 12.5 μm; Sandvik) were connected to a 16-channel interface board (EIB-16, Neuralynx) and fed through a housing glued to the board. An optic fiber (105 μm diameter, Thor Labs) was also fed through the housing, and the tetrode tips were glued maximizing the distance between them to the end of the bare fiber. Immediately before implantation, the tetrodes were gold plated to an impedance of 200–350 MΩ.



Surgery

Adult mice were anesthetized with an intraperitoneal injection of ketamine (100 mg/kg) and xylazine (10 mg/kg). Mice were implanted in the BF at coordinates of anterior–posterior (AP) of 0.02 mm and medial–lateral (ML) of −1.625 mm, or AP of 1 mm and ML of −1.500 mm with respect to bregma. On the day of the surgery, the optetrode was implanted 200 μm above the final location, and every day, it was lowered to 50 μm until reaching a final depth of dorsal–ventral (DV) of 5 and 4.9 mm, respectively. A screw was also implanted in the skull in the opposite hemisphere (1 mm right and 2 mm posterior of bregma) to serve as ground connector. Light was delivered through the fiber, and recordings were made in order to verify neuronal light responses. The animals were allowed to recover at least 1 week before experiments were performed. Implant location was corroborated through CT scan imaging.



Non-invasive Micro-CT Imaging

All CT imaging protocols were developed at the Animal Imaging Shared Resources (AISR) supported by the University of Colorado Cancer Center (NCI P30CA046934) and the Colorado Clinical and Translational Sciences Institute (NIH/NCATS UL1TR001082). Mice were anesthetized with 2% isoflurane, placed on a warming pad, and inserted into a Siemens Inveon micro-CT scanner (Siemens Preclinical Solutions). A single 3-dimensional (3D) micro-CT image set was acquired for each mouse using Inveon Acquisition Workstation software (IRW v1.5) with the following parameters: 270_ rotation; 240 rotation steps; charge-coupled device (CCD) readout of 2,304/2,048; 4 binnings for matrix size reduction; exposure time of 30 ms with 80 kV voltage and 450 mA current; with a field of view (FOV) of 30 mm. The 6-min acquisition with middle-to-high magnification resulted in effective isotropic resolution of 54 μm (after the Shepp–Logan reconstruction algorithm). Animals were monitored during recovery from the anesthesia and returned to their cages. The images were read with the RadiAnt DICOM Viewer 1.9.16, and measurements were made from the tip of the electrode to the dorsal, ventral, and medial aspect of the skull, taken in the coronal, sagittal, and horizontal view. With this measurements, the CT scan images were registered into an MRI atlas (AtlasView 1.0, Radiology Department Johns Hopkins University) and finally into the Paxinos Mouse Brain Atlas (George Paxinos, 2001). Eight out of 14 animals with correct implant locations were considered in the study.



Behavior

We used instrumental conditioning in freely moving mice in the Slotnick olfactometer (Slotnick and Restrepo, 2005; Doucette et al., 2011). Animals were trained in the go/no–go and go–go behavioral task as explained in detail in Doucette et al. (2011) and Li et al. (2015). Briefly, thirsty animals were trained to discriminate between a rewarded (CS+) and unrewarded (CS–) odor. Each trial was freely initiated by the mouse entering the odor port and breaking a photodiode beam. Once the trial was started (tstart) 1–1.5 s later, the CS was presented for 2.5 s (Figure 1A). After CS delivery, the animal had to stay in the odor port for at least 500 ms for a trial to be considered completed. If not, it was considered a premature exit, and the trial had to be started again. During CS presentation, the animal learned to lick onto the water port at least once in four 0.5-s segments in response to CS+ for a 10-μl water reward. They quickly learned to refrain from licking in response to CS– since no water was rewarded. The animal’s performance was evaluated in blocks (maximum of 10 blocks) of 20 trials (10 rewarded and 10 unrewarded, presented at random). Each block’s percent correct value represents the percent of trials in which the odors were correctly discriminated and associated with the appropriate behavioral action. Each session included 4–10 blocks of 20 trials. Electrophysiological recordings of the segments where the animal reached criteria (80% of correct responses) were considered in this study. For the go–go task, mice were rewarded at random in 70% of the trials regardless of which of the two odors was presented. The odors used were isoamylacetate, phenylacetate, 2-butatnone, ethyl propionate, ethyl butyrate, and mineral oil, all diluted at 1% in mineral oil. Experiments were performed in the afternoon (1–5 PM) under the “light on” cycle.



Electrophysiological Recordings and Spike Clustering

The output of the tetrodes was connected to a 16-channel amplifier (A-M Systems 3500) through a 1× gain headstage (Tucker-Davis Technologies). The signal was amplified 1,000× and was recorded digitally at 24 kHz with a Data Translation DT3010 A/D card in a PC computer controlled with a custom MATLAB (Mathworks) program. Behavioral epochs or events (tstart, CS presentation, water delivery) were also recorded by the A/D board in real time.

The spike clustering method was explained in detail in Li et al. (2015) Briefly, data were filtered digitally between 300 and 3,000 Hz. With custom-written MATLAB programs, each of the 16 channels was thresholded at three times the standard deviation of the mean. Every spike with amplitude bigger than the threshold was imported into a second program (1 ms record per spike) that performed superparamagnetic clustering and wavelet decomposition of the spikes using 13 different wavelets and three principal components for the analysis and previously described (Doucette et al., 2011; Li et al., 2015). A single unit was defined as a unit with a refractory period of 1 ms (Jeanne et al., 2013; Stubblefield et al., 2015) and a violation <2% in the inter spike interval (ISI). Data for multi- and single units were used for analysis. For the go/no–go task, we found that out of 156 total units, 141 were single units. In the case of the go–go task, we registered from 1 multiunit and 43 single units. Identified CNs were all single units (Supplementary Figure S1).



Confocal Imaging

To visualize ChR2-EYFP expression, mice were intracardially perfused with 4% paraformaldehyde and the brains postfixed overnight in the same fixative at 4°C. Thereafter, the brains were placed in a sucrose solution [30% in phosphate-buffered saline (PBS)] until they sank in the solution. Subsequently, they were frozen in dry ice and stored at −80°C. The brains were sliced at 40 μm in a cryostat, mounted on slides, and visualized with a Leica SP5 X confocal microscope.



Delivery of Light Stimulus

A light pulse protocol was delivered to ChAT-ChR2 mice after a successful behavioral session for optogenetic tagging of CNs. A 473-nm blue laser (Shanghai Laser) was used with a maximal power of 5.3 mW (66.3 mW/mm2) measured at the end of the fiber under steady illumination. In the same chamber where the behavior was performed, we delivered 10 pulses of 50-ms duration at a frequency of 5 Hz. The light delivery protocol was repeated 10 times, and only the first pulse on each trial was considered for analysis.



Slice Preparation for in vitro Whole Cell

Choline acetyl transferase-ChR2 mice (2–3 months old) were anesthetized by CO2 inhalation and decapitated. Brains were quickly removed and placed in ice-cold oxygenated sucrose slicing solution composed of (in mM): 234 sucrose, 11 glucose, 26 NaHCO3, 2.5 KCl, 1.25 NaH2PO4 10, MgSO4, and 0.5 CaCl2 (equilibrated with 95% O2 and 5% CO2, pH 7.4). Coronal brain slices (300-μm thickness) were prepared using a Leica VT1200S vibratome (Leica Biosystems). Coronal slices were incubated in prewarmed (36°C), oxygenated artificial cerebrospinal fluid (ACSF; in mM): 126 NaCl, 26 NaHCO3, 10 glucose, 2.5 KCl, 1.25 NaH2PO4, 2 MgCl2, and 2 CaCl2 for at least 30 min before being transferred to the recording chamber, where they will be continuously perfused with ACSF (32°C).



Whole Cell Recording

Positive and negative ChAT-ChR2 neurons in the BF (HDB/MCPO) were visually identified by EYFP expression and differential interference contrast (DIC) on a modified Olympus upright microscope (Scientifca, East Sussex, United Kingdom). Whole cell recording was performed with a Multiclamp 700B amplifier (Molecular Devices Corp.), using recording pipettes with resistance of 3–5 MΩ pulled on a PC10 vertical puller (Narishige International) and filled with intracellular solution containing the following (in mM): 135 potassium gluconate, 20 KCl, 10 HEPES, 0.1 ethylene glycol tetraacetic acid (EGTA), 2 MgATP, and 0.3 NaGTP. Recordings were low-pass filtered at 4 kHz (Bessel filter) and digitized at 10 kHz (Digidata 1440) using pClamp 10.3 software (Molecular Devices Corp.). Series resistances were monitored throughout each voltage-clamp recording with 50 ms and −10 mV steps, and if it changed by >20%, the data were discarded. Evoked synaptic responses were recorded from ChAT+ and ChAT– neurons, and these responses were triggered by light stimulation directly onto the BF area. Light stimulation was evoked by a single mercury-free LED illumination system (CoolED pE-100 series) at 470 nm for 5 ms between 1 and 5% of the maximal intensity of the system. Latencies of evoked responses were analyzed using prewritten code routines in Axograph-X.



Data Analysis

To determine the responsiveness of the units to the different events, we aligned all trials to the starting point of the event and calculated the average FR (in Hz). We performed a paired t test between the FR 1 s before and after the event and corrected the p value for multiple comparisons using the false discovery rate (Curran-Everett, 2000). To display the results, the FR was calculated in 0.1-s bins and normalized per unit to the mean FR, 1.2 s before the beginning of the event for 1 s. To calculate the first bin of responsiveness, we determined the first bin that exhibited a change in normalized FR (either increase or decrease) two times above or below the standard deviation of the mean with a sliding window of six bins used as a baseline.

To determine the latency of the response in vitro in current clamp mode, the mean latency between the beginning of the light pulse to the peak of the voltage change was measured for 15 trials. For in vivo recordings, the mean latency was calculated for 10 trials and defined as the time a spike was detected after the light stimulation and before 200 ms (were another light pulse was given). To identify CNs, the recordings obtained during the behavior and light delivery were processed in batch, and the same units were identified in both recordings. We calculated the latency of the first spike after the first light pulse with a custom program written in MATLAB (Mathworks), with the average of 10 trials defined as the light latency for the unit. To calculate the reliability of the response, a spike had to occur at least once 200 ms before the light was applied, and for 100% reliability, it had to spike during that period of time on each of the 10 trials. To calculate the changes in FR, we calculated the peristimulus time histogram (PSTH) of the 10 trials and performed a pairwise t test between baseline (500 ms–1 s) and 30 ms postlight application. The p value obtained for all the units was corrected for multiple comparisons (Curran-Everett, 2000). Extracellular recording from the electrodes was used to calculate the local field potential (LFP) in the frequency range from 1 to 100 Hz. Time–frequency power decomposition of the LFP was obtained by means of MATLAB’s spectrogram.m function with a 1-s window and 90% overlap. To compare LFP power between genotypes, we utilized Mann–Whitney U test with false discovery rate correction for multiple comparisons (Curran-Everett, 2000).
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FIGURE S1 | (A) Implant location was determined through CT scan imaging (Siemens Inveon animal CT scanner) and posterior electrode registration onto the Paxinos Mouse Brain Atlas (B). The tetrodes can be observed in the BF in the coronal (white arrow) and sagittal CT images (bottom). The resolution of the horizontal CT allows to individually identify single tetrodes (top inset). 10 out of 16 animals were correctly implanted in the BF and included in this study. (C) Example of cluster analysis of one tetrode and one session. The spikes features, waveform, cluster size and inter spike interval (ISI) can be observed for a multi-unit (red) and a single unit (blue). (D) Bar histogram for all the units recorded in the go/no–go task in vivo. Top, single units, bottom, multi units.

FIGURE S2 | (A) Heatmap of the normalized FR of all the units recorded during a Go/noGo task sorted by the delta FR between 1 s before and 1 s after trial start. During a Go/noGo task 24.2 and 25.3% of units responded to tstart during HIT and CR trials, respectively. Out of the 67 units that were recorded during FA trials, only 5,9% changed their FR in response to the tstart. (B) Heat map of the normalized FR of all the neuronas recorded in the Go/Go task. Units that responded to tstart = 18.2%, CS presentation = 9.1% and reward = 4.8% (Chi squared, p < 0.05, corrected for multiple comparisons). (C) Comparison of the percentage of neurons responding to tstart, CS and reward presentation between the Go/noGo and Go/Go task. Statistical significance was determined by a Chi squared corrected for multiple comparisons (p < pFDR = 0.0278, the correction was applied at the same time to the graph in Figure 1E). (D) Table depicting the responsiveness of all the neurons recorded in the Go/noGo task, sorted by the change in FR exhibited during tstart. Notice that a large percentage of these cells (44.9%) did not change their FR significantly in any of the trial epochs, while 6.1% exhibited responses in all epochs. Out of the 31 units that exhibited a statistical decrease in FR during the stimulus presentation, 14 showed a previous increase during trial initialization, suggesting that previous neuronal activity could affect changes in FR later in the trial. However, 15 additional units showing an increase in FR during the odor epoch, exhibited no change in FR during tstart and two had a decrease in FR in response to trial initialization. In the other hand, out of the 12 units that exhibited an increase in FR during the stimulus presentation, 4 also showed an increase during trial initialization, three a decrease during trial initialization, and 5 had no change during this epoch.

FIGURE S3 | (A) Cholinergic units exhibited, in addition to a latency of the first spike after light stimulation smaller than 10 ms, a significant increase in FR after light stimulation (t-test, p < pFDR = 0.0062, corrected for multiple comparisons) and a reliability of response of 100% (B). (C) Cholinergic neurons also exhibited low jitter (mean 4.9 ms). (D) Example of a cholinergic neuron responding at trial initialization (tstart). All the trials are aligned to tstart (time = 0 s, dashed black line) and sorted by odor presentation (orange line). (E) Top: Example of a cholinergic neuron that did not respond to reward. The PSTH was aligned to reward. Bottom: summary of the normalized FR responses to reward of all the identified cholinergic neurons (n = 6). Even though there appears to be a disturbance in the FR a few ms after time = 0, the changes are not statistically significant.
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For sensory systems of the brain, the dynamics of an animal’s own sampling behavior has a direct consequence on ensuing computations. This is particularly the case for mammalian olfaction, where a rhythmic flow of air over the nasal epithelium entrains activity in olfactory system neurons in a phenomenon known as sniff-locking. Parameters of sniffing can, however, change drastically with brain states. Coupled to the fact that different observation methods have different kinetics, consensus on the sniff-locking properties of neurons is lacking. To address this, we investigated the sniff-related activity of olfactory sensory neurons (OSNs), as well as the principal neurons of the olfactory bulb (OB), using 2-photon calcium imaging and intracellular whole-cell patch-clamp recordings in vivo, both in anesthetized and awake mice. Our results indicate that OSNs and OB output neurons lock robustly to the sniff rhythm, but with a slight temporal shift between behavioral states. We also observed a slight delay between methods. Further, the divergent sniff-locking by tufted cells (TCs) and mitral cells (MCs) in the absence of odor can be used to determine the cell type reliably using a simple linear classifier. Using this classification on datasets where morphological identification is unavailable, we find that MCs use a wider range of temporal shifts to encode odors than previously thought, while TCs have a constrained timing of activation due to an early-onset hyperpolarization. We conclude that the sniff rhythm serves as a fundamental rhythm but its impact on odor encoding depends on cell type, and this difference is accentuated in awake mice.

Keywords: olfaction, temporal coding, olfactory bulb, imaging, electrophysiology, active sampling


INTRODUCTION

Features of the world are encoded in the brain as the activity of neurons. A fundamental challenge for sensory neuroscience is to understand the nature of this representation, as well as the mechanisms by which it is formed. Transformation and extraction of sensory information into neural activity, or sensory encoding, occurs both in temporal and spatial dimensions (Smith, 2008; Panzeri et al., 2017). Of the temporal characteristics, cyclic or rhythmical activity is observed ubiquitously across the brain. This may emerge as a network phenomenon, as a population of neurons interacting (Singer, 1999; Buzsáki and Draguhn, 2004), but often in sensory systems, it is a direct consequence of animals’ sampling behaviors (Diamond et al., 2008; Schroeder et al., 2010).

In olfaction, the arrival of volatile stimuli is driven by changes in the chest cavity volume. At rest, this is due to breathing that generates rhythmic intakes of air, bringing pulsatile samples of air into the nasal epithelium. In anesthetized rodents, this is the only mode of rhythmic air intake and occurs at 2–4 Hz. In the awake state, in addition to this basic respiratory rhythm, animals may generate active sampling behavior, which ranges from 2–12 Hz depending on the behavioral state (Welker, 1964; Wachowiak, 2011). For simplicity, here, we refer to all modes of rhythmic air intake as sniffing.

Even in the absence of odors, the rhythmic movement of air is thought to cause activity locked to this rhythm in olfactory sensory neurons (OSNs), at least partially due to mechanosenzation (Grosmaitre et al., 2007; Connelly et al., 2015). This forms the basis of the fundamental rhythm that shapes much of the activity within early stages of olfactory processing (Adrian, 1950; Kay and Laurent, 1999; Cang and Isaacson, 2003; Margrie and Schaefer, 2003; Carey et al., 2009; Cury and Uchida, 2010; Shusterman et al., 2011; Iwata et al., 2017; Moran et al., 2019). This is particularly the case for the principal neurons of the olfactory bulb (OB), mitral cells (MCs) and tufted cells (TCs), that convey the result of the computation of this region. While similar, these two neuron types differ in physiological and anatomical traits. The two cell types can be distinguished by their soma location, distribution of lateral dendrites (Haberly and Price, 1977; Mori et al., 1983; Orona et al., 1984; Fukunaga et al., 2012; Igarashi et al., 2012), and projection targets (Haberly and Price, 1977; Nagayama et al., 2010; Igarashi et al., 2012). Even though both cell types receive excitatory synaptic inputs from the OSNs (Shepherd, 2004), MCs and TCs lock differently to the sniff-rhythm (Fukunaga et al., 2012; Igarashi et al., 2012; Phillips et al., 2012; Jordan et al., 2018a). This difference in sniff-locking in the absence of odors has been suggested as a physiological signature of cell identity, and further, may be the basis of distinct olfactory encoding that the two cell types use (Fukunaga et al., 2012).

To date, sniff-coupled activity in MCs and TCs has been described using both electrophysiological (Adrian, 1950; Cang and Isaacson, 2003; Margrie and Schaefer, 2003; Carey and Wachowiak, 2011; Shusterman et al., 2011; Smear et al., 2011; Fukunaga et al., 2012, 2014; Igarashi et al., 2012; Díaz-quesada et al., 2018; Jordan et al., 2018a,b) and imaging techniques (Iwata et al., 2017; Short and Wachowiak, 2019; Eiting and Wachowiak, 2020) in a variety of brain states. However, it is unclear how sniff-locking under wide-ranging protocols relates to each other, especially given that parameters of sniff patterns, or inputs to the olfactory system, can change drastically between anesthetized and awake states (Welker, 1964; Jessberger et al., 2016). Further, the reliability of cell-type determination from baseline sniff-locking, and what this means for MC vs. TC encoding of odors, needs to be examined. To this end, here, we describe and compare sniff-locking of OSNs, as well as MCs and TCs, using whole-cell patch-clamp recordings and two-photon microscopy in both awake and anesthetized animals. We then apply cell-type identification from baseline sniff-locking in both states to analyze how MCs and TCs encode olfactory information.



MATERIALS AND METHODS

All mice used were bred in-house. C57BL/6 Jax males aged between 5 and 12 weeks or Tbet-cre (Haddad et al., 2013; Jax stock #024507) or OMP-cre (Ishii et al., 2004; JAX stock #006668) mice were crossed with a GCaMP6f reporter line (Madisen et al., 2015; JAX stock #028865) to drive GCaMP6f expression. All animal experiments were approved by the ethics panel of the Francis Crick Institute and the OIST Graduate University, and according to the guidelines of the German animal welfare law.


Surgical Procedures

Acute surgery for imaging: Aseptic surgical technique was applied. Mice were anesthetized using a mixture of fentanyl/midazolam/medetomidine (0.05 mg·kg−1, 5 mg·kg−1, 0.5 mg·kg−1 respectively; 11 mice) or ketamine/xylazine (100 mg·kg−1/20 mg·kg−1 for induction, 10 mg·kg−1 for maintenance; three mice). The depth of anesthesia was monitored throughout by testing the toe-pinch reflex. The fur over the skull and at the base of the neck was shaved and the exposed skin sterilized with a 1% chlorhexidine solution. Mice were then placed on a thermoregulator (DC Temperature Controller, FHC, ME, USA) heat pad to maintain the body temperature at 36.5°C with a temperature probe inserted rectally. While on the heat pad, the head of the animal was held in place with a set of ear bars. The scalp was incised and pulled away from the skull with four arterial clamps at each corner of the incision. A custom head implant was attached to the base of the skull with medical super glue (Vetbond, 3M, Maplewood, MN, USA), and dental cement (Paladur, Heraeus Kulzer GmbH, Hanau, Germany; Simplex Rapid Liquid, Associated Dental Products Limited, Swindon, UK) was applied around the edges of the implant to ensure firm adhesion to the skull. A craniotomy over the left OB (approximately 2 × 2 mm) was made with a dental drill (Success 40, Osada, Tokyo, Japan) and immersed in artificial cerebrospinal fluid [NaCl (125 mM), KCl (5 mM), HEPES (10 mM), pH adjusted to 7.4 with NaOH, MgSO4.7H2O (2 mM), CaCl2.2H2O (2 mM), glucose (10 mM)] before removing the skull with forceps. The dura was then peeled back using fine forceps. A layer of 2% low-melt agarose (Sigma-Adrich, St. Louis, MO, USA) dissolved in the artificial cerebrospinal fluid was applied over the exposed brain surface before placing a 3 mm glass window (borosilicate glass 1.0 thickness) over the craniotomy. The edges of the window were then glued with medical super glue (Vetbond, 3M, Maplewood MN, USA) to the skull.

Recovery surgery for imaging: For implantation of the head-plate, mice were anesthetized with isoflurane in 95% oxygen (5% for induction, 1.5–3% for maintenance). Local (mepivacaine, 0.5% s.c.) and general analgesics (carprofen 5 mg/kg s.c.) were applied immediately at the onset of surgery. For awake imaging, craniotomy and window implantation as above were made at this time. After surgery, animals were allowed to recover with access to a wet diet and monitored daily for 3 days with additional analgesia. After 7–14 days, animals were habituated to the head-fixation situation for at least 15 min on three consecutive days preceding the experiment.



Imaging

Mice were head-fixed and placed under a two-photon microscope (Denk et al., 1990). Anesthetized mice were maintained on a heating pad to keep the body temperature at 36°C. The microscope (Scientifica Multiphoton VivoScope or custom designed by Independent NeuroScience Services, UK) was coupled with a MaiTai DeepSee laser (Spectra-Physics, Santa Clara, CA, USA) tuned to 940 nm (<30 mW average power on the sample) for imaging. Images (512 × 512 pixels) were acquired with a resonant scanner at a frame rate of 30 Hz using a 16× 0.8 NA water-immersion objective (Nikon).




OLFACTOMETRY

Odors were delivered using a custom-made airflow dilution olfactometer (Fukunaga et al., 2012). Odors (Isoamyl acetate, methyl salicylate, salicylaldehyde, eugenol, cinnamaldehyde, ethyl butyrate, all Sigma-Adrich, St. Louis, MO, USA) were presented at 1–5% saturated vapor. Before each experiment, stimuli were calibrated using a photoionization detector (miniPID, Aurora Scientific, Aurora, ON, Canada) so that the concentration profile closely followed a final valve opening. Odors were presented with a minimum inter-trial interval of 20 s, during which high pressure, clean air was passed through the lines to minimize contamination. The flow rate of exchange air, which flows towards the animals when the final valve is not charged, was matched to the flow rate of odorized air, to minimize the tactile component accompanying the odor stimulus.


Whole-cell recordings

Surgery for awake recording. The Head plate was implanted 7 days prior, as described above. On the day of recording, mice were anesthetized with isoflurane as above, and carprofen analgesic was injected (5 mg/kg s.c.). A 1-mm-diameter craniotomy was made overlying the right OB, and the dura was removed. A layer of 4% low-melting-point agar was then applied to the surface of the bulb, ~0.5–1 mm thick, to reduce brain movement. Buffer solution mimicking cerebrospinal fluid (125 mM NaCl, 5 mM KCl, 10 mM HEPES, 2 mM MgSO4, 2 mM CaCl2, 10 mM glucose) was used to fill the recording chamber. The animal would then be transferred to the recording rig, its head fixed above a treadmill, and allowed to wake from anesthesia for 20 min. Whole-cell recordings were then made blindly by descending a 5–7-MΩ borosilicate glass micropipette (Hilgenberg, pulled on a DMZ Universal puller, Zeitz Instruments) filled with the intracellular solution (130 mM KMeSO4, 10 mM HEPES, 7 mM KCl, 2 mM ATP-Na, 2 mM ATP-Mg, 0.5 mM GTP, 0.05 mM EGTA, and in some cases 10 mM biocytin; pH adjusted to 7.4 with KOH, osmolarity = 280 mOsm) through the agar and 180 μm into the OB with high pressure. Whole-cell patch-clamp recordings were obtained in a manner described in Margrie et al. (2002). Membrane voltage recording was made in current-clamp mode. Mitral and tufted cells were recognized as those with an input resistance <150 MΩ, a resting membrane potential between –60 and –40 mV, and an afterhyperpolarization (AHP) waveform conforming to MTC phenotype in an independent component analysis performed as detailed in previous studies (Kollo et al., 2014; Jordan et al., 2018a). Data from M/TCs with morphological reconstructions were from Fukunaga et al. (2012) and Jordan et al. (2018a). For whole-cell recordings without morphology, only those that significantly couple to the sniff rhythm (69/83 cells; Fukunaga et al., 2012) were considered. Of these, 55 cells were recorded long enough to allow multiple trials of odor presentations and thus used for analyses.



Sniff Measurement

The nasal flow was recorded by placing a flow sensor (A3100, Honeywell, NC, USA) externally close to the nostril contralateral to the side of the recording and sampled at 1 kHz. The position of the sensor was manually optimized at the start of each session such that all sniff cycles were captured with a high signal-to-noise ratio.



Data Analysis

Image pre-processing: Motion correction, segmentation, and trace extraction were performed using the Suite2p package (Pachitariu et al., 20161). Putative neuronal somata were automatically identified by segmentation and curated manually. Soma and neuropil fluorescence traces were extracted and neuropil fluorescence was subtracted from the corresponding soma trace. Further analysis was performed with custom-written scripts in Matlab. ROIs corresponding to glomeruli were manually delineated based on the mean fluorescence image. Fluorescence signal from all pixels within each ROI was averaged and extracted as time series. ΔF/F = (F − F0)/F0, where F = raw fluorescence and F0 was the median of the fluorescence signal distribution. In the presented data, 37 ROIs came from mice anesthetized with ketamine/xylazine, and 826 ROIs came from mice anesthetized with the fentanyl-based anesthetic. No MCs from ketamine/xylazine anesthesia are included in the study. Sniff-coupling properties under the two anesthetics were largely similar, thus the two datasets were pooled (see Supplementary Figure S1).

Sniff signals were analyzed in custom-written routines in Matlab and built-in functions in Spike2 (CED, UK). Inhalation peaks were detected in Spike2 using cursor functions for peak detection. Inhalation onsets were the point of zero-crossing immediately before the inhalation peak. Detected events were checked visually. Time to peak inhalation time was defined as the time from inhalation onset to inhalation peak. Sniff duration was calculated as the time between subsequent inhalation onsets.



Inhalation-Triggered Average

Inhalation-triggered membrane potential (Vm) average: action potentials were clipped and for each inhalation onset, Vm during the subsequent 700 ms was collected. This was averaged over all inhalation onsets to obtain the average. For the classifier, the average waveform was down-sampled to 1 kHz and normalized, so the amplitude ranged [0–1]. Peak amplitude was obtained using Matlab’s findpeaks function, where the search was constrained for events larger than 0.8 for normalized traces. To determine if the amplitude of peak is due to significant sniff-locking, the amplitude of the average waveform at the peak location was obtained from a non-normalized trace. This was compared against the maximum amplitude of a randomly aligned average. The random time points were obtained by permuting the observed sniff intervals. For inhalation-triggered action potential (AP) histograms, action potentials in the 700 ms were counted in bins (bin size = 20 ms for display; 10 ms for classifier). Histogram amplitude was normalized to the range [0–1] for the classifier.



Aligning to Random Time Points

To generate randomly aligned waveforms, sniff intervals were randomly permuted with the timing of the first inhalation onset also generated to fall within the mean interval duration. Inhalation-triggered and warped averages were obtained as described for observed sniff timing.



Warping

Subthreshold Vm, AP histogram, and calcium (Ca) signals were interpolated so that for each sniff cycle, time points were “stretched” to run from 0–2π radians (Shusterman et al., 2011), and averaged over all sniff cycles. The sniff cycle was defined from an inhalation onset to the next inhalation onset. The resultant vector was calculated as previously described (Fukunaga et al., 2012). Briefly, at each sniff phase, the amplitude of Vm and calcium transients, as well as the height of the AP histogram, were expressed as the length of the vector pointing in the direction of the sniff cycle phase in polar coordinates. Vectors from all phase points were linearly summed, giving a resultant vector. The direction of this resultant vector is the phase preference. The significance of sniff-coupling was assessed as described previously (Fukunaga et al., 2012).



Fisher’s Linear Discriminant Analysis

A linear classifier was constructed using the fitcdiscr function in Matlab, which implements Fisher’s linear discriminant classifier (Fisher, 1936). This calculates a direction that maximizes between-group variance relative to the within-group variance. Test data is projected on this axis to determine the associated label, using the predict function in Matlab. Classifiers were constructed from morphologically identified MCs and TCs using inhalation-triggered average waveforms. Input data were normalized so that the amplitudes of Vm, histogram height and calcium transient of each cell ranged from [0–1]. Vm and calcium transients were interpolated to 1 kHz, while histogram bin size was 10 ms. For the subsequent prediction of cell-types from awake mice, where no morphology was available, average sniff-triggered waveforms were constructed from sniff cycles with duration ranging between 300 and 500 ms.



Analysis of Odor Responses

t-statistics: For each cell-odor pair, the average firing rate during a 2-s odor presentation and 2 s preceding odor presentation were obtained from each trial, and the overall distribution was compared using Matlab’s t-test function. The T-statistic was then used to infer the magnitude of the evoked response.



Membrane Voltage Change Evoked by Odor Presentation

Action potentials were clipped by interpolating the membrane potential between points before and after each action potential, and the average membrane potential during the 2 s before odor onset was subtracted.




RESULTS


Respiration Patterns, and the Input to the Olfactory Bulb, are Influenced by Animal’s State

Sniffing generates the fundamental frequency of olfactory representations, but its pattern can change dynamically, for example, with brain state (Welker, 1964; Wesson et al., 2008b; Jessberger et al., 2016). To characterize this in our experimental setting, we recorded the nasal airflow of head-fixed anesthetized and awake mice by placing a flow sensor unilaterally, close to a nostril (Figure 1A). To anesthetize mice, we injected ketamine/xylazine or fentanyl/midazolam/medetomidine intraperitoneally. For the awake case, mice had been habituated to head-fixation as described in the methods. Consistent with previous studies, sniff parameters (Figure 1B) are different between anesthetized and awake mice, with shorter sniff intervals, and faster intake of air in awake mice (Figure 1C; interval = 301.8 ± 11.0 ms for awake vs. 411.6 ± 9.2 ms for anesthetized; mean ± standard error of the mean; p < 0.01; time to peak inhalation = 69.9 ± 1.5 ms for awake vs. 88.9 ± 2 ms for anesthetized; p < 0.01, unpaired t-test for equal means unpaired t-test for equal means; n = 21 mice and 12 mice for anesthetized and awake data, respectively).
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FIGURE 1. Two-photon imaging reveals robust baseline locking in olfactory sensory neuron (OSN) terminals with a modest temporal shift across behavioral states. (A–C) Sniff patterns of anesthetized and awake animals. (A) Example flow sensor signals from an anesthetized (top) and awake (bottom) mouse. Inhalation is in the positive direction. The dotted line indicates zero net flow. (B) Illustration of parameters: Inhalation onset = time of zero-crossing; sniff interval = from an inhalation onset to the next inhalation onset. Time to peak = latency to peak from the inhalation onset. (C) Distribution of sniff parameters for anesthetized (purple; n = 21 mice) and awake mice (gray; n = 12 mice). (D) Example field of view showing GCaMP6f fluorescence from OSN terminals on the dorsal olfactory bulb (OB) surface. Scale bar = 100 μm. (E) Examples: inhalation-triggered average sniff waveform for anesthetized (top, purple; 1,090 onsets used) and awake (bottom, black; 3,175 onsets used) mice. Mean ± SEM shown. (F) Inhalation-triggered averages for two example glomeruli from anesthetized (top, purple) and awake (bottom, black) mice. (G) Left: examples of “warped” averages, from anesthetized (top, purple) and awake (bottom, black) animals. Right: the same “warped” examples plotted in polar coordinates. Sniff phase advances anti-clockwise. (H) The approach used to assess the significance of sniff-locking. For each ROI, a sniff-triggered average is obtained by aligning to the observed inhalation onsets or to randomly scattered onsets (100 sets generated). If the peak from alignment to the real onset times (arrowhead) is higher than 95% of the randomly aligned cases, the ROI is said to lock significantly to the sniff rhythm. (I) Left top: inhalation-triggered averages from all ROIs that couple significantly to sniff for anesthetized mice; the fluorescence fluctuation is normalized and shown in grayscale. ROI index was sorted by the time of peak. Left, bottom: distribution of peak times concerning the inhalation onset. Right: the same as left panel, but for awake mice. N = 215 ROIs, seven mice for anesthetized and N = 144 ROIs, four mice for awake. (J) Polar histogram of the preferred phase for all significantly sniff-locked glomeruli for anesthetized (top) and awake (bottom) cases.



This drastic difference in sniffing patterns may influence the nature of sniff-locked inputs arriving in the OB (Wesson et al., 2008a). To assess this, using two-photon microscopy, we measured the GCaMP6f signals from OSN axon terminals on the dorsal OB surface in OMP-cre:Rosa-GCaMP6f mice (Figure 1D). Two-hundred and fifteen glomeruli from seven anesthetized mice and 144 glomeruli from four awake, head-fixed mice were analyzed. To assess how glomerular calcium activity locks to sniff cycles, fluorescence signals were collected and expressed first as inhalation-triggered averages (Figure 1F) or, second, aligned, or “warped,” so that the time axis is expressed with respect to the phase of the sniff cycle (Shusterman et al., 2011; Figure 1G). Each sniff cycle here is defined from one inhalation onset to the next. This averaging revealed characteristic peaks locked to inhalation onsets, indicating consistent activation with the sniff rhythm (Figure 1F). To determine if this sniff-locking is statistically significant, we compared the peak amplitude to those derived from randomly permuted sniff intervals (Figure 1H). We assigned glomeruli to be significantly locked if the observed amplitude exceeded at least 95% of randomly generated cases. Similarly, for the warped averages, we compared the length of the resultant vector to those generated by randomly dispersed intervals (Figure 1H; Fukunaga et al., 2012). This revealed that the majority of glomeruli couple to sniffs significantly (90.2% in anesthetized and 64.6% in awake with inhalation-triggered average; 100% and 90.3% with warped alignment).

In awake mice, despite faster air intake, the time of peak fluorescence is shifted to later compared to anesthetized cases (Figure 1I; 282.7 ± 11.6 ms in anesthetized vs. 344.4 ± 16.5 ms in awake; p = 0.003, unpaired t-test for equal means; 194 and 93 glomeruli for anesthetized and awake states, respectively). Thus, the phase shift between anesthetized and awake (Figure 1J) likely arises as a combination of a change in cycle length and the absolute timing of signal arrival. Overall, the result indicates that OSN input locks tightly in both anesthetized and awake animals, but with a slight temporal shift across the states.



Olfactory Bulb Projection Neurons Exhibit Diverging Sniff-Locking in Anesthetized Animals

While inputs to the OB arrive locked to sniff rhythms, previous studies reported that the sniff-locking diverges in mitral and tufted cells (Fukunaga et al., 2012; Igarashi et al., 2012; Phillips et al., 2012; Jordan et al., 2018a). These studies observed sniff-locking of OB output neurons in electrophysiological measures. Over the past years, fluorescence imaging has become a standard method to study neuronal activity in vivo (Tian et al., 2009; Yang and Yuste, 2017). Many imaging methods still rely on calcium ions and their indicators, which are known to have different dynamics (Akerboom et al., 2012; Chen et al., 2013). It is unclear how the baseline sniff-locking compares when observation methods differ, namely between sub- and suprathreshold membrane potentials from electrophysiology (Figure 2A) and calcium signals obtained by GCaMP6f imaging (Figure 2E). We aimed to establish this relationship first in anesthetized animals, where the sniff rhythm is more regular. As before, we examined the latency from inhalation onset in absolute time and second concerning the phase of the sniff cycle, with the same significance criteria as above.
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FIGURE 2. Divergent sniff-locking of tufted cells (TCs) and mitral cells (MCs) is observable by imaging and electrophysiology. (A–D) Electrophysiology. (A) Experimental scheme; whole-cell patch-clamp recording was performed in mice anesthetized with ketamine/xylazine. Examples of reconstructed TC (top) and MC (bottom) morphology (from Fukunaga et al., 2012). (B) Top left: average membrane potential triggered by inhalation onset, for example, TC. The dotted line represents the start of inhalation. Action potentials (APs) had been clipped. Bottom left: raster plot of AP occurrences for a 700 ms window from the inhalation onset for the same example TC as the top panel. Right: the same but for an example MC. (C) Peristimulus time histogram of APs for all morphologically identified TCs (left) and MCs (right). The histogram height is normalized by the number of inhalation onsets, and bin size = 20 ms. (D) Top: warped subthreshold Vm for example TC (blue) and example MC (red) in polar coordinates. Mean ± SEM shown. Arrows indicate the resultant vectors for the example TC (blue) and MC (red). Middle and bottom: distribution of resultant vector directions for all morphologically identified TCs (blue) and MCs (red) for subthreshold Vm (middle) and AP histogram (bottom). (E–I) Imaging from M/TCs. (E) Experimental scheme; two-photon imaging of GCaMP6f in TCs and MCs from anesthetized mice. Middle and bottom: example field of view showing tufted cells (middle) and mitral cells (bottom). Scale bar = 100 μm and 50 μm for top and bottom. (F) Left: inhalation-triggered averages from all TCs that couple significantly to sniff for anesthetized mice; the fluorescence fluctuation is normalized in amplitude and shown with grayscale, and ROI index sorted by the time of peak. Right: same but for MCs. (G) Left: distribution of peak times for inhalation-triggered average for TCs. N = 863 ROIs, 15 mice. Right: same, but for MCs. N = 315 ROIs. (H) Average fluorescence transients when “warped” and shown concerning the phase of the sniff cycle in a polar plot. Top: normalized waveform for an example TC (blue) and an example MC (red), with corresponding resultant vector. Bottom: averages of normalized waveforms from all significantly coupled TCs (blue) and MCs (red). (I) Distribution of resultant vector directions plotted as a polar histogram. Tick marks correspond to proportions of ROIs.



Electrophysiologically, in anesthetized animals, the membrane potential among morphologically identified TCs peaks 212 ± 14.9 ms after the onset of inhalation. MCs, on the other hand, show peaks immediately after the inhalation onset (Figure 2B; 120.6 ± 45.5 ms since inhalation onset), possibly reflecting depolarizations driven by the previous inhalation. When considering only the depolarization that starts after the inhalation onset, MCs peaked later than TCs, at 404.3 ± 11.7 ms after the onset (p < 0.01, unpaired t-test for equal means; n = 7 cells each for MCs and TCs). This shift in latency is reflected also in the action potential histograms (Figure 2C) and also when expressed with respect to sniff phase [Figure 2D; 95% confidence intervals for resultant vectors = (2.75–5.63) radians for TCs and (0.83–2.66) radians for MCs].

To assess how sniff-locking of MCs and TCs appears when a calcium indicator is used, two-photon imaging of MCs and TCs was performed in anesthetized animals that express GCaMP6f in Tbx21-expressing neurons [Tbet-cre:Rosa-GCaMP6f; (Haddad et al., 2013; Madisen et al., 2015)]. Of 3,048 cells observed in 14 animals, 1,278 were TCs, and 1,770 were MCs, based on soma location and morphology (Figure 2E). Inhalation-triggered averages showed robust and significant locking in 863 TCs and 315 MCs (67.5% of TCs and 17.8% MCs; Figure 2F). Among TCs, the peak time of inhalation-triggered average Ca signals has a clear mode, with an average at 280.1 ± 3.5 ms after the inhalation onset (Figures 2A,H). When compared to the peak times of membrane potential and action potentials, this amounts to average delays of 70 ms and 80 ms, respectively (p = 0.078 and p = 0.055 relative to subthreshold Vm and AP, respectively; unpaired t-test for equal means; n = 7 cells for electrophysiology). In MCs, however, peaks of Ca signal are distributed more broadly without a clear mode (Figures 2G,H). The difference in sniff-coupling between TCs and MCs is evident also when the data is expressed as the preferred sniff phase by warping the Ca signals to sniff cycles (Figure 2I). Overall, baseline sniff-coupling is most clearly observed in TCs with imaging, though with a slight delay relative to electrophysiology, while the observed coupling is less pronounced in MCs.



Olfactory Bulb Projection Neurons Exhibit Diverging Sniff-Locking in Awake Animals

Despite a significant change in sniff patterns, OB neurons have been reported to lock to this rhythm even in awake mice (Cury and Uchida, 2010; Shusterman et al., 2011; Fukunaga et al., 2012; Jordan et al., 2018a). However, with changes in the parameters of airflow, and a resulting change in the dynamics of the signals arriving in the OSN as described above, it is unclear what consequences this has for the MC and TC physiology.

To assess this, we re-analyzed previously reported whole-cell patch-clamp recordings from head-fixed awake mice (Figure 3A; Jordan et al., 2018a). This comprised of nine morphologically identified principal neurons (four TCs and five MCs). Analyzing inhalation-triggered waveforms from periods without odors, morphologically identified TCs show a clear peak both in the subthreshold Vm (Figure 3B) and in the AP histograms (Figure 3C), at 238.5 ± 9.0 ms and 210.0 ± 12.9 ms, respectively. Similar to the anesthetized case, MCs show an early peak (134 ± 18.2 ms after the inhalation onset for subthreshold Vm and 95 ± 30.0 ms for AP histogram), as well as a secondary peak with a latency of 356 ± 107.0 ms (290.0 ± 105.4 ms for AP histogram). Concerning the phase of the sniff cycle, TC and MC depolarizations coincide with exhalation and inhalation phases, respectively [Figure 3D; median = 4.0 radians with 95% confidence interval = (3.39, 4.32) radians for TCs, median = 1.9 radians with 95% confidence interval = (1.71 2.91) radians for MCs; average sniff cycle = 379.2 ± 28.7 ms].
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FIGURE 3. Divergent sniff-coupling is present in awake animals. (A–D) Electrophysiology. (A) The whole-cell patch-clamp recording was performed in awake mice habituated to head-fixation. Examples of reconstructed TC (top) and MC (bottom) morphology (from Jordan et al., 2018a). (B) Top left: inhalation-triggered average Vm for example TC. The dotted line represents the start of inhalation. Bottom left: raster plot of APs in the 700 ms window from the inhalation onset for the same example TC. Right: the same but for an example MC. (C) Peristimulus time histogram of APs for all morphologically identified TCs (left) and MCs (right) with histogram height normalized by the number of inhalation onsets. (D) Top: Subthreshold Vm for example TC (blue) and example MC (red) expressed as warped average on the polar coordinates. Mean ± SEM shown, with corresponding resultant vectors (arrows). Middle and bottom: distribution of resultant vector directions for all morphologically identified TCs (blue) and MCs (red) for subthreshold Vm (middle) and AP histogram (bottom). (E–I) Imaging from M/TCs. (E) Two-photon imaging of GCaMP6f in TCs and MCs from awake mice. (F) Left: inhalation-triggered averages from all TCs that couple significantly to the sniff cycle for TCs; fluorescence amplitude range normalized to 0–1, and ROI index sorted by the time of peak. Right: same but for MCs. (G) Left: distribution of peak times for all TCs. N = 341 ROIs, eight mice. Right: same, but for MCs. N = 64 ROIs, four mice. (H) Average “warped” fluorescence transients in a polar plot. Top: normalized waveform for example TC (blue) and an example MC (red), with corresponding resultant vectors. Bottom: averages of normalized waveforms from all significantly coupled TCs (blue) and MCs (red). (I) Polar histogram of resultant vector directions. Tick marks correspond to proportions of ROIs.



To assess how calcium signals compare with the above result, the fluorescence signal was measured from 495 TCs and 357 MCs from eight Tbet-cre:Rosa-GCaMP6f mice (Figure 3E). Of these, the majority of TCs (68.9%) lock significantly to the sniff rhythms (Figure 3F), as measured by the peak amplitude of inhalation-triggered average. As with the anesthetized case, only a small proportion of MCs (17.9%) lock significantly to sniffs, with a more dispersed distribution of peak latencies (Figure 3G). The difference between MCs and TCs is apparent also when analyzed using the sniff cycle phase [95% confidence interval for preferred phase = (5.19–5.58) radians for TCs and (0.42–2.07) radians for MCs; Figure 3H]. On average, the calcium signal is delayed in a manner that is similar to the anesthetized data above average peak time difference = 102 ms relative to AP histogram and 74 (ms relative to subthreshold membrane potential). Overall, our results indicate that distinct locking is preserved in awake animals and can be observed with imaging, though less robustly in mitral cells.



Reliable Prediction of Cell Type Based on Sniff-Locking Activity

So far, our analyses focused on morphologically identified MCs and TCs. However, the distinct locking patterns, especially when measured with electrophysiology, raise the possibility that cell types can be determined from physiological signatures alone. To this end, we constructed three Fisher discriminant classifiers (see “Materials and Methods” section; Fisher, 1936) using data from morphologically identified neurons. The three classifiers are to distinguish MCs vs. TCs based on: (1) subthreshold membrane potential; (2) AP patterns; and (3) calcium signal. The performance of the classifiers was validated using a leave-one-out test, where training data comprised average waveforms from all but one cell. This remaining data was used to test the prediction accuracy (Figure 4A). This simple classifier can distinguish between MCs and TCs in the anesthetized case (100% for Vm, 85.7% for AP discharge and 73.9% for calcium signal; n = 14 morphologically identified cells; Figure 4Bi). This accuracy exceeded that for random datasets, where the average waveforms were generated by aligning to random time points in the recording. Classifiers for the awake data were generated separately using data from awake animals. Here, the accuracy is generally somewhat lower [66.7% for Vm, 88.9% for APs, and 73.7% for calcium signal (Figure 4Bii)] but still substantially and significantly above chance. In conclusion, the identity of OB output neurons can be accurately estimated based on their baseline sniff-locking activity (Figure 4C).
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FIGURE 4. Mitral and tufted cells can be discriminated reliably based on baseline sniff-coupling. (A) Approach for classification: inhalation-triggered averages of subthreshold Vm signals were extracted from morphologically identified TCs and MCs. A linear classifier (Fisher discriminant classifier) was constructed based on these and the cell type (“Labels”), such that a discriminant direction maximizes the across-group variance against within-group variance. Two additional classifiers are constructed for inhalation-triggered AP histograms and Ca transients. (B) Prediction accuracy for test data: classifier was constructed based on all but one cell, and the predicted identity of the test data was compared against the true identity and repeated for all cells to obtain accuracy (% correct; green dotted lines). The random performance was evaluated by predicting the identity of randomly aligned traces, repeated 100 times to obtain the gray curve. Classifiers were constructed and tested separately for anesthetized (Bi) and awake (Bii) data. (C) Dependence of classifier accuracy on the identity of the neurons.





Classification Analysis Reveals Distinct Odor-Evoked Responses of Putative MCs and Putative TCs

Our demonstration above indicates that a linear classifier can reliably assign OB output neurons as MCs or TCs based on their baseline sniff-locking activity. We wished to apply this classification method to whole-cell patch-clamp data from putative M/TCs where no morphological data is available for identification (Figure 5A). We refer to these as “blind” recordings for convenience. Inhalation-triggered averages of Vm or AP histograms were obtained and used to predict the cell type using the Fisher discriminant classifiers generated from morphologically identified cells. Of the 55 cells from anesthetized mice, 33 cells were classified as putative TCs (pTCs) and 22 as putative MCs (pMCs). To validate the classification performance, we compared how well results for Vm-based classification and AP-based classification match. Comparison of the predicted classes indicated that the two classifiers match in 82% of the cases for anesthetized and 76% cases for awake animals, significantly above chance (Figures 5B,H; above 100/100 shuffled control for anesthetized and awake cases).
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FIGURE 5. Cell type-specific analysis of evoked responses reveals excitability difference and amplification of the difference in awake animals. (A–F) Analysis of evoked responses from anesthetized mice. (A) Whole-cell patch-clamp recordings from OB output neurons in anesthetized mice with odor presentations. (B) Predicted cell types from the Vm-based classifier and AP-based classifier were compared. Consistency expressed as % of cells where the prediction matched (dotted black line). Random matches were obtained by shuffling the cell orders using random permutation and repeated 100 times to obtain the distribution (gray line). (C) Example excitatory response (top) and inhibitory response (bottom) to odors from putative tufted cells. The odor presentation was for 2 s. (D) Same as (C) but for mitral cells. (E) Overview of evoked responses; the average number of action potentials per 500 ms bin was converted into Hz and displayed as a color map. The cell index was sorted according to the mean evoked firing rate. N = 165 tufted cell-odor pairs (left) and 116 mitral cell-odour pairs (right). (F) Statistics of evoked firing rates; average firing rate during 2-s odor presentation was compared against that during the baseline period (2 s before odor onset) and expressed as a t-statistic; histograms of t-statistics for putative TCs (blue bars) and putative MCs (red bars). (G,L) as (A–F) but for awake animals. (G) Analysis of whole-cell patch-clamp recordings from awake mice habituated to head-fixation and odor presentations. (H) The plot of classification consistency as in (B) but for awake data. (I) Example excitatory response (top) and inhibitory response (bottom) in a putative TC. Scale bar = 20 mV. (J) Same as (I) but for putative MCs. (K) Overview of firing rates around the time of odor presentation (2 s), with cell index, sorted according to the amplitude of evoked responses. (L) Distribution of evoked response amplitude as in (F).



This high consistency in classification led us to compare how pMCs and pTCs respond to odors (Figures 5C,D). 165 cell-odor pairs for pTCs and 116 cell-odor pairs for pMCs were analyzed from anesthetized mice. To get an overview, APs were counted in 500 ms bins and converted to firing rate (in Hz) as a color map (Figure 5E). Also, to assess if evoked firing rates deviated from baseline firing rates, the average firing rate during 2 s of odor presentation was compared to that just before the odor presentation and expressed as a t-statistic (Figure 5F). This revealed that pTCs tend to show more excitatory responses to odors compared to pMCs, both in anesthetized (p = 0.007, two-sampled KS test on t-standardized firing rates) and awake (p = 0.02, n = 27 MC-odor pairs vs. 24 TC-odor pairs, two-sample KS test; Figures 5G,I–K) cases. This is consistent with previous data showing greater excitability in TCs relative to MCs (Nagayama et al., 2004; Fukunaga et al., 2012; Burton and Urban, 2014; Livneh et al., 2014; Jordan et al., 2018a). Notably, both the proportion and the magnitude of inhibitory responses were larger in awake mice, in particular for pMCs (Figure 5L; p < 0.01, two-sample KS test).

Taken together, this demonstrates that electrophysiological recordings, even where no morphological data is available, can be classified well above chance, though not perfectly, based on baseline sniff-coupling to reveal distinct olfactory representations by MCs and TCs, and further, to reveal state-dependent differences.



Odor-Evoked Phase Shift in Putative MCs and Inhalation-Linked Hyperpolarization in Putative TCs

In addition to the overall firing rates, MCs and TCs are known to differ in fine temporal patterns during excitatory evoked responses, where TCs modulate firing rates while MCs use phase advance (Fukunaga et al., 2012; Igarashi et al., 2012). This is thought to arise from a greater inhibition experienced by MCs in the absence of odor (Fukunaga et al., 2012, 2014), which in turn can be overcome when excitatory olfactory inputs arrive (Fukunaga et al., 2012).

Since only a small number of morphologically identified neurons were included in the previous study, we applied the classifier analysis so that larger, “blind” datasets can be analyzed on this time scale (Figures 6A–C). After classification, for each cell type, data were grouped based on the mean evoked firing rate and plotted as peristimulus time histogram from the onset of inhalation (Figure 6D). In anesthetized mice, during excitatory responses, pTCs generated APs at a largely similar time to the baseline timing (peak time = 160 ± 9.4 ms vs. 150 ± 14.1 ms since inhalation onset, during odor and before odor periods, respectively; p = 0.48, paired t-test for equal means; n = 34 cell-odor pairs). On the other hand, pMCs advanced APs in a graded manner such that APs were observed earlier for responses with greater average evoked firing rates (peak time = 206.7 ± 13.7 ms vs. 268.6 ± 11.9 ms since inhalation onset for excitatory odors and before odor periods, respectively; p = 0.002, paired t-test for equal means; n = 21 cell-odor pairs). Remarkably, odor-evoked APs in some pMCs preceded that of pTCs, indicating that MCs may be able to respond even earlier to odor than TCs, particularly in awake mice (Figures 6F–J). When comparing the odor-evoked membrane potentials of pMCs and pTCs, we found that pTCs consistently exhibit a marked hyperpolarization immediately after the inhalation, both in awake and anesthetized mice (Figures 6E,J). This hyperpolarization is not observed consistently among pMCs (Figures 6E,J). Thus, our results indicate that MCs use a wide range of timing to represent odors, while inhibitory mechanisms likely operate to constrain the timing of TC action potentials during excitatory responses and this difference is accentuated in awake mice.
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FIGURE 6. Early-onset hyperpolarization constrains the timing of responses in putative TCs.  (A) Whole-cell patch-clamp recordings from anesthetized mice. (B) AP histogram is relative to the inhalation onset for all putative TCs (pTCs; blue) and pMCs (red) during odor. (C) Examples of excitatory responses for TC (left) and MC (right), on a fine time scale. The vertical bar represents the onset of the first inhalation after odor onset. Scale bar = 100 ms and 10 mV. The horizontal dotted line is the average Vm before the odor. (D) AP histogram is relative to the inhalation onset. Responses are grouped by the mean evoked firing rate during odor as indicated on the right. Averages of 88, 47, 15, and 10 TCs and 74, 20, 16, and 4 MCs for respective groups. (E) Average Vm relative to the inhalation onset during baseline (top) and excitatory responses (bottom) for putative TCs (left) and putative MCs (right). The average Vm from the baseline period has been subtracted. The amplitude of evoked responses shown as a color map. (F) Whole-cell patch-clamp recordings from awake mice. (G) Same as (B) but for awake data. (H) Examples of excitatory responses for tufted (blue) left and mitral (right) cells. AP histogram is relative to the inhalation onset, grouped by the evoked firing rate. (I) AP histogram relative to the inhalation onset expressed as Hz, for excitatory (brown) and inhibitory (green) responses (n = 10 and 2 cell-odor pairs for pTCs and 5 and 13 cell-odor pairs for pMCs). The baseline AP histogram is shown in gray. (J) Mean Vm for cell-odor pairs with excitatory responses relative to the inhalation onset for putative TCs (left) and for putative MCs (right), with mean Vm during baseline period subtracted.






DISCUSSION

Sensory representations in the brain often closely reflect the properties of the incoming signals. Understanding this despite changes in conditions, both in the animal’s state, as well as methods of observation, inevitably requires direct comparisons. Here, we investigated how early stages of olfactory processing are shaped by the sniff rhythm in anesthetized and awake mice using electrophysiology and imaging. We show that the nature of sniff-locking can be observed even with imaging at the single-cell resolution, but with a temporal shift relative to electrophysiology, and across states. We demonstrate that a simple linear classifier can distinguish MCs vs. TCs based on their sniff-locking and use it to reveal that the latter experience early-onset hyperpolarization, which may be a mechanism to constrain the timing of excitatory responses. Finally, we show that the difference in the properties of odor encoding between MCs and TCs is accentuated in awake animals.


Baseline Sniff-Locking Across Methods and States

Our goal was to apply the same sniff measurement and analysis to relate sniff-locking under different methods and brain states. When measured with whole-cell patch-clamp recordings in neurons with average firing rates of 0–10 Hz, sniff-locked activations range over amplitudes of about 10 mV (Cang and Isaacson, 2003; Schaefer and Margrie, 2007; Fukunaga et al., 2012; Kollo et al., 2014; Jordan et al., 2018a,b). This is a moderate range of modulation, but as a previous calcium imaging study reported with population averages (Iwata et al., 2017), we found that sniff-locking is present in the GCaMP6f signal, even at the single-cell level. We observe important differences, however. As expected from different kinetics (Akerboom et al., 2012; Chen et al., 2013), a slight delay was observed in the Ca signal, by 75–100 ms relative to the AP firing measured by patch recordings. This fits with the kinetics of GCaMP6f which was reported to have a rise time of ~50 ms and a decay time of ~150 ms in Layer 2/3 pyramidal neurons in the mouse visual cortex V1 in vivo (Chen et al., 2013).

Consistent with previous studies (Carey et al., 2009; Iwata et al., 2017; Moran et al., 2019), we found that OSN input signals lock to sniff rhythms, both in anesthetized and awake animals. We observed a modest increase in latency to peak in awake mice. At first glance, this may seem inconsistent with a previous study (Iwata et al., 2017), which described a phase advance with increased frequency of artificially-induced nasal airflow. However, the change in Ca dynamics in our hands may be due to an additional change in air velocity, or a possible modulatory influence that accompanies changes in the brain state. The difference in the baseline sniff-locking, as well as in the responses to odors, that exists between the two brain states may be due both to the dynamics of airflow, as well as modulatory influences. For example, in a study where the flow of air was experimentally controlled via double tracheotomy in anesthetized mice, changes in the frequency of ventilations revealed frequency-dependent filtering properties of the OB output, which were not predicted linearly (Carey and Wachowiak, 2011). Further, a study in awake, behaving mice reported that changes in sniffing frequency cause opposing effects on the two classes of OB output—TCs tend to depolarize with faster sniffs, while MCs tend to hyperpolarize (Jordan et al., 2018b). Thus, changes in the dynamics of airflow may recruit OB circuits in a complex manner. As for the modulatory input, almost all regions that are known to project to the OB and modulate its physiology, including the basal forebrain (Zhan et al., 2013; Rothermel et al., 2014), locus coeruleus (Jiang et al., 1996), and the dorsal raphe nuclei (Petzold et al., 2009), are potential targets of anesthetics (Laalou et al., 2008; McCardle and Gartside, 2012; Vazey and Aston-Jones, 2014). Changes in the level of modulatory inputs may, therefore, explain some of the state-dependent differences described here.

We observed OSN sniff-locking, in general, to be somewhat variable, as a previous study also described (Iwata et al., 2017). In contrast, within the OB, especially for TCs, the peak distribution was markedly sharper. Similarly, compared to the case with OSN terminals, the fraction of sniff-locked OB neurons remains similar in the awake state. While it is beyond the scope of this study to determine the mechanisms, this may reflect additional circuit properties of the OB, such as inhibition, that sharpens the temporal patterns (Margrie and Schaefer, 2003). Indeed, many inhibitory neurons in the OB, including juxtaglomerular (Kato et al., 2013; Miyamichi et al., 2013) and GCs (Cang and Isaacson, 2003; Margrie and Schaefer, 2003; Cazakoff et al., 2014), show sniff-locking themselves (Fukunaga et al., 2014). Future experiments will reveal a more complete circuitry, perhaps dedicated to each stream of information, in refining activity driven by rhythmic inputs.



Parallel Streams of Olfactory Processing

While the ability to analyze olfactory representations in a cell-type-specific manner is crucial, for some techniques such as electrophysiology in vivo, cell-type identification has remained difficult. This is especially the case when relying on morphological reconstruction, which limited sample sizes to date (Fukunaga et al., 2012, 2014; Díaz-quesada et al., 2018; Jordan et al., 2018a). Even though the performance of the linear classifiers is not perfect, the potential to include a far larger sample size for analyses may be advantageous when exploring cell-type-specific olfactory encoding. In our hands, the accuracy of the classifier performance critically depends on the precision of extracted sniff events, which ultimately depends on the quality of recorded sniff waveforms. Also, as many cell types exist in the OB, including small excitatory neurons without lateral dendrites (Hayar et al., 2004; Antal et al., 2006), as well as a large number and variety of inhibitory neurons that spike (Margrie and Schaefer, 2003; Murphy et al., 2005; Pressler and Strowbridge, 2006; Eyre et al., 2008), it is important that some effort is made to restrict the analysis to putative M/TCs, which are large, show prominent after-hyperpolarizations (Kollo et al., 2014) and lock robustly to sniff rhythms at baseline.

A surprising outcome of the wider cell-type-specific analysis was the discovery of early-onset hyperpolarization during excitatory odor responses among TCs. It is possible that constraining the timing of olfactory responses in TCs is more important than previously thought, with hyperpolarization possibly playing a key role to ensure precision (Schaefer et al., 2006). The difference in the way MCs and TCs respond to odors leads to the question of decoding mechanism and computations downstream (Giessel and Datta, 2014). One of the areas that TCs preferentially project to is the olfactory tubercle (Scott et al., 1980). Recordings from this area indicate that only a small fraction (~20%) of neurons here show sniff-locked evoked responses (Payton et al., 2012; Rampin et al., 2012). On the other hand, neurons that show robust sniff-locked responses are common in the piriform cortex (Rennaker et al., 2007; Poo and Isaacson, 2009). However, the majority of recordings to date are from the anterior piriform cortex, which is known to receive projections from both MCs and TCs (Haberly and Price, 1977; Igarashi et al., 2012). While recordings from the posterior piriform cortex remain scarce, more neurons here seem to be sensitive to timing information (Haddad et al., 2013). It will be an intriguing future study to resolve how decoding mechanisms may differ between secondary olfactory areas that participate in parallel information processing, and ultimately, how the two streams of information guide animal behavior.
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AMPA-type glutamate receptors in the CNS are normally impermeable to Ca2+, but the aberrant expression of Ca2+-permeable AMPA receptors (CP-AMPARs) occurs in pathological conditions such as ischemia or epilepsy, or degenerative diseases such as ALS. Here, we show that select populations of retinal ganglion cells (RGCs) similarly express high levels of CP-AMPARs in a mouse model of glaucoma. CP-AMPAR expression increased dramatically in both On sustained alpha and Off transient alpha RGCs, and this increase was prevented by genomic editing of the GluA2 subunit. On sustained alpha RGCs with elevated CP-AMPAR levels displayed profound synaptic depression, which was reduced by selectively blocking CP-AMPARs, buffering Ca2+ with BAPTA, or with the CB1 antagonist AM251, suggesting that depression was mediated by a retrograde transmitter which might be triggered by the influx of Ca2+ through CP-AMPARs. Thus, glaucoma may alter the composition of AMPARs and depress excitatory synaptic input in select populations of RGCs.

Keywords: glaucoma, AMPA receptors, ganglion cells, paired-pulse depression, optogenetic stimulation, current-voltage relation, ocular hypertension


INTRODUCTION

Glaucoma is a neurodegenerative disease of retinal ganglion cells (RGCs) often associated with elevated intraocular pressure (IOP). Several mouse models have been developed to induce IOP, including injection of microspheres which reduce aqueous outflow through the trabecular meshwork, causing a long-lasting increase in ocular pressure (Sappington et al., 2010). Within 1 week following the elevation of IOP, there are several morphological and functional changes in RGCs including deficits in axonal transport (Buckingham et al., 2008; Crish et al., 2010; Calkins, 2012; Ward et al., 2014), loss of dendrites and sites of synaptic contacts (Della Santina et al., 2013; El-Danaf and Huberman, 2015), spontaneous and light-evoked responses (Holcombe et al., 2008; Frankfort et al., 2013; Chen et al., 2015; Pang et al., 2015; Tao et al., 2019) and membrane excitability (Risner et al., 2018). However, it is currently unclear whether these previously described changes contribute directly to RGC death, or whether other yet to be described changes are critical.

There has been a long-standing interest in the contribution of aberrant glutamate receptor expression to the underlying etiology of glaucoma (reviewed in Almasieh et al., 2012). While early studies focused on the contribution of highly Ca2+-permeable NMDA receptors, recent studies have focused on the role of Ca2+-permeable AMPA receptors (CP-AMPAR; Wang et al., 2014; Cueva Vargas et al., 2015; Wen et al., 2018). CP-AMPARs are upregulated at synapses in response to several pathological conditions such as ischemic insult (Liu et al., 2004; Noh et al., 2005; Kwak and Weiss, 2006), ALS (Kwak et al., 2010; Yamashita et al., 2013), Alzheimer’s and Parkinson’s disease (Kobylecki et al., 2010; Whitehead et al., 2017), and drug addiction (Shukla et al., 2017). Permeability to Ca2+ is determined by the absence or presence of the GluA2 subunit. This subunit contributes a positively charged arginine residue to the channel pore, preventing passage of Ca2+ and Zn2+ (Cull-Candy et al., 2006; Bowie, 2012). The presence of this arginine depends on the RNA editing enzyme ADAR2 (Lomeli et al., 1994; Higuchi et al., 2000; Horsch et al., 2011). In the unedited form of GluA2, neutral glutamine is expressed, allowing for Ca2+ permeation. Thus AMPARs are permeable to Ca2+ if they lack GluA2, or contain an unedited form of the subunit. In response to pathological conditions, it appears that AMPA receptors can be remodeled to increase Ca2+ permeability via either mechanism.

Under normal conditions, CP-AMPAR also plays important roles in the induction and maintenance of synaptic plasticity in several brain regions. In the cerebellum, where it was first described, high-frequency stimulation of presynaptic parallel fibers drives the rapid replacement of CP-AMPARs with Ca2+-impermeable AMPARs (CI-AMPAR). The initial event that triggers this plasticity is Ca2+ influx through the CP-AMPAR itself (Liu and Cull-Candy, 2000). Insertion of CP-AMPARs is a critical step in the consolidation of fear-driven memories (Clem and Huganir, 2010; Liu et al., 2010; Rao-Ruiz et al., 2011; Hong et al., 2013). One consequence of a switch from CI- to CP-AMPAR is a change in postsynaptic excitability (Savtchouk and Liu, 2011; Liu and Savtchouk, 2012), but local increases in Ca2+ via influx through CP-AMPARs may have other consequences as well. Here we show that 2 weeks of ocular hypertension (OHT) is sufficient to remodel AMPARs in α On and α transient Off, but not α sustained Off RGCs. Interestingly, amongst the alpha type RGCs, the Off transient type appears more susceptible to degeneration in OHT models than other types, although there is some subtype variability depending upon the parameters that are being measured (Della Santina and Ou, 2017). AMPARs displayed increased voltage-dependent block by spermine, consistent with increased CP-AMPARs expression (Bowie and Mayer, 1995; Donevan and Rogawski, 1995; Kamboj et al., 1995; Koh et al., 1995). The remodeling of AMPARs as a result of OHT was not observed in a mouse line in which the GluA2 editing was built-in using transgenic substitution of arginine for glutamine at the Q/R site, suggesting that the remodeling is accomplished by reduced RNA editing of GluA2, rather than removal of the subunit.

We also find, using an optogenetic approach, that OHT decreases synaptic gain at bipolar to α On RGC synapse. Interestingly, a decrease in synaptic gain, most evident at low stimulus intensities, was observed previously in a variant of CP-AMPAR plasticity in which Ca2+ influx through NMDA receptors drives replacement of CI-AMPARs with CP-AMPARs in the same type of RGC (Jones et al., 2012). Thus two different experimental conditions, chronic elevation of ocular pressure, or acute NMDA receptor activation, converge onto the same cell type to elevate CP-AMPARs and decrease synaptic gain. We also find a functional link between the remodeling of AMPARs and decreased synaptic gain and present evidence consistent with the idea that CP-AMPARs provide a route of Ca2+ influx to activate a retrograde messenger that reduces transmitter release from the presynaptic bipolar cell. Increased expression of CP-AMPARs may be a strategy to reduce synaptic input onto compromised RGCs in response to stressful conditions such as OHT.



MATERIALS AND METHODS


Animals

Mice of either sex were used in this study. Mice were obtained from The Jackson Laboratory. For experiments in dark-adapted retinas, C57Bl/6j was used. For identification of α RGCs, we crossed the Kcng4cre (029414) with a Td-Tomato Cre reporter line (Ai14). For channelrhodopsin2 (ChR2)-mediated depolarization of Type 6 bipolar cells, we crossed CCKcre (012706) with a line that expressed ChR2 following cre-mediated excision of an upstream STOP sequence (Ai32). The ADARB1−/− Gria2R/R mouse line (Adarb1tm1phs- Gria2tm1.1phs/Mmnc) was obtained from the MMRRC (034679-UNC). These mice will be referred to as GluA2R/R.



Bead Injection

All procedures were following the animal care guidelines for the University of Nebraska Medical Center Institutional and Animal Care Use Committee. Animals were anesthetized with isoflurane, pupils were dilated with 1% tropicamide ophthalmic solution (Bausch and Lomb), and anesthetic drops (0.5% proparacaine hydrochloride; Bausch and Lomb) were applied to one eye. The anterior chamber was injected with 10 μm polystyrene microbeads (cat #F8834, Invitrogen). The bead suspension was concentrated by centrifugation of 200 μl of the solution followed by removal of 150 μl supernatant. For the delivery of beads, glass tubing (type 7052, King Glass) was pulled to a diameter of 50 μm using a vertical puller (Narishige). The pipet was type filled with 1–2 μl of hyaluronate (Provisc, Alcon) followed by 1–2 μl of bead solution. Injection of hyaluronate before removing the pipet sealed the entry hole of the pipet and prevented the efflux of the beads. Beads were ejected using a manual microsyringe pump (World Precision Instruments). Following the injection, the antibiotic ciprofloxacin was applied to the eye. Control retinas were either from uninjected or sham injected eyes. No statistical difference in results was observed between these two groups. IOP measurements were made in both eyes with the TonoLab tonometer beginning 1–2 days before bead injection and once every 3 days for 18 days after injection. IOP was measured in anesthetized animals.



Preparation of the Retina

For experiments that measured light responses, mice were dark-adapted overnight before killing them with CO2 inhalation followed by cervical dislocation. Retinas were isolated under dim red light and retinas were incubated in a solution containing collagenase and hyaluronidase dissolved in oxygenated (95% O2 and 5% CO2) Ames media (Sigma-Aldrich) at room temperature 15–30 min to aid in penetration of the inner limiting membrane (Schmidt and Kofuji, 2011). Retinas were then mounted in the recording chamber and held in place with a slice anchor (Warner Instruments) and perfused with Ames bubbled with 95% O2 and 5% CO2 at a rate of 4–6 ml/min. For optogenetic and puffing experiments, mice were dark-adapted for 1 h before sacrifice, and all manipulations were carried out in room light.



Imaging

Ten micrometer Alexa488 Hydrazide (ThermoFisher; catalog #A10436) and 0.5% Neurobiotin (Vector Labs; catalog #SP-1120) were added to the normal internal solution. After recording, retinas were fixed in 4% paraformaldehyde for 30 min, washed in PBS three times, and then incubated in a blocking solution of 5% donkey serum, 1% Triton X-100 and 0.5% DMSO in PBS for 1 h at room temperature. Retinas were then incubated in blocking solution and goat anti-ChAT primary antibody (1:100; Millipore Sigma, catalog #AB144P) and Texas Red-conjugated streptavidin (Vector Labs; catalog #SA-5006) for 5 days at 4°C. Retinas were then rinsed 3× and incubated for 2 h in Texas red-conjugated donkey anti-rabbit secondary (1:100; ThermoFisher; catalog #PA1-28662) at room temperature, washed 3× in PBS, and mounted with Slowfade antifade (ThermoFisher catalog #S2828). Images were taken with a Nikon A1 confocal microscope with an oil immersion 63× objective. Image dimension was 512 × 512 pixels (pixel size: 0.41 μm). Z scan resolution was 1 μm. Images were compiled using Fiji (ImageJ) software.



Patch-Clamp Recording

The retina was viewed on a video monitor using infrared illumination and a CCD camera (COHU Electronics) mounted to an Olympus Bx51 microscope equipped with a water-immersion 40× objective. In dark-adapted conditions, transient and sustained Off α RGCs were targeted based on their large (~20 μm) somas, response to light, and the presence or absence of a T type Ca2+ current. For experiments using puffs of AMPA, a Kcng4cre: Ai14 reporter line was used to identify α RGCs and further classification into subtypes were carried out by filling cells to visualize the depth of dendrites (On vs. Off) and measurement of a T type current (Off transient vs. Off sustained). Pipettes (tip resistance 5–7 MΩ; 1.5 mm OD, WPI) were filled with a cesium gluconate solution containing the following (in mM): 123 Cs gluconate, 8 NaCl, 1 CaCl2, 10 EGTA, 10 HEPES, 10 glucose, 5 ATP, 0.01 Alexa 488 (puff and optogenetic experiments), and 100–500 μM spermine (pH 7.4; 290 mOsm). To isolate the AMPAR-mediated EPSC, strychnine (1 μM), picrotoxin (100 μM), and D-AP5 (50 μM) were added to Ames media. TPMPA (50 μM) was included to blocked inhibitory feedback onto bipolar cells mediated by GABAC receptors. All chemicals were purchased from Sigma-Aldrich or Tocris Bioscience. Cells were voltage-clamped at −60 mV. Current-voltage relations were obtained by stepping cells from −60 mV to +80 mV in 20 mV increments. Cells were held at 0 mV between steps. Holding potentials were corrected for a 12 mV junction potential offline, and so voltages ranging from −72 to +68 mV are reported here. Series resistance, typically measuring 8–20 MΩ, was not compensated for. Recordings were discarded if series resistance was >20 MΩ. Recordings were obtained with an Axopatch 200B (Molecular Devices) using AxoGraph X acquisition software and digitized with an ITC-18 interface (Heka Instruments).



Light Activation of AMPA Currents

The light source for generating responses in the dark-adapted retina was a 20 W halogen lamp focused through a 40× objective. An interference filter (peak transmittance at 500 nm) and neutral density filters were inserted in the light path to control the intensity and wavelength of light stimulation, and a shutter (Uniblitz; Vincent Associates) was used to control the duration of the stimulation, typically 1 s. The intensity of the unattenuated light stimulus, measured using a ratiometric spectrophotometer (Thor Labs) was 4.9 × 105 R*/rod·s at 490 nm, assuming a collecting area of 0.5 μM per rod (Field and Rieke, 2002).



Optogenetic Activation of AMPA Currents

ChR2 was activated with a 1 ms activation of a 490 nm LED (Sutter Instruments). To measure responses over a range of type 6 bipolar cell membrane depolarizations, the voltage driving the led was regulated using a computer-controlled analog input to the LED. We used five voltages (0.25 V, 0.5 V, 1 V, 2 V, 2.5 V). The LED intensity at each voltage, measured using a spectrophotometer (Thor Labs), was stable over the period over which these experiments were performed. To prevent photoreceptor inputs, L-AP4 (10 μM) was included in the bath along with the standard antagonist cocktail.



Activation of AMPA Currents With AMPA

To apply AMPA we used a second pipet coupled to a positive pressure device (Picospritzer, Parker). For α On RGCs, the puffer pipet was positioned at the surface of the retina. For α Off RGCs, the puffer was advanced into the retina. Even before identification of cell type was confirmed anatomically, α On cells could be readily identified by the more rapid onset and decay of AMPA responses compared with Off α RGCs, whose dendrites ramify more deeply in the IPL. The continuous flow of Ames media from a locally positioned capillary tube (ID 200 μm, Polymicro Technologies) dramatically increased the rate of diffusion of AMPA from the tissue following each puff. Hundred milliseconds Puffs of AMPA at a pressure of 2–3 psi were applied at 20-s intervals to ensure sufficient time for washout from the tissue.



Experimental Design and Statistical Analysis

The analysis was performed using AxoGraph X and KaleidaGraph (Synergy Software) software. The rectification index (RI) we calculated by first fitting the currents obtained at negative holding potentials with linear regression. The RI was the ratio of the amplitude of the current evoked at +48 mV was to the current amplitude at the same voltage predicted by the regression. We chose +48 mV rather than +68 mV as the test voltage, as some cells showed a reduced spermine block at the more positive voltage (Bowie and Mayer, 1995). Statistical significance was determined using the Wilcoxon-Mann-Whitney test. Error bars indicate the SEM. Details regarding the number of cells for each condition can be found in the figure legends.




RESULTS


α Transient and Sustained Off RGCs Express Predominantly Ca2+-Impermeant AMPARs in Normal Retina

We first targeted α Off RGCs, identified by their large size, slightly oval shape, and characteristic light responses, as described below. Two classes of μ Off RGCs, the α Off transient RGCs and the α Off sustained could be distinguished using several criteria. The α Off transient RGC expressed a robust T type Ca2+ current (Figure 1A, left), as described previously (Margolis and Detwiler, 2007; van Wyk et al., 2009; Murphy and Rieke, 2011). The amplitude distribution of T type Ca2+ current that was measured in μ RGCs could be well fit with a single Gaussian, suggesting that the distribution describes a single population of cells (Figure 1C). α Off transient RGCs responded to termination of dim light (1 s stimulus of 490 nm, the intensity of ~0.7–7 Rh*/rod) with a large inward current which rapidly decayed to a small sustained dark current, indicated by the dashed line (Figure 1A, right). Conversely, α Off sustained RGCs lacked T type Ca2+ currents (Figure 1B, left), and they typically had a larger sustained inward current in darkness compared with transient cells (Figure 1B, right), as might be expected if this ongoing excitatory input contributes to spike generation in darkness. Overall, the sustained synaptic current observed in darkness accounted for 29 ± 5% of the total current evoked by the cessation of light. In contrast, the sustained dark current of α Off transient RGCs accounted for only 13 ± 3% of the total current (Figure 1D). In some cells, identification of cell type was further confirmed by filling with Neurobiotin and examining the layer of termination of the dendrites. The dendrites of cells identified as α Off transient RGCs terminated in layers bounded on both sides by the processes of starburst amacrine cells (Figure 1E, top), while the dendrites of αOff sustained RGCs terminated in layers distal to the processes of Off starburst amacrine cells (Figure 1E, bottom) in agreement with previous studies (van Wyk et al., 2009; Bleckert et al., 2014).
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FIGURE 1. Responses of α Off sustained and transient retinal ganglion cells (RGCs) to steps of dim light. (A) Left, Ca2+ current of an α Off sustained RGC evoked by voltage step from −90 to −50 mV. Right, the response of the same cell to a 1 s 490 nm light delivering 6.8 R*/rod. The light-suppressed continuous current is indicated by the thin and dashed lines, and the transient response at light off is bounded by the broken and thick solid line. (B) Example of the response to a voltage step from −90 to −50 mV (left) and the response to a light stimulus (right) in an α Off sustained RGC. Note that for the α Off sustained cell the current suppressed by light was larger, relative to the total current, than for the α Off transient RGC. (C) Histogram of Ca2+ current amplitudes for α Off transient and α Off sustained RGCs. Continuous lines are Gaussian fits with peaks at 604 pA and 23 pA, respectively. (D) Box plot summarizing the ratio of the sustained, light suppressed current to the transient current at light off for α Off transient and α Off sustained RGCs. (E) Side view of maximum intensity projection showing the soma and processes of an α Off transient (top) and α Off sustained (bottom) RGC filled with Neurobiotin (green) following electrophysiological characterization. Starburst amacrine cells are identified by ChAT labeling (red). Arrows indicate the position of ChAT bands.



We determined if CP-AMPARs contribute to synaptic transmission from bipolar cells in either α Off sustained or transient RGCs by measuring the IV relationship of the light response in both types of cells. NMDA receptors were blocked with D-APV (50 μM), and feedforward inhibition was blocked with strychnine and picrotoxin to avoid contamination of the I-V relationship with non-AMPA currents. Spermine (100–500 μM), which selectively blocks CP-AMPARs at positive, but not negative holding potentials (Bowie and Mayer, 1995; Kamboj et al., 1995; Koh et al., 1995), was included in the pipet solution. An example of the light response of an α transient Off RGC at three holding potentials is shown in Figure 2A. AMPA current was measured at the cessation of light (filled circle) when transmitter release from bipolar cells reaches a peak. If CP-AMPARs contribute to the light response, they should be open at negative voltages, but blocked at positive voltages, resulting in the inward rectification of the IV relation. However, this was not observed in RGCs taken from eyes with normal ocular pressure, as the amplitude of the light response was not diminished at positive voltages.
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FIGURE 2. α Off transient and sustained RGCs preferentially express Ca2+-permeable AMPA receptors (CP-AMPARs) under normal conditions. (A) The response of an α Off transient RGC to a 1 s 490 nm light delivering 6.8 R*/rod at three holding potentials. Spermine (100–500 μM) is included in the pipet solution here and in all subsequent figures. A filled circle indicates the time at which the light-evoked current was measured for the IV relations. (B) The response of a different α Off transient cell to a 100 ms application of 100 μM AMPA. (C) Averaged IV relations of AMPA currents evoked with either light or exogenous AMPA. The dashed line indicates the linear fit to the current at negative holding potentials. Inset: The rectification index, calculated from the IV relations for each cell (see “Materials and Methods” section). The lack of significant rectification in the presence of intracellular spermine probed with either light or AMPA, suggests that few CP-AMPARs are expressed in eyes with normal ocular pressure. (D–F) Exemplar responses of α Off sustained RGCs to light and AMPA, and the normalized mean IV relations.



As a second method for estimating CP-AMPAR expression, we puffed AMPA onto the dendrites of RGCs. To confirm the identity of RGC cell type, we crossed Kcng4cre/cre mice with a line in which a floxed STOP cassette prevents transcription of Td-tomato (Ai9, Jackson labs). This line labels α RGCs, both On and Off types (Duan et al., 2015; Krieger et al., 2017), in addition to at least one population of the bipolar cell (Duan et al., 2014). We distinguished transient from sustained α Off RGCs by the presence of T type current as before. α Off cells could be distinguished from α On cells by the positioning of their dendrites, visualized by the inclusion of Alexa 488 to the pipet solution. Also, α On cells had faster and larger responses to AMPA than α Off cells, presumably due to the proximity of their dendrites to the surface of the retina and the puffer pipet. An exemplar IV relation of the AMPA puff response from an α Off transient cell is shown in Figure 2B. Inspection of the raw currents shows that, as for light-evoked currents, responses to AMPA did not rectify. The averaged currents generated by light-driven synaptic responses, or direct activation of receptors with AMPA, are plotted at eight different holding potentials in Figure 2C. The responses are essentially linear, as indicated by a rectification index near 1.0 (Figure 2C, inset; Light: 0.90 ± 0.06, n = 7; AMPA puffs: RI = 1.00 ± 0.07, n = 7).

We obtained similar results when measuring the IV relations of both light and AMPA evoked currents in α sustained Off RGCs (Figures 2D,E). The amplitude of both types of responses was linear between holding potentials of −70 to +70 mV. The rectification index measured using either light or puffs of AMPA, were not significantly different, and both approached unity (Figure 2F; RIpuff: 0.87 ± 0.03, n = 8; RIlight: 0.94±.01, n = 5, p = 0.22). Taken together, it appears that endogenous and exogenous activation target the same, or largely overlapping AMPA receptor populations. In subsequent figures, data from both approaches are pooled.



OHT Selectively Causes Remodeling of AMPARs in α Transient Off RGCs

We wanted to determine if chronic ocular hypertension (OHT) contributes to a change in AMPAR expression in α RGCs. We first focused on α Off type cells, using light and AMPA in combination with intracellular spermine to probe for changes. Mice were injected with microspheres in one eye (Figure 3A), while the other eye was either sham injected, or uninjected, serving as a control. IOP of both eyes was subsequently monitored (see “Materials and Methods” section for details). A clear elevation in IOP was observed in the bead-injected eye (~25% increase vs. control eye, p < 0.0001), and persisted at day 18, the last time point that measurements were taken (Figure 3B). Experiments were carried out on eyes following 14–21 days of OHT. An example of responses to light (Figure 3C) and AMPA (Figure 3D) in 2 α Off transient RGCs taken from the retina of a hypertensive eye are shown at three holding potentials. Note that the responses to both AMPA and light are significantly reduced at positive holding potentials. The full IV relations of AMPA current evoked by light or AMPA puffs for α Off transient RGCs from both normal and OHT eyes are plotted in Figure 3E. The rectification index for cells from normal eyes was 0.97 ± 0.04 (n = 14) compared to 0.52 ± 0.03 in retinas from HT eyes (n = 13), a highly significant difference (p < 0.0001). Thus, α Off RGCs undergo a dramatic reorganization of synaptic AMPA receptors in response to 2–3 weeks of OHT.
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FIGURE 3. Ocular hypertension (OHT) drives remodeling of AMPARs in α Off transient RGCs, but not α Off sustained RGCs. (A) Image confirming the presence of microbeads in the ciliary margin 2 weeks after microinjection of the eye. (B) Measurements of intraocular pressure (IOP) of bead injected and sham injected eyes (control). Data are binned as follows: Day 0, 1–2 days before bead injection; day 3, 2–5 days after bead injection; day 8, 7–10 days; day 13, 12–15 days; day 17, 16–19 days. (C) The light response of an α Off transient RGC at three holding potentials. The amplitude of the response at light Off is reduced at the positive voltage due to the voltage-dependent block of the CP-AMPAR component of the light response by spermine. (D) The response of another α Off transient RGC to AMPA at three holding potentials. The AMPA response is similarly reduced at positive voltage. (E) IV relations for α Off transient RGCs from retinas with normal pressure and with OHT. IV relations obtained using AMPA and light have been pooled for both control (data from Figure 2; n = 14) and OHT retinas (n = 13). The difference was highly significant (***p < 0.0001). (F) The light response of an α Off sustained RGC from a hypertensive eye at three holding potentials. Responses at positive and negative holding potentials are equal in amplitude, despite the presence of spermine in the pipet solution, indicating a lack of CP-AMPAR expression. (G) Responses to the application of AMPA at positive and negative holding potentials are also of equal amplitude. (H) Pooled IV relations comparing α Off sustained RGCs from retinas with normal IOP (data from Figure 2; n = 13) and OHT retinas (n = 11).



We performed similar experiments on α Off sustained cells. Recordings from sustained cells were obtained side by side with transient cells, from the same retinas. In contrast to transient cells, α Off sustained RGCs showed no evidence for increased expression of CP-AMPARs; responses to both light and AMPA puffs were nearly identical in magnitude at negative and positive holding potentials (Figures 3F,G). The corresponding I-V relation for pooled α Off sustained RGCs was linear in retinas from mice with OHT, just as in retinas with normal pressure (Figure 3H; normal: RI = 0.91 ± 0.06, n = 13; OHT: RI = 0.83 ± 0.05, n = 10; p = 0.39). Thus both types of α Off cells express low levels of CP-AMPARs in normal retina, but transient Off RGCs selectively increase CP-AMPAR expression in response to elevated pressure.



OHT Also Increases CP-AMPAR Expression in α On RGCs

To probe for changes in AMPAR expression in α On RGCs driven by OHT, we activated AMPA receptors using two different strategies. As with α Off RGCs, we puffed AMPA directly onto the dendrites of α On RGCs. To activate receptors using endogenous synaptic input we made use of an optogenetic approach, crossing Cck-ires-cre mice to the Ai32 mouse line, which harbors ChR2 downstream from a floxed STOP cassette (Tien et al., 2017). This strategy confines expression of ChR2 to a single type of bipolar cell, cone bipolar type 6, which provides the majority of input to α On RGCs (Schwartz et al., 2012). To block the potential contribution of photoreceptor input to the optogenetic stimulation of type 6 bipolar cells, the mGluR6 agonist L-AP4 (10 μM) was included in the bath along with D-APV, picrotoxin, and strychnine. Responses of two α On RGCs to either puffs of AMPA (Figure 4A, left) or 1 ms optogenetic stimulation of type 6 bipolar cells (Figure 4A, right), taken from eyes with normal IOP, are shown at three different holding potentials. Regardless of whether total AMPARs (using puffs of exogenous AMPA) or synaptic AMPARs (optogenetic stimulation) were examined, the amount of rectification was modest, indicating that CI-AMPARs were highly expressed at synaptic and extrasynaptic sites between type 6 bipolar cells and α On RGCs under normal conditions (Figure 4C, RI = 0.70 ± 0.03, n = 24).
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FIGURE 4. OHT also drives increased expression of CP-AMPARs in α On RGCs. (A) Left, responses to 100 ms application of AMPA in an α On RGC from a retina with normal IOP at three holding potentials (*timing of stimulus). Right, the family of responses of an α On RGC to 1 ms stimulation of ChR2 expressed by type 6 bipolar cells (CCK-ires-cre:Ai32). (B) As in (A), except that α On RGCs were from retinas with OHT. Note rectification of both AMPA-evoked current and the EPSC. (C) Summary IV relations for α On RGCs from retinas with normal and OHT. Data are pooled from ChR2 and puff experiments. (D) Plot summarizing rectification measured from the IV relations at +68 mV in (C) (boxed points) in OHT and normal retinas.



Next, we determined whether OHT induced remodeling of AMPARs in α On RGCs. Following 2–3 weeks of elevated IOP, CP-AMPAR expression was evaluated by measuring I-V relations with spermine present in the pipet solution as before. Responses to AMPA (Figure 4B, left) and EPSC amplitude (Figure 4B, right) were reduced at positive holding potentials, indicating a significant upregulation of CP-AMPARs. Increased expression of CP-AMPAR can be clearly seen in the IV relations comparing α On RGCs from normal and hypertensive eyes (Figure 4C). The change in RI was highly significant, indicating the robust insertion of CP-AMPAR (Figure 4D, OHT; RI = 0.43 ± 0.02, n = 34, p < 0.0001 vs. control eyes). Thus, AMPA receptor expression of both α On and α Off transient RGCs, but not α Off sustained RGCs, is altered by OHT.



Editing of GluA2 Plays a Role in OHT-Dependent Remodeling of AMPARs

Next, we investigated the mechanism by which OHT increased CP-AMPAR expression. One potential mechanism is the replacement of AMPA receptors that contain the GluA2 subunit with receptors that do not. The second is a reduction in RNA editing of the Q/R site in the pore-forming region of the GluA2 subunit, which would in turn reduce the editing of glutamine to the positively charged arginine that prevents Ca2+ from passing through the channel. To distinguish between these two possibilities, we examined the effect of hypertension in a double mutant mouse line in which the enzyme responsible for RNA editing of GluA2, ADAR2, has been knockout out (MMRRC; Adarb1:Gria2, here abbreviated GluA2R/R). Since this is ordinarily a lethal mutation, a second mutation is a transgenic replacement of glutamine with arginine at the Q/R site, ensuring that AMPARs containing the GluA2 subunit cannot be Ca2+ permeable even in the absence of editing by ADAR2 (Higuchi et al., 2000). The responses of two α Off transient RGCs to light (left) or AMPA puffs (right) from the double mutant mouse line following 2–3 weeks of OHT are shown in Figure 5A. Inspection of the raw data at positive and negative voltages shows a lack of inward rectification in either cell. Pooled I-V plots for α Off Transient RGCs from ocular hypertensive GluA2R/R mice are shown along with I-V plots from OHT mice with normal GluA2 function (from Figure 2) in Figure 5C. Rectification of the IV for α transient Off RGCs in GluA2R/R mice was nearly absent and was significantly different from bead treated mice with wildtype GluA2 (Figure 5E, P < 0.0001 vs. OHT GluA2 wt), but not significantly different from mice with normal IOP (p = 0.265).
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FIGURE 5. Genomic editing of the GluA2 Q/R site prevents remodeling of α On and transient Off RGCs by OHT. (A) Recordings from two α Off transient RGC from the ADAR2−/−:GluA2R/R mouse line, one showing responses to light (left) and the other showing responses to puffs of AMPA (right) at three holding potentials. Retinas were from OHT eyes. (B) Responses to AMPA in an α On RGC from the same mouse line, also with OHT. (C) Mean IV relationship of α Off transient RGCs for OHT retinas from wildtype mice (data replotted from Figure 3) and ADAR2−/−:GluA2R/R mice. The IV relations of α Off transient RGCs from mice with genomic editing of the Q/R site were linear, indicating a lack of CP-AMPAR expression. (D) Mean IV relationship of α Off transient RGCs for OHT retinas from wildtype mice (data replotted from Figure 4) and ADAR2−/−:GluA2R/R mice. Also shown is the mean IV relation for wildtype mice with normal IOP. Genomic editing of the Q/R site linearized the IV relation of α On RGCs with OHT to nearly the same degree as cells from retinas with normal IOP. (E) Summary rectification indices for all three α RGC types from normal and OHT retinas, and ADAR2−/−: GluA2R/R mice with OHT. In both α transient Off and α On RGCs, the effect of OHT on CP-AMPAR expression was reversed or reduced in the ADAR2−/−: GluA2R/R mouse. For α sustained Off RGCs there was no significant difference between any condition.



Genomic editing of GluA2 also reduced rectification in α On RGCs of OHT mice, but the effect was more subtle. AMPA-evoked responses were smaller at positive voltages than at negative voltages, indicating the presence of rectification (Figure 5B). However, the I-V relation of α On RGCs of GluA2R/R mice with OHT rectified substantially less than the I-V relation of α On RGCs from wildtype mice with OHT (Figure 5D, wildtype I-V replotted from Figure 4), and the difference in rectification between these two groups was highly significant (Figure 5E; GluA2R/R RI = 0.64 ± 0.04, n = 10; wildtype RI = 0.47 ± 0.02, n = 24; p = 0.0006). Furthermore, there was no significant difference in IV rectification between α On RGCs from GluA2R/R mice subjected to OHT and α On RGCs from wildtype GluA2 mice with normal eye pressure (Figure 5E; p = 0.84). Thus, CP-AMPAR expression induced by OHT can be largely eliminated by preventing a decrease in GluA2 editing in α On RGCs. However, there remains an additional component of CP-AMPAR expression in α On RGCs which is resistant to the editing of GluA2 and is also present in retinas with normal IOP. It seems likely that this component of CP-AMPAR expression is contributed by GluA2 lacking AMPARs at type 6 BC-α On RGC synapses, and is present in α On but not α Off RGCs.

As expected, no differences in CP-AMPAR expression were observed in α Off sustained RGCs from GluA2R/R mice with elevated IOP compared with control mice with normal or elevated IOP.



Elevation of CP-AMPAR Expression Is Associated With a Decrease in Gain at the Type 6 Bipolar-α RGC Synapse

A decrease in the gain of light responses of α On RGCs has been reported following the elevation of IOP (Della Santina et al., 2013; Pang et al., 2015), but the mechanism or specific site responsible for the decrease has not been determined. Optogenetic stimulation of presynaptic type 6 bipolar cells allows us to ask if OHT functionally alters synaptic transmission between bipolar and α On ganglion cells. We stimulated type 6 bipolar cells in normal and OHT eyes, varying the voltage driving the LED to control the light intensity and subsequent bipolar cell type 6 depolarization, and recorded the resulting EPSCs in α On RGCs to generate an “intensity”-response function (Figure 6A). When the same light intensities were used to evoke EPSCs in α On RGCs from hypertensive eyes, responses were reduced or absent at lower stimulus intensities compared to normal retinas (Figure 6B). However, responses between the two groups were not significantly different at high stimulus intensities, in agreement with measurements of light-evoked AMPA currents in RGCs from hypertensive and normal eyes in a previous study (Risner et al., 2018). The relationship between the LED input voltage and α On EPSC was highly repeatable across cells from normal and OHT eyes, and a good fit to the response relationship for both conditions could be obtained using a standard Hill function (Figure 5D, control vs. OHT). Thus, OHT decreases synaptic gain at lower stimulus intensities, and increases CP-AMPAR expression at the type 6 bipolar-α On RGC synapse, raising the possibility that the two effects might be causally related.
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FIGURE 6. An increase in CP-AMPAR expression is associated with a decrease in synaptic gain at low stimulus intensities. (A) Family of responses to a series of stimulus intensities in an α On RGC from a retina with normal IOP. The NMDA antagonist D-APV was present throughout the experiment to prevent NMDAR-dependent CP-AMPAR plasticity. (B) The response of an α On RGC from an OHT retina to the same series of stimulus intensities. Responses are typical for α On RGCs from this condition as the response to weak stimuli are reduced or absent, compared with cells from retinas with normal IOP. (C) Family of responses of an α On RGC from a retina with normal IOP, except that D-APV was present only during response measurements but not at other times. Under these conditions, RGCs showed a loss of sensitivity at low stimulus intensities. (D) Pooled data showing the normalized EPSC at each stimulus intensity under all three conditions. Fits are to the Hill equation with the following parameters: Control, slope = 1.7, halfmax intensity = 18% of maximum stimulus; NMDA induction, slope = 2.2, halfmax intensity = 27% of maximum stimulus; OHT slope = 2.8, halfmax intensity = 32% of the maximum stimulus. Asterisks indicate significance for NMDA induction (upper asterisks) and OHT (lower asterisks) compared to control and are as follows: ****p < 0.0001, ***p = 0.0001, **p = 0.006, *p = 0.04. 100% stimulus intensity was 4.01 mW. (E) Box plot of the ChR2 stimulus intensity required to produce a half-maximal response in cells from normal eyes, normal eyes following induction of NMDAR plasticity, and hypertensive eyes. (F) Correlation of synaptic gain, measured as the reciprocal of the half-maximum intensity stimulus intensity, and CP-AMPAR expression, measured as the rectification index. Cells from all three conditions are indicated by separate symbols but are treated as a single population for calculation of the linear regression.



To gain more insight into this possibility, we sought an alternative experimental model in which CP-AMPAR expression is increased in the absence of OHT. High-frequency stimulation of the bipolar-α On RGC synapse causes rapid insertion of CP-AMPARs through a mechanism that involves NMDARs (Jones et al., 2012). In the present study, experiments were carried out in room light, and D-APV was always present in the bath to block the insertion of CP-AMPARs. In the absence of the NMDAR antagonist, the rectification index was 0.45 ± 0.03 (n = 35, p < 0.0001 compared to retinas treated with D-APV), indicating that room light alone is sufficient to cause substantial insertion of CP-AMPARs when NMDARs are not blocked. We, therefore, asked whether the synaptic gain was decreased at synapses where NMDAR-dependent plasticity had been induced. Similar to synapses from retinas with OHT, we observed a decrease in EPSC amplitude at low stimulus intensities (Figure 6C). The relationship between EPSC amplitude and stimulus intensity was similar when CP-AMPAR expression was elevated either by NMDAR-dependent plasticity or by OHT (Figure 6D). Both OHT and NMDAR plasticity raised the stimulus intensity required to evoke 50% of the maximum EPSC (I1/2) compared to cells from retinas with normal IOP in the presence of D-APV (Figure 6E). To further quantify the relationship between CP-AMPAR expression and synaptic gain, we plotted the rectification index of each cell in all three groups vs. the reciprocal of I1/2 (Figure 6F). Surprisingly, the relationship between these two parameters was highly correlated across groups (R2 = 0.61, p = 1.7 × 108); α On RGCs with high levels of CP-AMPAR expression had a lower synaptic gain, and this relationship was agnostic to the conditions the cell had experienced. These experiments support the idea that a decrease in light sensitivity associated with elevated ocular pressure is a consequence of CP-AMPAR expression at the type 6 bipolar-α On RGC synapse.



Postsynaptic Manipulations of α On RGCs Can Alter Transmitter Release From Type 6 Bipolar Cells

Changes in synaptic intensity can have a presynaptic or postsynaptic locus or both. To determine the site of OHT induced plasticity, we first measured the paired-pulse ratio (PPR) a standard method for assessing changes in release probability. Strong stimulus intensities, α On RGCs from retinas with normal IOP and low CP-AMPAR expression (Figure 7A, right) exhibited significant paired-pulse depression (PPD) at short intervals (50 ms, Figure 7A, left), indicating high release probability under these conditions. At longer intervals, depression decreased, likely due to the replenishment of released vesicles. The rate of recovery could be adequately fit by the sum of a fast (τfast = 94 ms) and slow (τslow = 2.8 s) exponential (Figure 7C), similar to the kinetics of recovery from depletion at rod bipolar cell terminals (Singer and Diamond, 2006; Wan and Heidelberger, 2011), and at climbing fiber presynaptic terminals in the cerebellum (Dittman and Regehr, 1998).
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FIGURE 7. AMPAR remodeling is associated with delayed short-term synaptic depression. (A) Left, responses of an α On RGCs from a retina with normal IOP to paired 1 ms, 8.0 mW ChR2 stimulation at intervals indicated by the asterisks. Inset: overlay of the first response with the response obtained 500 ms later (indicated by arrow). The recovery of the EPSC is nearly complete after 500 ms. Right, IV relation of the same cell shows only a small amount of rectification, indicating low CP-AMPAR expression. (B) As in (A), but the α On RGC was from an OHT retina. Rectification at positive voltage is pronounced in this cell. Inset shows a reduced recovery of the EPSC at this time point. (C) Summary of paired-pulse depression (PPD) at the indicated pulse intervals of α RGCs from OHT (n = 17) and normal retinas (n = 14). The sum of two exponentials, Afast*exp(-t/tfast) and Aslow*exp(-t/tslow), was used to fit the recovery of the EPSC for α RGCs from retinas with normal IOP. The fits were extrapolated to 15 s following the first stimulus, which represented a full recovery of the EPSC. Inset: time course of the delayed suppression of the EPSC obtained from the difference of the mean fits the normal and OHT conditions. (D) Correlation of rectification index with the paired-pulse ratio (PPR) at 200 ms. The delayed PPR was highly correlated with CP-AMPAR expression (p = 2.0 × 10−6).



We performed paired-pulse experiments on α On RGCs from OHT eyes with elevated CP-AMPAR expression (Figure 7B). At high stimulus intensities, PPD at an interval of 50 ms was similar for normal and OHT eyes. At this interval, the ratio of the second to first EPSC was 0.53 ± 0.06 for normal eyes, and 0.51 ± 0.05 for OHT eyes (p = 0.83), suggesting that the initial release probability at type 6 bipolar cells under both experimental conditions is essentially the same. When we examined the PPR at longer intervals, we obtained a surprising result: subsequent EPSCs were dramatically reduced compared with EPSCs at similar time intervals in normal retinas (compare responses indicated by arrows and insets). In normal retinas, the EPSC evoked at 200 ms recovered to 78 ± 2% of the first EPSC, but only to 49 ± 3% of the first EPSC in OHT eyes (Figure 7C, P < 0.0001). The slowed time course of the recovery from PPD of α On RGCs in hypertensive eyes can be explained by the addition of a delayed component of EPSC suppression superimposed on the recovery of EPSC from vesicle depletion. The delay in EPSC suppression varied slightly from cell to cell but reached a peak at 150–250 after the initial stimulus (Figure 7C, inset). At an interval of 2 s, the EPSC in OHT eyes was still significantly suppressed relative to control animals. This delayed suppression of the EPSC persisted in the presence of the GABAc antagonist TPMPA, ruling out inhibitory feedback from amacrine cells as a potential mechanism.

To quantify the relationship between this form of delayed synaptic depression and CP-AMPAR expression, we compared the PPR at 200 ms with the RI for each cell. We pooled cells from normal and OHT eyes, using only RI as a variable. The RI was strongly correlated with the PPR at 200 ms (Figure 7D, R2 = 0.65; p = 2.0 × 10−6). Below we consider the possibility that the first stimulus and EPSC provide a trigger that leads to a subsequent rapid and brief suppression of excitatory transmission, perhaps via a retrograde signaling pathway. CP-AMPARs may play a role in this process by providing a route for Ca2+ entry into the postsynaptic cell to initiate the signaling pathway.

If Ca2+ plays a role in the initiation of a postsynaptic signal that is retrogradely communicated to type 6 bipolar cell terminals, then the inclusion of BAPTA in the pipet solution to rapidly buffer Ca2+ might reduce or eliminate this signal as has been shown elsewhere for retrograde signaling. In support of this idea, dialyzing 20 mM BAPTA into α On RGCs with high CP-AMPAR expression (RI < 0.4) prevented delayed synaptic depression (Figure 8A). The kinetics of recovery in these cells (Figure 8C, tfast = 81 ms, tslow = 2.0 s) were similar to α On RGCs that had low CP-AMPAR expression (Figure 7). Retrograde signaling is often mediated by the release of endocannabinoids, which act on presynaptic CB1 receptors. To determine if CB1 receptors play a role in the delayed suppression of EPSCs observed at α On RGCs, we applied 2 μM AM251, a CB1 antagonist, to the retina and measured the PPR. To ensure that AM251 had sufficient time to penetrate the tissue, and because washing out of AM251 is slow, the antagonist was continuously perfused into the retina, and cells with high CP-AMPAR expression were chosen. Incubation of retinas with AM-251 also prevented delayed EPSC suppression (Figure 8B). The kinetics of recovery from PPD were similar to cells recorded with BAPTA or cells with low CP-AMPAR expression (tfast = 58 ms, tslow = 2.1 s). The difference in PPD at 200 ms between high CP-AMPAR expressing cells recorded with EGTA and those recorded with BAPTA in the pipet solution or with AM-251 in the bathing solution was significant (Figure 8D). Thus either strong buffering of Ca2+ or block of CB1 receptors eliminated the delayed suppression of EPSCs, leaving behind an exponential recovery from transmitter depletion that was similar to the recovery observed in α On RGCs with low expression of CP-AMPARs.


[image: image]

FIGURE 8. Postsynaptic buffering of Ca2+ or blocking CB1 receptors abolishes synaptic depression at CBC6 to α On RGC synapse. (A) Responses from an α On RGCs to paired, 1 ms stimuli at the stimulus intervals (*timing of stimulus). The internal solution contained 20 mM BAPTA. (B) Responses of an α On RGCs to paired, 1 ms stimuli as in (A) with 2 μM AM251 added to the bathing solution. Summary plot of the PPR under the conditions shown in (A,B). Cells recorded with the internal solution containing BAPTA and AM251 are from the retina with normal IOP but were induced to undergo NMDA-dependent plasticity by omitting D-APV. Only α On RGCs that displayed significant rectification [rectification index (RI) < 0.4] were included for analysis. (C) Time course of recovery from PPD in α On RGCs recorded with BAPTA in the pipet solution, or with EGTA in the pipet and AM251 in the bath. PPD decreased monotonically, with no evidence of a delayed increase in depression despite significant expression of CP-AMPARs in these cells. (D) Statistical comparison of PPR at an interval of 200 ms in cells recorded with EGTA (a group of α On RGCs from Figure 7C), BAPTA, or with AM-251 in the bath. (E) Recordings showing paired-pulse responses (interval of 100 ms) from an α On RGC at the indicated voltages. The stimulus intensity was reduced five fold from the intensity used for paired-pulse recordings presented previously. (F) Recordings from (E) scaled to show the increase in PPD at positive voltage. (G) Population data from α On RGCs (n = 13) timing of stimulus.



If the influx of Ca2+ through CP-AMPARs contributes to changes in release probability, then blockade of CP-AMPARs should increase release. To test this, we acutely blocked CP-AMPARs by dialyzing α On RGCs with spermine and recording EPSCs at positive voltages, and then measured PPD. We also measured PPD in the same cells at negative holding potentials, when CP-AMPARs were unblocked. Cells with high levels of synaptic CP-AMPARs, as determined by the rectification index, were chosen for the study. D-APV was always present to block NMDA currents, and so CI-AMPARs were the primary detectors of synaptic glutamate at positive voltage. At positive holding potentials, PPD was consistently greater than at negative holding potentials (Figures 8E,F), an indication that release probability from presynaptic bipolar cells was greater when postsynaptic CP-AMPARs were blocked. The difference between PPD at the two holding potentials was highly significant (Figure 8G, N = 13, paired rank-sum test).




DISCUSSION

In this study, we show that elevation of IOP via injection of microbeads into the anterior chamber, a widely used experimental model for glaucoma (Sappington et al., 2010; El-Danaf and Huberman, 2015; Pang et al., 2015; Risner et al., 2018), leads to upregulation of CP-AMPARs in RGCs. This form of AMPAR remodeling is cell-type specific, completely absent in α Off sustained RGCs, robust in α Off transient RGCs, and more modest in α On RGCs. Furthermore, we find that the remodeling of AMPARs is absent in RGCs from mice in which the Q/R site is genetically altered to arginine. This finding supports the idea that a reduction in editing by ADAR2 at the Q/R site is responsible for the increase in CP-AMPAR expression associated with chronic OHT. Robust AMPAR remodeling of α transient Off RGCs observed in the present study is in line with the notion that this cell type is particularly susceptible to OHT (Della Santina and Ou, 2017). Within the first 7 days, α transient Off RGCs undergo extensive dendritic pruning and loss of synaptic contacts, judged by a reduction in PSD-95 puncta (Della Santina et al., 2013; El-Danaf and Huberman, 2015; Ou et al., 2016). Physiological changes in parameters such as stimulus-evoked spike frequency, response sensitivity receptive field size, spontaneous activity, and excitability have been documented for α transient Off RGCs (Della Santina et al., 2013; Pang et al., 2015; Ou et al., 2016; Risner et al., 2018) and they are observed before changes in structure. The finding that CP-AMPARs are upregulated during the same period raises the possibility that Ca2+ influx through abnormally high levels of these receptors plays a role in the degradation of dendrites.


Is Remodeling of AMPAR a Consequence of Low Expression of ADAR2 or Downregulation of GluA2?

Remodeling of AMPARs is a well-established consequence of a wide spectrum of neuronal dysfunction, including drug dependence (Wolf, 2016), seizures (Rakhade et al., 2008; Lippman-Bell et al., 2016), and ischemia (Noh et al., 2005; Dias et al., 2013; Hwang et al., 2013). While the evidence for increased expression of CP-AMPAR is often clear, the underlying mechanism, either a decrease in ADAR2 levels and consequently a decrease in GluA2 editing, or the alternative, exclusion of the GluA2 subunit in newly synthesized AMPARs, is less clear. Ultimately an understanding of the underlying mechanism has implications for treatment strategies. Downregulation of ADAR2 and subsequent increases in CP-AMPARs has been identified as a key step in the progression of motor neuron loss in ALS (Kwak and Kawahara, 2005; Hideyama et al., 2012; Lorenzini et al., 2018; Yamashita and Kwak, 2019). Furthermore, the deletion of ADAR2 in motor neurons is sufficient to phenocopy ALS and can be rescued by genomic editing of the Q/R site (Hideyama et al., 2010). To establish a causal role in glaucoma, it would be instructive to determine whether the structural and functional losses associated with OHT are rescued in the GluA2R/R mouse line, where AMPAR remodeling is not observed.

OHT has also been shown to increase CP-AMPAR in RGCs of rat retina through mechanisms involving TNF-α (Cueva Vargas et al., 2015) and the EphB/EphrinB pathways (Dong et al., 2015). In both studies, The increased CP-AMPAR expression appeared to be associated with the down-regulation of GluA2, rather than altering ADAR2 editing. In the former study, the authors reduced outflow through the episcleral veins, resulting in an increase in IOP that was 2-fold higher than the IOPs achieved in the present study. Perhaps a larger increase in IOP recruits additional mechanisms of AMPAR remodeling. Furthermore, the authors of that study did not identify the affected RGC subtypes, leaving open the possibility that OHT activates different mechanisms of AMPAR remodeling, depending upon the specific RGC subtype.

In contrast to maladaptive CP-AMPAR expression under pathological conditions, adaptive changes in CP-AMPAR expression are an essential component of many forms of long and short-term plasticity that involve recruitment of existing or newly synthesized GluA2-lacking receptors (Ju et al., 2004; Clem and Barth, 2006; Sutton et al., 2006). In α On RGCs, a rapid NMDA-dependent increase in CP-AMPAR expression has been described previously (Jones et al., 2012) and was revealed in the present study by comparing CP-AMPAR expression in separate populations of α On RGCs either in the presence or absence of NMDAR blockers. Even under conditions of NMDAR block, α On RGCs expressed significant levels of CP-AMPARs, perhaps in response to lack of synaptic activity, a form of synaptic scaling described at several synapses (Isaac et al., 2007), including this one (Xia et al., 2007). This component of CP-AMPAR expression was spared in the GluA2R/R mouse, implying that it does not result from a decrease in GluA2 editing. Thus, it appears that both known mechanisms of AMPAR remodeling converge onto α On RGCs, one as a result of pathological OHT, the other due to a physiologically relevant stimulus.



A Decrease in Synaptic Gain Is Associated With Elevated CP-AMPAR Expression

The observation that both NMDA-dependent plasticity and OHT reduced synaptic gain in α On RGCs led us to investigate the possibility that CP-AMPAR expression and gain were linked. To drive synaptic input to α On RGCs, we used an optogenetic approach. This eliminates the confounding effects of OHT on upstream circuit elements. It also provides higher temporal resolution than other approaches, The ChR2-EGFP fusion protein was expressed in type 6 bipolar cell, which provides the majority of input to α On RGCs (Schwartz et al., 2012; Tien et al., 2017), while α Off RGCs appear to receive input from different cohorts of bipolar cells (Yu et al., 2018), allowing for only a minority of synaptic inputs to be stimulated optogenetically. We examined the relationship between the intensity of the stimulus driving ChR2 and the EPSC (Najac and Raman, 2017), and found this relationship to be quite repeatable across cells. One reason for this might be the high degree of convergence of synaptic connections from CB6 input onto individual α On RGCs (Freed et al., 1992; Kerschensteiner et al., 2009; Morgan et al., 2011; Schwartz et al., 2012), allowing for the smoothing of variability in ChR2 expression between bipolar cells.

The delayed suppression of EPSCs that we observed in OHT and NMDA-treated retinas shares some properties of depolarization-induced suppression of inhibition (DSI; Pitler and Alger, 1992, 1994) and depolarization-induced suppression of excitation (DSE; Kreitzer and Regehr, 2001a). Both DSI and DSE transiently suppress synaptic transmission with a short latency following depolarization. Suppression is due to the retrograde release of endogenous cannabinoids which bind to presynaptic CB1 cannabinoid receptors to reduce Ca2+ influx into synaptic terminals (Kreitzer and Regehr, 2001b; Wilson and Nicoll, 2001; Ohno-Shosaku et al., 2002; Chevaleyre and Castillo, 2004). The release is stimulated by a rise in postsynaptic Ca2+ through voltage-gated channels. In the present study, depression was initiated by a single stimulation of transmitter release, rather than postsynaptic depolarization, raising the possibility that Ca2+ influx through open CP-AMPARs is sufficient to turn on production of a retrograde messenger such as 2-AG or anandamide, endogenous activators of CB1 receptors (Piomelli, 2003). Local increases in Ca2+ generated by influx through CP-AMPARs is sufficient to stimulate transmitter release from A17 amacrine cells in the absence of voltage-gated Ca2+ channels (Chávez et al., 2006), and stimulation of CP-AMPARs at mossy fiber-CA3 interneuron synapses initiates a presynaptic form of LTD (Lei and McBain, 2004). CB1 receptors are expressed in the inner retina in several species (Straiker et al., 1999; Yazulla et al., 1999), and cannabinoids have been shown to modulate synaptic input to RGCs (Middleton and Protti, 2011) and decrease Ca2+ currents in presynaptic bipolar cells (Straiker et al., 1999).
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The retina and the olfactory bulb are the gateways to the visual and olfactory systems, respectively, similarly using neural networks to initiate sensory signal processing. Sensory receptors receive signals that are transmitted to neural networks before projecting to primary cortices. These networks filter sensory signals based on their unique features and adjust their sensitivities by gain control systems. Interestingly, dopamine modulates sensory signal transduction in both systems. In the retina, dopamine adjusts the retinal network for daylight conditions (“light adaptation”). In the olfactory system, dopamine mediates lateral inhibition between the glomeruli, resulting in odorant signal decorrelation and discrimination. While dopamine is essential for signal discrimination in the olfactory system, it is not understood whether dopamine has similar roles in visual signal processing in the retina. To elucidate dopaminergic effects on visual processing, we conducted patch-clamp recording from second-order retinal bipolar cells, which exhibit multiple types that can convey different temporal features of light. We recorded excitatory postsynaptic potentials (EPSPs) evoked by various frequencies of sinusoidal light in the absence and presence of a dopamine receptor 1 (D1R) agonist or antagonist. Application of a D1R agonist, SKF-38393, shifted the peak temporal responses toward higher frequencies in a subset of bipolar cells. In contrast, a D1R antagonist, SCH-23390, reversed the effects of SKF on these types of bipolar cells. To examine the mechanism of dopaminergic modulation, we recorded voltage-gated currents, hyperpolarization-activated cyclic nucleotide-gated (HCN) channels, and low-voltage activated (LVA) Ca2+ channels. SKF modulated HCN and LVA currents, suggesting that these channels are the target of D1R signaling to modulate visual signaling in these bipolar cells. Taken together, we found that dopamine modulates the temporal tuning of a subset of retinal bipolar cells. Consequently, we determined that dopamine plays a role in visual signal processing, which is similar to its role in signal decorrelation in the olfactory bulb.

Keywords: retina, dopamine, patch clamp, visual signal processing, temporal processing


INTRODUCTION

Continuous integration of our sensory perceptions gives rise to our daily experience of the world, and this experience is made possible by specialized neuronal “antennae,” such as the retina and the olfactory bulb. Interestingly, the retina and the olfactory bulb utilize similar neural network architecture despite processing different signals. In both systems, sensory signals stimulate sensory receptor neurons, which facilitate information transfer through specific networks formed by interneurons and then project to the cerebral cortex by output neurons.

In the retina, rod and cone photoreceptors transduce light inputs into electrochemical signals. Second-order neurons, bipolar cells, converge photoreceptor input, and begin the process of extracting abstract visual features such as luminance, contrast, chromaticity, and spatiotemporal properties of light signals. This information is modulated by horizontal and amacrine cells and relayed to third-order retinal ganglion cells (RGCs), the output neurons of the retina (Wässle, 2004; Dowling, 2012). Similarly, in the olfactory system, olfactory receptor neurons (ORNs) in the nasal cavity convey odorant signals to the glomeruli structures in the olfactory bulb, where signals are modulated by juxtaglomerular cells before being sent out to the olfactory cortex by the olfactory output neurons, mitral and tufted cells (Astic et al., 1987; Stewart and Pedersen, 1987; Ressler et al., 1994; Gire et al., 2012).

Besides similarities in circuitry, the visual and olfactory processing systems also comparably use dopamine as a principal neuromodulator. Five types of dopamine receptors have been identified and are classified as D1-like (D1 and D5 receptors) and D2-like (D2, D3, and D4 receptors) receptors. D1-like receptor signaling stimulates a protein kinase A (PKA) pathway in which cAMP is increased, while D2-like receptor signaling decreases cAMP levels (Witkovsky, 2004; Iuphar, 2020). In the olfactory bulb, dopamine facilitates a gain control system, which presynaptically suppresses ORN transmission to the glomeruli, and also decorrelates the signals between glomeruli (Wachowiak and Cohen, 1999; Banerjee et al., 2015; Vaaga et al., 2017). Consequently, dopamine neuromodulation mediates odor signal discrimination, as shown by behavioral studies (Kruzich and Grandy, 2004; Tillerson et al., 2006; Wei et al., 2006).

In the retina, dopamine is released by dopaminergic amacrine cells (DACs) in response to light or circadian time (Kramer, 1971; Iuvone et al., 1978; Pourcho, 1982; Mariani and Hokoc, 1988; Kirsch and Wagner, 1989; Witkovsky et al., 1993; Weiler et al., 1997; Megaw et al., 2006). Retinal dopamine enables the retina to adapt from dark to daytime light conditions and has accordingly been shown to lower the light sensitivity across photoreceptor, horizontal cell, and RGC populations as light levels increase (Jensen and Daw, 1986; Vaquero et al., 2001; Hayashida and Ishida, 2004; Hayashida et al., 2009; Blasic et al., 2012; Ogata et al., 2012; Liu et al., 2016b; Nikolaeva et al., 2019). Furthermore, retinal dopamine uncouples horizontal cell and amacrine cell gap junctions with light adaptation, narrowing the receptive field size of downstream neurons (McMahon and Mattson, 1996; He et al., 2000). However, whether dopamine contributes to visual signal decorrelation—much like in the olfactory system—remains unclear.

Previously, our lab has shown that subsets of retinal bipolar cells express the dopamine receptor D1 (D1Rs) in a type-dependent manner (Farshi et al., 2016). Bipolar cells are known to perform parallel processing in the visual system (Wässle, 2004), where each type conveys distinct aspects of image features (Borghuis et al., 2013; Euler et al., 2014; Ichinose et al., 2014; Ichinose and Hellmer, 2016). Therefore, we examined whether dopamine signaling differentially modulated visual signaling in each type of bipolar cell. As the retina and olfactory bulb have extensive similarities in their signal processing, including the general role of dopamine in neuromodulation and sensory discrimination, a deeper understanding of dopamine’s function in the retina may translate to more significant insights into olfactory processing and vice versa.



MATERIALS AND METHODS


Ethical Approval

All animal procedures were approved by the Institutional Animal Care and Use Committee at Wayne State University (protocol no. A05-03-15). All the necessary steps were taken to minimize animal suffering. The tissues were harvested immediately after the animal was euthanized by CO2 inhalation and cervical dislocation.



Retinal Preparation

The experimental techniques were similar to previously described (Ichinose and Lukasiewicz, 2012; Ichinose et al., 2014). Briefly, the mice (4–12 weeks old; male or female, C57BL/6J strain; Jackson Laboratory, Bar Harbor, ME, USA or Kcng4-cre strain; a gift from Dr. Sanes, Harvard University, Cambridge, MA, USA; Duan et al., 2014) were dark-adapted overnight, euthanized, and eyes were enucleated. Using a stereo microscope, the retina was isolated and cut into slice preparations (250 μm thick). Some ganglion cell recordings were conducted using the wholemount retinal preparations. Only the dorsal retina was used for recordings. All procedures were performed in dark-adapted conditions under infrared illumination using infrared viewers. The dissecting medium was cooled and continuously oxygenated. Retinal preparations were stored in an oxygenated dark box at room temperature.



Whole-Cell Recordings

Whole-cell patch-clamp recordings were made from the bipolar cell or ganglion cell somas in the retinal preparations by viewing them with an upright microscope (Slicescope Pro 2000, Scientifica, UK) equipped with a CCD camera (Retiga-2000R, Q-Imaging, Canada). The light-evoked postsynaptic potentials and currents (L-EPSPs and L-EPSCs) were recorded at the resting membrane potential and the equilibrium potential for chloride ions (ECl; −60 mV), respectively. All recordings were performed at 30–34°C. The liquid junction potentials were corrected after each recording. Whole-cell recordings from bipolar cells usually lasted 20–30 min without significant rundown (Ichinose et al., 2014). The electrodes were pulled from borosilicate glass (1B150F-4; WPI, FL, USA) with a P1000 Puller (Sutter Instruments, Novato, CA, USA) and had resistances of 8–12 MΩ. Clampex and MultiClamp 700B (Molecular Devices, San Jose, CA, USA) were used to generate the waveforms, acquire the data, and control light stimuli by a light-emitting diode (LED; Cool LED, UK). The data were digitized and stored on a personal computer using Axon Digidata 1440A (Molecular Devices). The responses were filtered at 1 kHz with the four-pole Bessel filter on the MultiClamp 700B and sampled at 2–5 kHz.



Solutions and Drugs

The retinal dissections were performed in HEPES-buffered extracellular solution containing the following (in mM):115 NaCl, 2.5 KCl, 2.5 CaCl2, 1.0 MgCl2, 10 HEPES, and 28 glucose, adjusted to pH 7.4 with NaOH. Physiological recordings were performed in Ames’ medium buffered with NaHCO3 (Millipore–Sigma, St. Louis, MO, USA) and bubbled with 95% O2 and 5% CO2; the pH was 7.4 at 30–33°C. The intracellular solution contained the following (in mM):111 potassium gluconate, 1.0 CaCl2, 10 HEPES, 1.1 EGTA, 10 NaCl, 1.0 MgCl2, 5 ATP-Mg, and 1.0 GTP-Na, adjusted to pH 7.2 with KOH. The potassium gluconate was replaced with cesium gluconate for the recording in voltage-clamp mode. A cocktail of inhibitory receptor antagonists, including a glycine receptor antagonist, strychnine (1 μM, Sigma), a GABAA receptor antagonist, (−)-bicuculline methobromide (50 μM; Axxora, NY, USA), and a GABAC receptor antagonist, (1,2,5,6-tetrahydropyridin-4-yl) methylphosphinic acid hydrate (TPMPA; 50 μm; Bio-Techne Company, Devens, MN, USA), were bath applied throughout all recordings to suppress the network effect. For pharmacological experiments either SKF-38393, a D1R agonist (10 μM; Bio-Techne Company, Devens, MA, USA), or SCH-23390, a D1R antagonist (10 μM; Bio-Techne Company, Devens, MA, USA), were bath applied. SKF-38393 was applied alone after control recordings, and then SCH-23390 was subsequently applied alone during the washout of SKF-38393.



Light Stimulation

Green light (500 nm) was projected through a 60× objective lens onto the photoreceptors in the vicinity of the recorded bipolar cells with a spot diameter of 100 μm, which is slightly larger than the size of the receptive field center for a bipolar cell (Berntson and Taylor, 2000). The preparations were adapted to a background light at the rod-saturated level, 4.35 × 104 photons/μm2/s for a minimum of 10 min before recording. The same average luminance was used for subsequent sinewave stimuli. A series of sinewave stimuli discloses the temporal features of a neuron (Figures 1A,D). However, this stimulus requires a long recording time, which hampers stable pharmacological experiments. Therefore, two other equivalent light stimuli were compared: chirp and sum-of-sines (a series of stimulus takes 90 s for individual sines, 30 s for chirp, and 20 s for sum-of-sines). The chirp and sum-of-sines stimuli evoked generally similar light responses compared to the original stimulus, but the sum-of-sines better replicated the results, especially at low frequencies (Figures 1B–D). A representative bipolar cell sum-of-sines recording and resulting power spectrum are shown (Figures 1E,F).
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FIGURE 1. Comparison of three stimulus functions. (A) Sinusoidal light stimuli from 0.3 to 20 Hz (lower) and a representative response (light-evoked postsynaptic potentials; L-EPSP; upper). (B) Chirp light stimuli and L-EPSP with the same frequencies from the same cell. (C) Sum of sinusoidal light stimuli of similar frequencies and L-EPSP. (D) Comparison of L-EPSPs evoked by three functions (n = 3 ganglion layer cells). (E) A representative L-EPSP from bipolar cells (upper) evoked by a sum of sinusoidal light stimulation (lower). (F) An fast fourier transformation (FFT) analysis of the traces (E) revealed the different frequencies of light stimuli (lower) and the amplitude of L-EPSP for each frequency.





Voltage-Gated Channel Recording

Hyperpolarization-activated cyclic nucleotide-gated (HCN) channels and low-voltage activated (LVA) Ca2+ channels were recorded by voltage-clamp mode. HCN currents were activated by hyperpolarization (–60 to –130 mV) for 1 s followed by holding the potential at –70 mV (Figure 5A; Cangiano et al., 2007; Hellmer et al., 2016). Voltage-gated Ca2+ channels were evoked by a ramp voltage change from –90 to +44 mV at a speed of 134 mV/s (Hu et al., 2009). HCN currents were isolated based on our previous pharmacological experiments (Hellmer et al., 2016). LVA currents were also isolated by including potassium channel blockers (Cs and TEA) in the pipette solution (Hu et al., 2009).
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FIGURE 2. Sinusoidal L-EPSPs were changed by dopamine receptor 1 (D1R) signaling in bipolar cells. (A) A representative L-EPSP recorded from an XBC cell in response to a sum-of-sines light stimulus (bottom). (B) L-EPSPs in the presence of 10 μM SKF38393. (C) Bipolar cell temporal responses were fit to the exponential curves. Each curve exhibits a frequency-response relation for each bipolar cell (black) and the average population response (thick black) in the control solution. (D) The temporal responses for each bipolar cell (red) and the average response (thick red) in the presence of 10 μM SKF38393. The peak frequency response shifted to the right in some bipolar cells, indicating that D1R signaling increased the sensitivity to higher frequencies.
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FIGURE 3. Dopamine receptor 1 (D1R) signaling increased the peak temporal tuning in some bipolar cells. (A) The time course of SKF-SCH applications and the normalized peak frequency change. The peak frequency is indicated 0 at the control level, and 1 when shifted to a higher frequency. The plot shows the individual response from the 14 bipolar cells. (B–D) The frequency-response curves for a transient OFF (B), sustained OFF (C), and transient ON (D) SKF sensitive bipolar cell in control (black), SKF (red), and SCH (blue). SKF showed an increase in the peak temporal frequency for all three of the cells. Subsequent SCH application reduced the peak temporal frequency. (E,F) The frequency response curves for an OFF (E) and ON SKF insensitive bipolar cell in control (black), SKF (red), and SCH (blue) conditions respectively. SKF or SCH application did not change the temporal tuning for these two cells. (G) The average frequency-response curves from 14 bipolar cells (including ON and OFF cells) in control (black, average ± SEM), and in the presence of SKF (red). The peak frequencies are indicated by dotted lines. SKF shifted the peak to the right, indicating that D1R signaling increased the temporal tuning for these cells towards higher frequencies. (H) The frequency-response curves from the same set of cells in the presence of SKF (red) and subsequent SCH (blue) application. SCH shifted the curve back to the control level. (I) The average frequency-response curves from six bipolar cells in control (black) and SKF (red) solutions. SKF did not change the curve for these bipolar cells. (J) The curves from the same set of bipolar cells in SKF (red) and SCH (blue) solutions.
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FIGURE 4. D1R signaling modulated the peak frequency, but not for the peak amplitude and the tuning curve width. (A) The peak amplitude of the frequency-response curves for the SKF-sensitive bipolar cells. Each dot-line represents one cell, and the average is shown in thick blue. ON and OFF cells are color-coded in brown and black, respectively. Both SKF and SCH did not change the peak amplitude. (B) The tuning curve width of the frequency response curves for the SKF-sensitive bipolar cells. Individual cells (brown and black) and the average (green). Neither SKF nor SCH changed the average tuning curve widths. (C) The peak frequency of the frequency-response curves for the SKF-sensitive bipolar cells. Individual cells are shown in brown and black, and the average is shown in magenta. SKF significantly increased the peak frequency (p < 0.01), which was reversed by SCH application (p < 0.01). (D–F) The same set of parameters for SKF-insensitive bipolar cells. The D1R agonist and antagonist changed none of the three parameters. (C,F) The peak frequencies in control solutions for the SKF-sensitive and -non-responsive bipolar cells are significantly different (p < 0.01, *p < 0.05).
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FIGURE 5. A D1R agonist and an antagonist modulated hyperpolarization-activated cyclic nucleotide-gated (HCN) currents in a bipolar cell. (A) Voltage steps (lower panel) evoked inward currents in a type 5-2 bipolar cell. Steady-state currents (*) and tail currents (arrow). (B) HCN currents were evoked in a type 5-2 bipolar cell. SKF increased the HCN steady-state current, whereas SCH decreased the current. (C) The tail current was also increased by SKF38393 (red). SCH23390 decreased the tail current (blue) in the same cell. (D) A summary graph shows that SKF increased the HCN tail current in four bipolar cells (p < 0.05), and SCH decreased the current (p < 0.01, *p < 0.05.). (E) In five bipolar cells, SKF and SCH did not change the HCN tail current (p > 0.1).





Morphological Identification

A fluorescent dye, sulforhodamine B (0.005%, Sigma), and Neurobiotin (0.5%, Vector Lab, Burlingame, CA, USA) were included in the patch-clamp pipette. Immediately after electrophysiological recordings, sulforhodamine B images were captured using the CCD camera. For Neurobiotin visualization, the slice preparation was fixed with 4% paraformaldehyde for 30 min, incubated with streptavidin-conjugated Alexa 488 (1:200, Thermo Fisher Scientific, Waltham, MA, USA) and an anti-choline acetyltransferase (ChAT) antibody (1:200, AB144P, Millipore, Danvers, MA, USA) overnight, and then incubated with the secondary antibody for 2 h at room temperature. The preparation was viewed with a confocal microscope (TCS SP8, Leica, Germany). We determined bipolar cell types according to previous descriptions (Ghosh et al., 2004; Ichinose et al., 2014; Ichinose and Hellmer, 2016).



Data Analysis and Statistics

For sinusoidal responses, MatLab (MathWorks, MA, USA) and pClamp were used to measure amplitude (in mV) by Fast Fourier Transformation (FFT) analysis. Fundamental and multiple harmonics amplitudes were added to achieve accurate amplitude measurements. After FFT analysis, the frequency-responses were fitted with curves using the equation:
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Where a = peak amplitude, b = tuning curve width, x0 = frequency at the peak. Hereafter, we refer to x0 as the peak frequency or the frequency where cells responded with the largest response amplitude. Correspondingly, the peak amplitude indicates the amplitude response at the peak frequency. Finally, tuning curve width indicates the range of frequencies over which the cell responds, and is equivalent to the full width at half-maximum (FWHM) variable reported in other literature.

For HCN recordings, the tail current amplitude was analyzed to decrease contamination from other currents (Horwitz et al., 2011; He et al., 2014). The values are presented as the mean ± SEM. Voltage-gated currents and L-EPSCs were normalized to the control level because of large variations of individual currents between cells. A repeated-measures ANOVA was conducted to compare the response in control, SKF, and SCH solutions (Prism v.8, GraphPad Software, CA, USA). The ANOVA was run with a Geisser-Greenhouse correction to account for possible violations of the assumption of circularity/sphericity, followed by a Tukey’s multiple comparisons test to obtain the adjusted p-values. A paired t-test was conducted to compare the voltage-gated currents in control and SKF solutions. The differences were considered significant if p < 0.05.




RESULTS


D1R Signaling Modulates Temporal Features in a Subset of Bipolar Cells

Whole-cell recordings were conducted from bipolar cells using retinal slices prepared in the dark under infrared illumination. After adapting the preparations at a mesopic light level for more than 10 min, light-evoked excitatory postsynaptic potentials (L-EPSPs) were recorded in response to the sum-of-sines stimuli in the presence of inhibitory receptor blockers (see “Materials and Methods” section; Figure 2A). L-EPSPs for individual cells were analyzed by FFT (Figure 1), which revealed the frequencies of sinewave stimuli and L-EPSP amplitudes for those frequencies. The response amplitude was plotted as a function of frequency and fitted by an exponential equation (see “Materials and Methods” section) for each cell. The frequency-response curves from 14 bipolar cells, including representative recordings from types 3, 4, 5, XBC, and 6, are plotted in Figure 2C (black lines). The peak amplitude, tuning curve width, and peak frequency were diverse among cells because multiple types of bipolar cells exhibit distinct temporal features (Ichinose et al., 2014; Ichinose and Hellmer, 2016).

Previously, we found that the dopamine receptor 1 (D1R) is expressed by bipolar cells in a type-dependent manner (Farshi et al., 2016). D1Rs are expressed by types 1, 3b, 4, 5-2, XBC, 6, and 7 bipolar cells, whereas types 2, 3a, 5-1, and 9 did not possess the receptor. While morphological evidence has suggested that dopaminergic signaling plays a distinct role in visual processing in each type of bipolar cell, physiological investigations have not been performed. We examined the dopaminergic effect on the temporal features in bipolar cells by the application of a D1R agonist, SKF38393 (10 μM; Figure 2B). In some bipolar cells, SKF shifted the peak frequency to higher frequencies (Figures 2C,D, compare average traces shown by thick black and red lines, 14/20 cells), suggesting that D1R signaling modulated the temporal tuning.

We have examined the dopaminergic effect on temporal features in both ON and OFF bipolar cells. We recorded L-EPSPs in the control solution, applied SKF38393 (10 μM), for 4 min, washed-out approximately for 8 min, and then applied an antagonist, SCH23390 (10 μM; Figure 3A). In 14 ON and OFF bipolar cells, the peak frequencies shifted toward higher frequencies by SKF (Figures 3B–D,G), and the subsequent application of SCH moved the peak frequency back to the control level (Figures 3B–D,H). The time course of SKF-SCH applications and the responses from 14 bipolar cells (Figure 3A) shows that the peak frequencies changed during the SKF application (at 2.1 ± 0.2 min) and changed back to the control level after the SCH application (at 15.2 ± 0.8 min), indicating that D1R signaling modulated the temporal responses. Furthermore, we observed that SCH-only application shifted the peak frequency to lower frequencies (n = 2), or no change (n = 2), suggesting that some ambient dopamine may already be present in our light-adapted condition. In the other six bipolar cells, the peak frequency responses were not shifted by SKF (Figures 3D,E,H,I); therefore, we categorized them as SKF-insensitive cells. The former group included type 3 (n = 4), type 4 (N = 1), type 5 (n = 7), and type 6 (n = 2), whereas the latter contained type 2 (n = 1), type 3 (n = 1), type 5 (n = 3), and type 6 (n = 1). Although the number of recordings from individual types was low and no further type-specific morphological features (such as type 3a and 3b) were determined in this study, the observed cell types were consistent with our previous findings of D1R-expressing and non-expressing bipolar cells (Farshi et al., 2016).

We compared the parameters of frequency-response curves between SKF-sensitive and insensitive bipolar cells by repeated measures ANOVA (see “Materials and Methods” section). The peak amplitude, tuning curve width, and the peak frequency of SKF-sensitive bipolar cells were plotted (n = 14; Figures 4A–C). The former two factors were not affected by SKF, nor SCH. However, the peak frequency was shifted to higher frequencies by SKF (p < 0.01) and returned to the control level after SCH (p < 0.01; Figure 4C). For the SKF-insensitive bipolar cells, none of these parameters were modulated by SKF, nor by SCH (p > 0.1 for all combinations; Figures 4D–F). We also compared the peak frequency for SKF-sensitive ON and OFF bipolar cells separately (n = 9 for ON, n = 5 for OFF); SKF shifted the peak frequency to a higher frequency (p < 0.01 both for ON and OFF) and SCH decreased it (p = 0.05 for OFF, p < 0.01 for ON). Furthermore, in control conditions, the peak frequency of SKF-sensitive cells was higher than for the SKF insensitive cells (p < 0.01; Figures 4C,F). One possible explanation for this is that due to slicing, these cells may have been damaged in some way and therefore respond slower as a result; however, we note that the mean peak frequency of SKF-insensitive cells (2.8 ± 0.3 Hz; Figure 4F, control) are similar to those found in previous slice studies (Burkhardt et al., 2007; Ichinose and Hellmer, 2016). These results indicated that D1R signaling enables a subset of bipolar cells to respond to higher frequency stimuli during light-adapted conditions.



Voltage-Gated Channels in Bipolar Cells Are Targets for Dopaminergic Modulation

The temporal properties of bipolar cells are shaped by multiple factors, including ligand or voltage-gated channel diversity, the mGluR6 complex, and amacrine cells (DeVries, 2000; Ma et al., 2003; Müller et al., 2003; Cao et al., 2012; Baden et al., 2013; Puthussery et al., 2013; Lindstrom et al., 2014; Ray et al., 2014; Franke et al., 2017). Among these factors, voltage-gated channels, such as HCN and voltage-gated Ca2+ channels, are also known-targets of dopamine (Pfeiffer-Linn and Lasater, 1993; Surmeier et al., 1995; Fan and Yazulla, 2001; Robinson and Siegelbaum, 2003; Hayashida and Ishida, 2004). Therefore, we investigated whether D1R signaling modulated hyperpolarization-activated cyclic nucleotide-gated (HCN) channels and low voltage-activated (LVA) Ca2+ channels in D1R-expressing bipolar cells.

Whole-cell recordings were conducted from bipolar cells, and HCN currents were evoked in response to a series of step pulses (Figure 5A; Cangiano et al., 2007; Hellmer et al., 2016). Steady-state and tail currents were recorded. After steady recordings were obtained, we applied SKF, followed by SCH in the bath solution. In four bipolar cells, including type 1 (n = 1), type 3 (n = 1), and type 5 (n = 2), SKF increased the tail current, and SCH reduced the current (Figures 5B–D, P < 0.05). In contrast, SKF and SCH did not affect the tail current in five other bipolar cells, including type 2 (n = 1), type 4 (n = 1), type 5 (n = 1), type 8 (n = 1), and the rod bipolar cell (n = 1). The SKF-sensitive bipolar cell types likely correspond with the types of bipolar cells that exhibited D1Rs (Farshi et al., 2016). These results suggest that D1R-signaling increased the peak temporal tuning in a subset of bipolar cells by increasing HCN currents.

Furthermore, we examined the effect of D1R signaling on LVA Ca2+ channels in bipolar cells. The LVA current was evoked by a ramp voltage stimulation (Figure 6). SKF reduced the LVA currents (Figure 6A) in a subset of bipolar cells. The SKF-sensitive cells were type 4 (n = 1), type 5 (n = 3), and type 6 (n = 2), whereas SKF insensitive cells were type 5 (n = 1), and rod bipolar cells (n = 3; Figures 6B,C). These types were consistent with the previous morphological analysis (Farshi et al., 2016). These results suggest that D1R-signaling modulates LVA currents, which may modulate temporal tuning in a subset of bipolar cells.
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FIGURE 6. A D1R agonist modulated low-voltage activated (LVA) Ca2+ currents. (A) A voltage ramp evoked LVA Ca2+ currents in an XBC. SKF reduced it, an effect that recovered after SKF was washed from the solution clause; HP = holding potential. (B) Normalized amplitudes from six bipolar cells (3 type 5, 1 type 4, and 2 type 6) in response to SKF. SKF reduced the current (p < 0.01, *p < 0.05.). (C) Normalized amplitudes from four bipolar cells (1 type 5, and 3 rod-bipolar cells). SKF did not change the currents.






DISCUSSION

Using retinal slice preparations from the mouse, we examined the effect of a D1R agonist and antagonist on the temporal features of bipolar cell signaling. In a subset of ON and OFF bipolar cells, the D1R agonist SKF38393 increased sensitivity to higher frequency responses, which was reversed by the application of a D1R antagonist, SCH23390. SKF38393 also increased HCN and decreased LVA Ca2+ currents in a subset of bipolar cells, suggesting that voltage-gated channels may be the underlying mechanism involved in D1R activation. The types of SKF-sensitive and SKF insensitive bipolar cells were consistent with those we previously identified as D1R-expressing and D1R-lacking bipolar cells. As the retina and olfactory bulb signal processing structures are similar, we incorporated our findings to examine similarities between retinal and olfactory dopamine neuromodulation.


Dopamine and Signal Decorrelation in the Olfactory System

The mouse olfactory system is capable of discerning more than 1012 odors, resulting from over 1,000 unique odorant receptors expressed by ORNs in the olfactory epithelium (Zhang and Firestein, 2002; Bushdid et al., 2014). ORN receptors are sensitive to odorant size, shape, charge, and odorant molecule functional groups; therefore, a single odorant will activate a unique combination of odorant receptors that requires decoding by higher-order neurons (Malnic et al., 1999). Each population of unique ORNs project to distinct glomeruli in the mouse olfactory bulb, where nearly 1,800 glomeruli operate in parallel (Ressler et al., 1994; Mombaerts et al., 1996).

Within a single glomerulus, odorant information output is controlled primarily by mitral cells which balance excitation from glutamatergic ORNs and external tufted cells (Tatti et al., 2014) as well as inhibition from GABAergic periglomerular cells (PGs). To decode information from multiple odorants that may have overlapping receptor activation, glomeruli utilize lateral inhibition through another subset of GABAergic juxtaglomerular cells, the superficial short axon (sSA) cells. sSAs are excited by input within a strongly activated glomerulus and inhibit the output of other, more weakly activated glomeruli by using a combination of dopamine and GABAergic mechanisms (Aungst et al., 2003; Parrish-Aungst et al., 2007). The balance of excitation and inhibition both within and between glomeruli gates which information is sent to higher cortical areas.

Dopamine plays a critical role in odorant discrimination by contributing to the lateral inhibition between glomeruli. First, dopaminergic sSAs within a single glomerulus mediate lateral inhibition to other less-activated glomeruli in part by activating inhibitory D2Rs on the neighboring ORN axon terminals, reducing afferent input (Hsia et al., 1999; Ennis et al., 2001; Vaaga et al., 2017). Dopamine also indirectly inhibits mitral cell output by activating excitatory D1Rs in external tufted cells; external tufted cells release glutamate onto PG neurons which then locally inhibit mitral cell output (Liu et al., 2013, 2016a). Besides sSAs, dopaminergic subsets of PGs are thought to contribute to local inhibition of ORN afferent inputs, but this effect has yet to be shown directly (Maher and Westbrook, 2008). Ultimately, olfactory dopamine modulation serves to decorrelate odorant information by enhancing odorant dissimilarities and allowing the animal to discriminate multiple different odors in its environment (Wei et al., 2006; Escanilla et al., 2009; Banerjee et al., 2015).



Dopamine and Retinal Visual Processing

In the retina, dopamine release is evoked by light stimulation from tyrosine hydroxylase (TH)-positive amacrine cells (DACs), and is thought to facilitate the transition from dim to bright ambient light conditions, such as in dawn to early morning (Krizaj, 2000; Witkovsky, 2004; Zhang et al., 2007). Therefore, dopamine is thought to contribute to light adaptation and circadian rhythm. Dopamine receptors are expressed throughout the retina; D1 receptors are expressed by a broad range of retinal network neurons, whereas D2-like receptors are present in photoreceptors and DACs (Cohen et al., 1992; Harsanyi and Mangel, 1992; Veruki and Wässle, 1996; Derouiche and Asan, 1999; Mora-Ferrer et al., 1999; Stella and Thoreson, 2000; Witkovsky, 2004). Dopamine release has a broad range of effects on retinal neurons.

Rod and cone photoreceptors have high and low light sensitivities, respectively, covering all ranges of light conditions from night to daylight. Rods and cones are furthermore coupled with homologous and heterologous gap junctions (DeVries et al., 2002; Hornstein et al., 2005). The rod-rod coupling is critical in low light conditions to integrate small inputs from multiple rods, thereby averaging signals across rods to improve the signal to noise ratio (Fain, 1975; Hornstein et al., 2005; Li et al., 2012). As light levels increase, released dopamine acts on D4Rs in photoreceptors to decouple them, transitioning retinal signaling from rod to cone dominance (Derouiche and Asan, 1999; Ribelayga et al., 2008; Jin et al., 2015).

Dopamine similarly reduces coupling in the retinal network. Horizontal cell homologous coupling is reduced by dopamine and by light in a variety of species (Dong and McReynolds, 1991; Xin and Bloomfield, 1999; Packer and Dacey, 2005), which reduces the receptive field size of horizontal cells. The functional significance of this well-known fact has not been clearly understood. One plausible example is that horizontal cells contribute to the receptive field surround of a subset of primate ganglion cells, and dopamine modulates the surround inhibition to those ganglion cells (Mcmahon et al., 2004; Zhang et al., 2011) [but see mouse ganglion cells (Dedek et al., 2008)]. The homologous coupling of AII amacrine cells is also regulated by dopamine. AII amacrine cells are a critical component of the rod-signaling pathway, and accordingly, dopamine works as it does in rod photoreceptors. Individual AIIs can pass small signals within a wide network of AIIs through gap junction coupling in low light conditions, whereas this coupling is closed by light. In this way, dopamine in bright ambient conditions contributes to the dominance of cone-mediated signaling (Pourcho, 1982; McMahon and Mattson, 1996; He et al., 2000; Zhang et al., 2011; Hirasawa et al., 2012).

In addition to its effects on gap junctions, dopamine also reduces the response gain across cell populations, preventing saturation as ambient light levels increase. The gain control by retinal dopamine is primarily mediated by modulating voltage-gated channels, similar to its effects seen elsewhere in the CNS (Surmeier et al., 1995; Carr et al., 2003; Rosenkranz and Johnston, 2006). At the level of photoreceptors, dopamine works on D4Rs to decrease the responsivity of rod photoreceptors by suppressing an Ih current required for rod repolarization (Kawai et al., 2011). Dopamine furthermore modulates horizontal cells and subsets of RGCs via D1R inhibition of voltage-gated Ca2+ or Na+ currents to decrease visual signaling (Jensen and Daw, 1986; Vaquero et al., 2001; Hayashida and Ishida, 2004; Hayashida et al., 2009; Blasic et al., 2012; Ogata et al., 2012; Liu et al., 2016b). Lastly, previous studies have shown that light-adaptation or activation of D1Rs in bipolar cells leads to increased GABAergic feedback from horizontal cells, increasing the strength of surround inhibition (Cook and McReynolds, 1998; Chaffiol et al., 2017). Taken together, dopamine mediates light adaptation in retinal cell populations through gap junction regulation and by controlling neuronal response gain control.

Finally, dopaminergic amacrine cells exhibit a specific connection to the intrinsically photosensitive retinal ganglion cells (ipRGCs) that are key neurons for the circadian rhythm via their entrainment of the suprachiasmatic nucleus (Berson et al., 2002; Qiu et al., 2005). Dopaminergic cells receive excitatory retrograde visual signaling from M1 ipRGCs (Zhang et al., 2012; Prigge et al., 2016). In turn, released dopamine regulates melanopsin mRNA expression in ipRGCs and reduces their light responses (Sakamoto et al., 2005; Van Hook et al., 2012). In this way, dopamine also appears to modulate the maintenance of circadian rhythms.



A Novel Role for Dopamine in Retinal Signal Processing: Visual Signal Decorrelation

As we described, the olfactory bulb and retina exhibit various similarities. Both systems utilize comparable neural networks to process incoming receptor signals before projecting to the cortices. Moreover, both systems contain neuromodulators that tune signal processing. One such modulator is dopamine, which coordinates D1R and D2R signaling among neurons residing in each system. However, several dissimilarities are also present. In the olfactory bulb, dopamine plays a role in odor signal decorrelation. In the retina, dopamine plays a role in light adaptation and circadian rhythm; however, visual signal decorrelation has not previously been attributed to dopamine modulation. Our findings in the present study demonstrate a novel role for dopamine in the retina, increasing the peak temporal tuning of some bipolar cell types, and regulating temporal overlap between bipolar cell types.

In the retina, different features of images such as color, motion, and shape are encoded through distinct neural pathways, which are sent out to the brain in parallel (Enroth-Cugell and Robson, 1966; Boycott and Wässle, 1974; Livingstone and Hubel, 1987, 1988; Awatramani and Slaughter, 2000; Wässle, 2004). Parallel processing starts as early as the second-order neurons in the retina, bipolar cells, which extract distinct features of image signaling from photoreceptors and encode them across approximately 15 types of bipolar cells (Wu et al., 2000; Ghosh et al., 2004; Wässle et al., 2009; Helmstaedter et al., 2013; Shekhar et al., 2016). Distinct functions for each type have been gradually understood (Euler et al., 2014). Type 1 through 4 bipolar cells are classified as OFF bipolar cells, encoding light offset, while types 5–9 and rod bipolar cells (ON-bipolar cells) encode the onset of light. Rod and cone signaling is also encoded through distinct types of bipolar cells. Additionally, chromatic information is also uniquely separated, where bipolar cells types 1 and 9 carry mid- and short-wavelength light information, respectively (Breuninger et al., 2011). Furthermore, each bipolar cell type exhibits distinct temporal tuning. Types 2, 3, 5, 7 bipolar cells encode fast-changing light stimuli (e.g., object motion, object edge detection), while the others likely encode more stationary features of light (e.g., color, shape; Ichinose et al., 2014; Ichinose and Hellmer, 2016). Previously, we found that D1Rs are expressed by bipolar cells in a type-dependent manner (Farshi et al., 2016). If dopamine modulates visual signal processing only in a subset of bipolar cells, this will demonstrate temporal signal decorrelation, a new role of dopamine in the retina.

We found that a D1R agonist, SKF38393, shifted peak frequency responses towards higher frequencies in a subset of bipolar cells (Figures 3, 4). In ON-bipolar cells, D1Rs are expressed by type 5-2, XBC, 6, and 7 bipolar cells (Farshi et al., 2016), which exhibit mid to high-frequency tuning (Ichinose et al., 2014). We found that SKF increased the peak frequency responses in type 5, 6, and XBC that were consistent with the D1R-expressing bipolar cell types. There are no known markers for subsets of type 5 bipolar cells, and thus, we were not able to confirm that type 5 cells we recorded were D1R-expressing types. However, we found that the frequency tuning of SKF-sensitive cells was higher than that of the SKF insensitive cells (Figure 4). Taken together, our data suggest that dopamine enables high-temporal tuning ON-bipolar cells to respond to higher frequencies through D1Rs.

For a subset of OFF bipolar cells, dopamine also shifted the peak frequency response to higher frequencies (Figures 3, 4). In the present study, we had only a limited number of OFF cells for each type and could not correlate morphological types and SKF sensitivity. However, only a subset of OFF bipolar cells was SKF-sensitive, suggesting type-specific dopaminergic modulation. We previously showed that D1Rs are expressed by type 1, 3b, and 4 OFF bipolar cells which are low-frequency tuning cells (Farshi et al., 2016; Ichinose and Hellmer, 2016). Therefore, this suggests that dopamine may boost the temporal response of previously low-frequency tuning bipolar cells towards higher frequencies, such that all OFF bipolar cells would become sensitive to higher frequencies in contrast to the ON pathway bipolar cell types.

To explore the underlying mechanisms, we examined the dopaminergic effect on voltage-gated Ca2+ currents and HCN currents. HCN currents were increased by SKF in a subset of bipolar cells (Figure 5). HCN currents are critical for rhythmic activities in the heart pacemaker cells and neurons in the central nervous system (Baker et al., 1997; Day et al., 2005; Knop et al., 2008). In contrast, in the retina HCN channels have been associated with transient signaling as well as higher-frequency tuning (Cangiano et al., 2007; Della Santina et al., 2012; Puthussery et al., 2013; Bemme et al., 2017). These results suggest that HCN currents shape the high-frequency responses. Voltage-gated Ca2+ currents were examined because it may increase the membrane excitability. Contrary to our expectation, LVA currents were reduced by SKF in a subset of bipolar cells (Figure 6). LVA Ca2+ currents support the burst spiking activity in neurons (Fan et al., 2000; Pellegrini et al., 2016); however, its effect on graded synaptic responses has not been understood. Future investigation will need to elucidate the mechanism of temporal response modulation in bipolar cells by dopamine.

Alternatively, the observed effects of SKF could come from other D1R containing neurons. While we could not directly rule out possible contributions from D1Rs in other neurons such as AII amacrine or horizontal cells, we minimized this possibility through our experimental conditions. For example, we adapted the preparations with a rod-saturating light background before recordings; therefore, D1R-mediated AII amacrine or horizontal cell uncoupling and amplitude reductions likely were already present before recording. Moreover, the 100 μm diameter spot size of the stimulus would likely be small enough to mitigate horizontal cell feedback that was not already blocked by bicuculline. Interestingly, AII-AII gap junction coupling within the AII network can act as a low-pass filter (Veruki and Hartveit, 2002; Veruki et al., 2008) in a similar frequency range to signals observed in this study. However, it has been shown that primarily sustained currents pass between cone bipolar cells through the AII network (Kuo et al., 2016), which would be unlikely to affect the change in high-frequency tuning that we observed. Furthermore, it does not explain why a subset of ON bipolar cells was SKF-insensitive. Therefore, we concluded that our results of dopaminergic temporal response modulation were attributable to direct bipolar cell activation.

Inspired by a comparison between the olfactory bulb and the retina, we found that a general function of dopamine is to mediate signal decorrelation in both systems, despite using unique mechanisms in each. Ultimately, this study adds to a growing body of evidence that the intrinsic signaling properties regulating bipolar cell output are subject to extrinsic tuning both via inhibition as well as neuromodulation (Ayoub and Matthews, 1992; Tooker et al., 2013; Franke et al., 2017; Hall et al., 2019) to shape parallel signal processing in the retina.
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Generation of neuronal diversity is a biological strategy widely used in the brain to process complex information. The olfactory bulb is the first relay station of olfactory information in the vertebrate central nervous system. In the olfactory bulb, axons of the olfactory sensory neurons form synapses with dendrites of projection neurons that transmit the olfactory information to the olfactory cortex. Historically, the olfactory bulb projection neurons have been classified into two populations, mitral cells and tufted cells. The somata of these cells are distinctly segregated within the layers of the olfactory bulb; the mitral cells are located in the mitral cell layer while the tufted cells are found in the external plexiform layer. Although mitral and tufted cells share many morphological, biophysical, and molecular characteristics, they differ in soma size, projection patterns of their dendrites and axons, and odor responses. In addition, tufted cells are further subclassified based on the relative depth of their somata location in the external plexiform layer. Evidence suggests that different types of tufted cells have distinct cellular properties and play different roles in olfactory information processing. Therefore, mitral and different types of tufted cells are considered as starting points for parallel pathways of olfactory information processing in the brain. Moreover, recent studies suggest that mitral cells also consist of heterogeneous subpopulations with different cellular properties despite the fact that the mitral cell layer is a single-cell layer. In this review, we first compare the morphology of projection neurons in the olfactory bulb of different vertebrate species. Next, we explore the similarities and differences among subpopulations of projection neurons in the rodent olfactory bulb. We also discuss the timing of neurogenesis as a factor for the generation of projection neuron heterogeneity in the olfactory bulb. Knowledge about the subpopulations of olfactory bulb projection neurons will contribute to a better understanding of the complex olfactory information processing in higher brain regions.
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INTRODUCTION

Our ability to perceive the world through our senses begins with different sensory organs and results in distinct brain regions processing this information. However, even a single sensory system must process multiple aspects of the sensory modality in order to generate a meaningful sensory experience. For example, we can acquire various types of object information, such as size and shape, color, brightness, location, and motion, through the visual system (Wandell, 1995). A strategy to process multiple visual submodalities is to enhance the functional diversity of the neuronal circuit by expanding the neuronal heterogeneity in the retina (MacNeil and Masland, 1998; Masland, 2012; Baden et al., 2016; Yan et al., 2020). In the primate visual system, strong evidence suggests that the color and motion of an object are differentially processed through parallel pathways (Nassi and Callaway, 2009). These parallel pathways are formed by different types of retinal ganglion cells (RGCs) projecting their axons to different layers of the lateral geniculate nucleus of the thalamus and subsequently different regions of the cortex (Nassi and Callaway, 2009; Schiller, 2010; Seabrook et al., 2017). Thus far, at least 20 different RGC subtypes have been identified based on their different morphological, physiological, and molecular properties in the primate retina (Kolb et al., 1992; Peng et al., 2019). Recent studies expanded the classification of the cells into 40 RGC subtypes in the mouse retina (Sanes and Masland, 2015; Baden et al., 2016; Rheaume et al., 2018).

In terms of evolution, the olfactory system is one of the oldest senses to monitor the outside world. It is said that there are more than 3,000 chemicals that can be detected by our chemosensory system as fragrances (Arctander, 1969), and the mixture of these chemicals produces different odor qualities and behavioral responses (Kay et al., 2005; Saraiva et al., 2016). Unlike the visual system that receives photons with 3–6 types of photoreceptor cells (rod cells and 2–5 types of cone cells) (Baden et al., 2020), the vertebrate olfactory system takes a unique strategy to discriminate these odor qualities by establishing a large repertoire of odorant receptors expressed by olfactory sensory neurons (OSNs) (Buck and Axel, 1991; Zhang and Firestein, 2002; Godfrey et al., 2004; Malnic et al., 2004). However, each OSN expresses only a single type of odorant receptor (Chess et al., 1994; Serizawa et al., 2003; Monahan and Lomvardas, 2015). All OSNs project axons to the olfactory bulb (OB), a structure that is found in all vertebrate animals and the first relay station for the olfactory information in the central nervous system (Mombaerts et al., 1996; Northcutt, 2002). The OSNs expressing the same type of odorant receptor converge their axons usually into 2-3 spherical structures known as glomeruli (Mombaerts et al., 1996). The convergence of OSN axons forms a glomerular map, or odorant receptor map, at the surface of the OB (Mori et al., 1999; Mori and Sakano, 2011). The information from the glomerular map is transmitted to the olfactory cortex through the axons of OB projection neurons (Ghosh et al., 2011; Sosulski et al., 2011; Igarashi et al., 2012; Hirata et al., 2019).

A single odor or an odor mixture activates a distinct combination of OSNs and glomeruli (Malnic et al., 1999; Mori et al., 2006; Johnson and Leon, 2007; Fletcher, 2011). Therefore, processing the glomerular activation pattern on the map is the first step to identify the odors. In addition, the olfactory system processes different aspects of smell sensation; not only the odor quality, but also the odor intensity, pleasantness, and location of the source (Thomas-Danguin et al., 2014). Different concentrations of the same odor activate different numbers of glomeruli and change the temporal profiles of OB projection neuron responses (Johnson and Leon, 2000; Spors and Grinvald, 2002; Gautam et al., 2014; Bolding and Franks, 2018). Specific domains in the glomerular map are responsible for mediating particular odor-induced behaviors in rodents (Bear et al., 2016). For example, signals from the dorsomedial glomeruli are responsible for the innate fear responses caused by predator odors in mice, which is likely controlled by the central amygdala (Kobayakawa et al., 2007; Dewan et al., 2013; Root et al., 2014; Isosaka et al., 2015; Kondoh et al., 2016). In contrast, a subset of ventral glomeruli are targeted by TRPM5 expressing OSNs that are responsible for semiochemical processing, and these glomeruli are innervated by a population of mitral cells projecting to the medial amygdala (Lin et al., 2007; Thompson et al., 2012; Lemons et al., 2017). Mounting evidence demonstrates the importance of OB organization in information processing.

Here, we focus on the subtypes of OB projection neurons. Accumulating evidence shows that OB projection neurons can be subdivided into several subpopulations with different morphological and physiological properties. This suggests that different subpopulations of OB projection neurons may be involved in processing different aspects of smell via parallel pathways. We begin by summarizing the OB projections neurons found in lower vertebrate species to analyze their diversity from an evolutionary perspective, focusing primarily on their morphological properties. Then, we describe the similarities and differences among the subpopulation of projection neurons in the rodent OB. Lastly, we discuss the timing of neurogenesis as a factor for generating heterogeneity of projection neurons in the OB. The authors apologize to those whose work was not included here due to space limitations.



BASIC NEURAL CIRCUITRY OF THE MAMMALIAN OLFACTORY SYSTEM

The mammalian main OB (MOB) has an onion-like layer structure consisting of various cellular populations segregated into individual layers. Figure 1 shows the structure of the rodent OB as an anatomical model for reference. Although we do not go deeper into detail in this review, there are many excellent reviews summarizing the cell types, synapses, and neuronal circuits found in the MOB (Shepherd et al., 2004; Wachowiak and Shipley, 2006; Figueres-Onate et al., 2014; Imai, 2014; Nagayama et al., 2014; Sakano, 2020). Briefly, the OSN axons run tangentially through the olfactory nerve layer (ONL) at the surface of the OB before entering the glomerular layer (GL) (Klenoff and Greer, 1998; Rodriguez-Gil et al., 2015). Here, the OSNs form axodendritic synapses with the OB projection neurons, known as mitral and tufted cells, as well as periglomerular interneurons (Pinching and Powell, 1971b; White, 1972). In addition, OB projection neurons and periglomerular interneurons form reciprocal dendrodendritic synapses within the GL (Pinching and Powell, 1971b; White, 1972). Both mitral and tufted cells are glutamatergic neurons, and they share morphological features such as a single primary dendrite projecting to a single glomerulus as well as the secondary dendrites extending within the external plexiform layer (EPL), a layer beneath the GL (Macrides and Schneider, 1982; Mori et al., 1983). Within the EPL, the secondary dendrites of mitral and tufted cells form dendrodendritic synapses with granule cells, another type of interneuron (Rall et al., 1966; Price and Powell, 1970b). The somata of most tufted cells are found in the EPL while the mitral cell somata are aligned below the EPL to form a thin layer called the mitral cell layer (MCL) (Schneider and Macrides, 1978). The granule cell layer (GCL) is located below the MCL and is the largest layer in the OB formed primarily by the somata of granule cells (Schneider and Macrides, 1978). There is another thin layer between the MCL and GCL known as the internal plexiform layer (IPL) which contains axon collaterals from tufted cells (Liu and Shipley, 1994).
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FIGURE 1. Basic neural circuit in the rodent olfactory bulb. (A) The olfactory bulb (OB) is formed at the most anterior portion of the telencephalon in the rodent brain. The accessory olfactory bulb (AOB) receiving the pheromonal information from the vomeronasal organ is located at the posterodorsal OB. Mitral cells in the AOB have multiple apical dendrites projecting to multiple glomeruli. The rest of the OB is called the main OB (MOB) and is innervated by olfactory sensory neurons (OSNs). The MOB consists of multiple concentric layers. (B) The OSN axons tangentially run at the surface of the MOB within the olfactory nerve layer (ONL), before entering the glomeruli. Mitral (M) and tufted cell (T) somata are located in the mitral cell layer (MCL) and external plexiform layer (EPL), respectively, and project their primary dendrites to a single glomerulus. In the glomerulus, OSN axons form axodendritic synapses with mitral and tufted cells as well as periglomerular cells (PG). The secondary dendrites of mitral and tufted cells form dendrodendritic synapses with granule cells (G) in the EPL. Somata of periglomerular and granule cells are found in the glomerular layer (GL) and the granule cell layer (GCL), respectively. IPL, internal plexiform layer.


In addition to the main olfactory system, rodents have a vomeronasal system, unlike humans, through which they process pheromonal signals with great sensitivity (Silva and Antunes, 2017). For further details on aspects of the organization of the neuronal circuits involved in the pheromonal signals, readers are referred to several excellent and comprehensive studies and reviews (Larriva-Sahd, 2008; Tirindelli et al., 2009; Yokosuka, 2012; Silva and Antunes, 2017; Holy, 2018; Mohrhardt et al., 2018). In the vomeronasal organ, pheromones are received by vomeronasal receptors expressed by vomeronasal sensory neurons, which project axons to the accessory olfactory bulb (AOB) located at the dorsoposterior region of the MOB (Belluscio et al., 1999; Rodriguez et al., 1999; Boschat et al., 2002; Del Punta et al., 2002). Similar to the MOB, there are glomeruli at the surface of the AOB, where the AOB mitral cells receive synaptic inputs from vomeronasal neurons (Barber et al., 1978). However, upon reaching the AOB, individual axons can divide to terminate in multiple glomeruli (Larriva-Sahd, 2008). Therefore, contrary to the MOB, axons of sensory neurons expressing a given receptor form multiple glomeruli in the AOB (Belluscio et al., 1999; Rodriguez et al., 1999). Somata of AOB mitral cells are scattered beneath the glomeruli and a single AOB mitral cell possesses multiple primary dendrites which innervate multiple glomeruli (Takami and Graziadei, 1991; Wagner et al., 2006; Yonekura and Yokoi, 2007; Larriva-Sahd, 2008). The AOB mitral cells extend secondary dendrites in the layer beneath the glomeruli where they form dendrodendritic synapses with AOB granule cells whose somata are localized at the deepest layer of the AOB (Yonekura and Yokoi, 2007; Larriva-Sahd, 2008). Although it is said that AOB mitral cells are the only type of projection neurons in the AOB, at least three types of AOB projection neurons with different somata shape, location, and dendritic morphology have been suggested to exist (Yonekura and Yokoi, 2007; Larriva-Sahd, 2008). In addition, a recent study showed that a subset of AOB projection neurons was intrinsically rhythmogenic (Gorin et al., 2016; Zylbertal et al., 2017). These results raise the possibility that AOB mitral cells also consist of highly heterogeneous subpopulations. The mitral cell axons exit the AOB in bundles and run through a layer between the somata of mitral cells and granule cells before converging on the lateral olfactory tract (LOT), ultimately transmitting the pheromonal information to higher brain regions (von Campenhausen and Mori, 2000; Larriva-Sahd, 2008).



MORPHOLOGY OF OB PROJECTION NEURONS IN LOWER VERTEBRATES


Fish

The olfactory system of teleost fish sends the unbranched OSN axon to a single glomerulus (Weiss et al., 2020). The layer structure of the teleost fish OB is similar to that of the rodent OB, but a bit more simplistic (Kermen et al., 2013). In the fish OB, there are two types of glutamatergic projection neurons; mitral cells, a major projection neuron, and ruffed cells (Figure 2A1). There is no clear MCL, and both mitral cells and ruffed cells are located in the external cell layer that lies beneath the GL (Satou, 1990). Although they share the same name and have apical dendrites innervating glomeruli allowing them to receive input from OSN axons, the mitral cells of teleost fish are significantly different from those in the mammalian OB. Golgi staining and retrograde tracing of OB neurons in adult teleosts revealed that mitral cells do not extend secondary dendrites (Kosaka and Hama, 1982; Fuller et al., 2006). In most teleost fish, mitral cells possess multiple apical dendrites that project to multiple glomeruli, with the exception of zebrafish (Kosaka and Hama, 1982; Oka, 1983; Fujita et al., 1988; Satou, 1990; Fuller et al., 2006). The zebrafish mitral cells typically have only a single apical dendrite innervating a single glomerulus, and a smaller percentage of mitral cells have multiple apical dendrites that still innervate a single glomerulus (Fuller et al., 2006). In contrast to the mitral cells, the ruffed cells have a membranous field surrounding the initial part of the axon (Kosaka and Hama, 1979; Fuller and Byrd, 2005). A major difference from mitral cells is that ruffed cells do not receive direct input from OSN axons, but receive inhibitory synaptic inputs from interneurons activated by mitral cells (Kosaka, 1980; Satou, 1990). Therefore, the activity patterns of mitral and ruffed cells are contrasting in nature (Zippel, 1999; Zippel et al., 2000).
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FIGURE 2. Projection neurons in the non-mammalian vertebrate olfactory bulb. (A) Schematic illustrations of projection neurons in the teleost fish olfactory bulb (OB). Mitral (M), and ruffed cells (R) are located in the external cell layer (ECL) (A1). Most teleost fish including carp and goldfish have mitral cells with multiple apical dendrites projecting to multiple glomeruli. However, zebrafish mitral cells have only a single apical dendrite. No secondary dendrites are observed in the mitral cells. A morphological characteristic of ruffed cells is a membranous field surrounding the initial part of the axon. Axonal projection patterns from the zebrafish OB are shown in (A2) (Miyasaka et al., 2014). (B) Schematic illustrations of projection neurons in the amphibian OB. Somata of frog mitral cells (M) are located in the external plexiform layer (EPL) and mitral cell layer (MCL); these two layers are not clearly segregated (B1). Mitral cells have multiple apical dendrites, and some have secondary dendrites that do not project to the glomeruli. Axonal projection pattern from the frog OB are shown in (B2) (Eisthen and Polese, 2010). (C) Schematic illustrations of projection neurons in the reptile OB. OSN axons are not depicted as it has not been clearly shown whether a single OSN of reptiles project unbranched axon to a single glomerulus. Somata of mitral cells (M) are found in the MCL that is clearly segregated from the EPL. A single primary dendrite is formed in lizard mitral cells, while multiple primary dendrites are found in turtle mitral cells (C1). Both lizard and turtle mitral cells have clear secondary dendrites extending within the EPL. Axonal projection pattern from the snake OB are shown in (C2) (Eisthen and Polese, 2010; Ubeda-Banon et al., 2011). pTel and vTel, posterior and ventral telencephalon; Hb, habenula; PT, posterior tuberculum; SN, septal nucleus; lAmg and mAmg, lateral and medial amygdala; AON, anterior olfactory nucleus; OT, olfactory tubercle; LC, lateral cortex; NAOT, nucleus of accessory olfactory tract; vaA, eA, and mA, ventral anterior, external, and medial amygdala; and NS, nucleus sphericus.


Mitral and ruffed cells project their axons to higher brain regions through either the medial olfactory tract (MOT) or LOT depending on the location of their somata (Fuller et al., 2006; Miyasaka et al., 2014). In the brain, mitral cell axons send their projections to five major regions; posterior and ventral telencephalon, posterior tuberculum, right habenula, and ipsilateral/contralateral OB (Eisthen and Polese, 2010) (Figure 2A2). Genetic labeling of zebrafish mitral cells at single-cell resolution revealed that (1) individual mitral cells can target multiple regions; the MOT and LOT do not determine the target regions, (2) mitral cells innervating the same glomerulus do not show the same axon trajectory and (3) the right habenula is innervated by mitral cells that convey the information from the medial glomeruli (Miyasaka et al., 2009, 2014).

Although there is no distinct AOB in the teleost OB, a report suggested that a specific glomerulus located at the mediodorsal OB, mdG2, may be functionally similar and serve as the accessory olfactory system in teleost fish (Biechl et al., 2017). The mdG2 receives inputs solely from crypt cells, a specific type of OSN activated by kin odor, and the mitral cells targeting the mdG2 send their axons to the intermediate ventral telencephalic nucleus (Ahuja et al., 2013; Biechl et al., 2016, 2017; Gerlach et al., 2019). It is hypothesized that this nucleus in teleost fish may be functionally analogous to the medial amygdala of mammals (Biechl et al., 2017). The evolutionary origin of the accessory olfactory system is an intriguing topic to aid in our understanding of the parallel pathways for olfactory information processing. The axonal projection patterns of the ruffed cells in the fish olfactory system is another research topic that remains to be elucidated.



Amphibians

In contrast to the mammalian olfactory system, a single OSN of amphibians typically innervates multiple glomeruli (Gilbert et al., 2013; Hassenklover and Manzini, 2013). The OB of the frog has a layer structure similar to, but not as fully concentric as, that of the mammalian OB (Byrd and Burd, 1991; Scalia et al., 1991a; Kratskin et al., 2000). The projection neurons called mitral cells are scattered among the EPL and MCL (Kratskin et al., 2000). The basic morphology of the frog mitral cells resembles that of rodent mitral and tufted cells, except for their multiple (1–6) primary dendrites that innervate multiple glomeruli (Jiang and Holley, 1992) (Figure 2B1). Jiang and Holley (1992) further demonstrated that the mitral cells located superficially, close to the GL, extend their primary dendrites with a larger angle and targeted glomeruli across a wider field of range. The primary and secondary dendrites of the frog mitral cells are not clearly distinct in that some dendrites send several branches into the GL while the others remain in the EPL (Jiang and Holley, 1992). Mitral cells with similar morphology were also observed in the salamander OB (Herrick, 1924). A unique feature of amphibians is the process of metamorphosis in which species transform from an immature to mature state. This is an intriguing process with respect to olfactory system development and evolution. The studies of the OB morphology in the clawed frog showed that the basic structure of the mature OB was apparent in tadpoles (around larval stage 48/49) and remained constant throughout the late larval stage and into adulthood, with only the size increasing (Byrd and Burd, 1991; Nezlin and Schild, 2000). The majority of MOB projection neurons in both frog and salamander tadpoles (stages 51–56) had more than one glomerular tuft (up to 4) innervating different glomeruli (Herrick, 1924; Nezlin et al., 2003).

As shown in Figure 2B2, OB projection neurons project to the dorsal, lateral, and medial pallium as well as the lateral and medial septal nuclei in the frog brain (Eisthen and Polese, 2010). They also innervate the lateral amygdala (Scalia et al., 1991b). Contrary to the lack of an apparent AOB in the teleost fish, the AOB in the frog is quite evident and is located at the ventrolateral region of the OB. Anterograde HRP tracing experiments revealed that the AOB projection neurons project to the medial amygdala (Scalia et al., 1991b). While the projection from the MOB and AOB may converge in the amygdala, the medial amygdaloid nucleus may be connected exclusively to the AOB (Scalia et al., 1991b) (Figure 2B2).



Reptiles

Whether a single OSN of reptiles projects unbranched axon to a single glomerulus has not been clearly described. The MOB of reptiles also exhibits a distinct layer structure in which the GL, EPL, MCL, and GCL are clearly visible, however, they may have a thicker IPL than mammalian OB (Kirillova and Lin, 1998; Pinato and Midtgaard, 2003; Kondoh et al., 2013). Mitral cells are distributed throughout the MCL in the turtle OB (Kirillova and Lin, 1998). The morphology of turtle mitral cells was determined by reconstruction after electrophysiological recordings and showed the existence of long secondary dendrites that reach almost half of the bulbar circumference (Mori et al., 1981). In the turtle and snake OB, a single mitral cell possesses more than one primary dendrite and therefore is capable of targeting multiple glomeruli (Mori et al., 1981; Iwahori et al., 1989) (Figure 2C1). However, mitral cells in the lizard OB have only one dendritic tuft in a glomerulus, which was shown with Golgi staining (Llahi et al., 1985) (Figure 2C1). While not yet experimentally concluded, the existence of tufted cells in the reptile OB is suggested due to the discernible segregation of the EPL and MCL. In fact, the mitral cells observed in the EPL of the lizard OB are described as displaced mitral cells (Llahi et al., 1985). Cells varying in soma size were identified in the EPL and MCL of the snake MOB (Kondoh et al., 2013), and the Japanese striped snake has two mitral cell types that are morphologically distinct based on the somata locations within the MCL (Iwahori et al., 1989). These support a concept suggestive of a transition between mitral cells and tufted cells.

In the snake brain, the axonal projections from the MOB terminate at the AON, olfactory tubercle (OT), the lateral cortex, and some amygdaloid nuclei (Halpern, 1976; Martinez-Garcia et al., 1991; Lohman and Smeets, 1993; Lanuza and Halpern, 1998; Eisthen and Polese, 2010; Ubeda-Banon et al., 2011) (Figure 2C2). Overall, the projection patterns of most reptilian MOB projection neurons are somewhat comparable to that of the rodent (see Figures 2C2, 4). However, in contrast to the mammalian OB projection neurons, some axons from the snake MOB enter the ipsilateral stria medullaris thalami, cross the midline in the habenular commissure, enter the contralateral stria medullaris thalami and terminate in the contralateral lateral pallium (Halpern, 1976; Lanuza and Halpern, 1998). The accessory olfactory system becomes more noticeable in reptiles compared to amphibians considering that the AOB is caudally located and clearly separated from the MOB (Martínez-Marcos and Halpern, 2009; Ubeda-Banon et al., 2011; Kondoh et al., 2013). The AOB mitral cells in the reptile give rise to more than one primary dendrite with multiple tufts in the GL (Llahi et al., 1985). The axons of AOB mitral cells follow along the accessory olfactory tract and project to three portions of the amygdala: the nucleus sphericus, medial amygdala, and nucleus of the accessory olfactory tract (Halpern, 1976; Martinez-Garcia et al., 1991; Lohman and Smeets, 1993; Lanuza and Halpern, 1998; Eisthen and Polese, 2010; Ubeda-Banon et al., 2011) (Figure 2C2). In some reptilian species including a type of lizard, the AOB projects to the bed nucleus of stria terminalis (BNST) (Martinez-Garcia et al., 1991).



Evolutionary Morphological Changes of OB Projection Neurons

Different species have morphologically distinct MOB projection neurons. As described above, the mitral cells of teleost fish, amphibians, and reptiles, excluding zebrafish and lizards, typically possess multiple primary dendrites projecting to multiple glomeruli while only a single primary dendrite is formed in the mammalian mitral cells (Kosaka and Hama, 1982; Oka, 1983; Fujita et al., 1988; Satou, 1990; Dryer and Graziadei, 1994; Fuller et al., 2006). These results suggest that OB projection neurons have reduced the number of their primary dendrites from multiple to a single primary dendrite over the course of evolution. Interestingly, rodent MOB mitral cells form multiple primary dendrites with tufts in multiple glomeruli at the initial stage of development (Malun and Brunjes, 1996; Lin et al., 2000). Although it is reasonable to assume that having a single primary dendrite projecting to a single glomerulus assists in odor discrimination, it is still largely unknown how each mitral cell is able to “select” one dendrite during maturation. A recent study showed that spontaneous network activity among immature projection neurons in the neonatal OB is essential for the pruning of excess primary dendrites, but the OSN activity does not appear to be necessary in this process (Lin et al., 2000; Fujimoto et al., 2019). Comparing the development of OB projection neurons in different species would provide us with interesting insights into the molecular and cellular mechanisms underlying the selection of a single primary dendrite.

It is also noteworthy that clear secondary dendrites seem to be first apparent in the reptilian mitral cells, whereas the distinction between the primary and secondary dendrites in amphibian mitral cells is difficult to observe. From an evolutionary perspective, this information suggests that information processing in the OB became more intricate and complex as life began to shift from living in water to living on land. As discussed in the latter section, difference in the length of secondary dendrites is important for OB projection neurons to differentially respond to the odor inputs in the rodent OB. Formation of the two characteristic dendrites might be a stepping stone to generate the parallel processing pathways in the olfactory system.



SIMILARITIES AND DIFFERENCES BETWEEN MITRAL AND TUFTED CELLS IN THE RODENT OB

Henceforth, we will focus on the subpopulation of MOB projection neurons reported from the rodent olfactory system. The projection neurons in the rodent OB are essentially classified into two types; mitral cells, named after their shape resembling that of a bishop’s miter, and tufted cells, named by Ramon y Cajal (1911) and Figueres-Onate et al. (2014). An increasing number of studies report that the two cell types exhibit different properties in response to odor stimuli, and dendrite/axonal projection patterns, suggesting that mitral and tufted cells process different aspects of olfactory information as described below.


Morphological Properties

In the rodent OB, the projection neurons located in the MCL are defined as mitral cells, and others found in the EPL and GL are deemed tufted cells (Ramon y Cajal, 1911; Shepherd et al., 2004; Greer et al., 2008; Ennis et al., 2015). However, based on the relative depth of somata location in the EPL and GL, tufted cells are further subclassified into the external, middle, and internal tufted cells, also known as superficial, intermediate, and deep tufted cells, respectively (Ramon y Cajal, 1911; Macrides and Schneider, 1982; Orona et al., 1984; Shepherd et al., 2004). The internal tufted cells are sometimes identified as displaced mitral cells because of their proximity to the MCL (Mori et al., 1983; Kishi et al., 1984; Shepherd et al., 2004). The size of mitral cell somata (20–25 μm) is typically larger than that of tufted cells (10–20 μm) (Pinching and Powell, 1971a). Both mature mitral and tufted cells have a single primary dendrite with a tuft at the tip residing in a single glomerulus where they receive excitatory input from OSN axons (Ramon y Cajal, 1911; Mori et al., 1983). Mitral and tufted cells also form dendrodendritic synapses with inhibitory periglomerular interneurons in the GL (Pinching and Powell, 1971b).

In the rodent OB, different types of projection neurons possess different lengths of secondary dendrites. Mori et al. studied projection neurons in the rabbit OB, and showed that a single mitral cell possesses ∼15,000 μm of secondary dendrites, which is almost four times longer than that of middle tufted cells (∼4,000 μm) (Mori et al., 1983). Internal tufted cells have an intermediate length of secondary dendrites (∼12,000 μm) (Mori et al., 1983). Also in the mouse OB, it was shown that the total dendritic length of a mitral cell (∼15,000 μm) is much longer than that of a middle tufted cell (∼7,500 μm) (Igarashi et al., 2012). The tufted cells located in the most superficial EPL or GL are classified as the external tufted cells. Like the other mitral and tufted cells, the primary dendrites of external tufted cells are generally uni-glomerular, with a small subpopulation being di-glomerular (Ennis and Hayar, 2008). There are two distinct subpopulations of external tufted cells, and the most prominent dissimilarity between the populations is the presence or absence of secondary dendrites (Macrides and Schneider, 1982; Hayar et al., 2004a, b; Antal et al., 2006; Liu and Shipley, 2008; Hirata et al., 2019). The somata of external tufted cells with secondary dendrites are generally found in the deeper one-third of the GL, or in the EPL near the boundary with the GL. Morphometric analysis using 300 μm thick rat OB slices showed that the total length of secondary dendrites of external tufted cells in the slice was ∼1,200 μm (Antal et al., 2006). Although we cannot directly compare the results due to the differences in species and method, it is reasonable to assume that mitral cells possess the longest secondary dendrites while those of the external tufted cells are the shortest. Interestingly, the other group of external tufted cells whose somata are only found in the GL lack secondary dendrites (Macrides and Schneider, 1982; Hayar et al., 2004a, b; Antal et al., 2006; Liu and Shipley, 2008; Hirata et al., 2019). Based on the data acquired thus far, it can be asserted that the deeper the location of projection neurons cell somata in the OB, the longer the secondary dendrites are as shown in Figure 3A.
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FIGURE 3. Subpopulations of projection neurons in rodent main olfactory bulb. (A) Morphological differences of projection neurons in the rodent olfactory bulb (OB). Type I mitral cells (M:I) extend their secondary dendrites in the deepest sublayer of the external plexiform layer (dEPL) while those of type II mitral cells (M:II) project to the intermediate EPL (iEPL). Somata of internal tufted cells (iT) are found in the dEPL, and their secondary dendrites extend in the iEPL. Middle tufted cells are mostly located in the iEPL. Tufted cells located in the superficial EPL (sEPL) or glomerular layer (GL) are classified as external tufted cells (eT). The external tufted cells are further subclassified into cells with secondary dendrites projecting to the sEPL or cells absent of secondary dendrites. The deeper the location of projection neurons cell somata in the OB, the longer the secondary dendrites are. (B) Timings of MOB projection neuron generation in the developing mouse brain. Mitral cells are generated between E9 and E13 followed by the middle (E12–E16) and external (E13–E18) tufted cells.


In addition to the differences in length, Figure 3A shows that mitral and tufted cells extend their secondary dendrites in different sublayers of the EPL. The secondary dendrites of mitral cells appear to remain restricted to the deepest portion of the EPL (dEPL), proximal to the MCL, while those of tufted cells extend in the most superficial portion of the EPL (sEPL), proximal to the GL (Macrides and Schneider, 1982; Mori et al., 1983; Orona et al., 1984; Imamura and Greer, 2015). Even among tufted cells, it has been shown that the external tufted cells extend secondary dendrites to the most outer region of the sEPL and the middle tufted cells to the inner region of the sEPL (Macrides and Schneider, 1982; Mori et al., 1983). Several studies defined an intermediate EPL (iEPL) between sEPL and dEPL, where the secondary dendrites of internal tufted cells are projected (Orona et al., 1984; Mouradian and Scott, 1988). As discussed in a later section, there are mitral cells that extend secondary dendrites to the iEPL or the inner sEPL (Orona et al., 1984). Therefore, the regions in the EPL occupied by secondary dendrites of mitral cells and tufted cells gradually shift from deep to superficial. Interestingly, granule cells are also subgrouped into at least three populations based on their dendritic extension patterns in the EPL: the type-I granule cell ramifies spiny dendrites at any depth of the EPL; dendrites of the type-II granule cell extend only in the deep EPL; and the type-III granule cell ramifies spiny dendrites predominantly in the superficial EPL (Schneider and Macrides, 1978; Mori et al., 1983; Orona et al., 1983; Merkle et al., 2007). A computational analysis indicated that lateral inhibition mediated by dendrodendritic synapses between secondary dendrites of projection neurons and granule cell dendrites in the EPL could spread through granule cells only in a mitral-mitral or tufted-tufted way, but not mitral-tufted (Cavarretta et al., 2018). However, it was also shown that individual granule cells could influence a large group of both mitral and tufted cells belonging to at least 15 glomerular modules (Arnson and Strowbridge, 2017).

The activity of OB projection neurons is also regulated by other interneurons, such as short-axon cells (Pressler and Strowbridge, 2006; Parrish-Aungst et al., 2007; Eyre et al., 2008; Eyre et al., 2009; Arenkiel et al., 2011; Burton, 2017; Burton et al., 2017). In the EPL, mitral and tufted cells form reciprocal and non-reciprocal connections with EPL-located interneurons (EPL-IN) expressing parvalbumin (PV), somatostatin (SST), vasoactive intestinal peptide (VIP), and/or Corticotropin-Releasing Hormone (CRH) (Toida et al., 1994; Lepousez et al., 2010; Huang et al., 2013; Matsuno et al., 2017). EPL-INs form broader patterns of connectivity with mitral and tufted cells than granule cells (Huang et al., 2016), which is consistent with the broader odor tuning of EPL-INs (Kato et al., 2013; Miyamichi et al., 2013). Interestingly, CRH-positive EPL-INs provide stronger inhibition onto tufted cells than mitral cells, and tufted cells exhibit more linearly additive responses to odor mixtures without EPL-IN inhibitions (Liu G. et al., 2019). On the other hand, SST-positive EPL-INs are located in the dEPL and extend dendrites specifically into the dEPL (Lepousez et al., 2010). Together with the results showing that lateral inhibition differs between mitral cells and tufted cells (Geramita et al., 2016; Geramita and Urban, 2017; Matsuno et al., 2017), these results suggest that mitral and tufted cell activities are regulated mostly by different inhibitory circuits.

Axons of OB projection neurons ramify both within the OB and in the olfactory cortex (Kishi et al., 1984; Ojima et al., 1984; Orona et al., 1984; Igarashi et al., 2012). Within the OB, the axon collaterals terminate predominantly in the GCL to form asymmetric synapses on somata and dendrites of granule cells and short axon cells (Price and Powell, 1970a, b; Eyre et al., 2008). In the rabbit OB, the collaterals of mitral cells were distributed widely from the deep portion to the most superficial portion of the GCL (Kishi et al., 1984). The collaterals of internal tufted cells tended to be distributed more superficially in the GCL than mitral cells while those of middle tufted cells were distributed in the most superficial GCL (Kishi et al., 1984). It was also reported that the collaterals of external tufted cells run through the IPL to connect lateral and medial sides of the odor map (Liu and Shipley, 1994; Belluscio et al., 2002; Lodovichi et al., 2003). Since granule cells that project their dendrites to the superficial and deep EPL tend to localize in the superficial and deep GCL, respectively (Orona et al., 1983; Imamura et al., 2006), different types of OB projection neurons seem to construct distinct neuronal microcircuits within the OB.

Projection neuron axons extend from the ventrolateral side of the OB and form the LOT before innervating the olfactory cortex (Kishi et al., 1984; Yamatani et al., 2004; Walz et al., 2006; Igarashi et al., 2012). AOB mitral cell axons pass through the deepest layer of the LOT, and the axons of the MOB mitral and tufted cells are found in the intermediate and superficial layers, respectively (Inaki et al., 2004; Yamatani et al., 2004). The location of the axons assists in preserving the topographical organization of the olfactory information as it extends from the OB to the olfactory cortex. Target regions of the AOB mitral cells and MOB mitral and tufted cells rarely overlap (Figure 4). The AOB mitral cells transmit the information from the vomeronasal organ to the bed nucleus of the accessory olfactory tract (BAOT), the BNST, the medial amygdaloid nucleus (MEA), and the posteromedial cortical amygdaloid nucleus (PMCo) (Scalia and Winans, 1975; Davis et al., 1978; Yoshihara et al., 1999; von Campenhausen and Mori, 2000). The MOB mitral and tufted cells innervate the olfactory cortex consisting of the AON, the anterior and posterior piriform cortex (aPC and pPC), the OT, the lateral entorhinal cortex (LEC), the MEA, and the anterior and posterolateral cortical amygdaloid nucleus (ACo and PLCo) (Scalia and Winans, 1975; Haberly and Price, 1977; Yoshihara et al., 1999; Miyamichi et al., 2010; Ghosh et al., 2011; Sosulski et al., 2011; Hintiryan et al., 2012; Igarashi et al., 2012; Hirata et al., 2019). Within the MEA, AOB mitral cell axons terminate in the deep region, and the MOB mitral cell axons are found in the superficial layer without overlap (Kang et al., 2009). Several studies showed that a single mitral cell innervates the entire olfactory cortex while a tufted cell projects only to part of the AON and OT (Nagayama et al., 2010; Igarashi et al., 2012; Hirata et al., 2019). Within the OT, middle tufted cells project to the lateral portion, whereas the medial portion is preferentially innervated by mitral cells (Igarashi et al., 2012). Although it was previously undetermined if external tufted cells project their axons outside the OB (Schoenfeld et al., 1985; Tobin et al., 2010; Lukas et al., 2019), Hirata et al. (2019) recently showed that at least a subpopulation of external tufted cells do target the anterolateral edge of the OT as well as the pars externa of the AON.


[image: image]

FIGURE 4. Innervation patterns of olfactory bulb projection neurons in the rodent brain. Mitral cells in the accessory olfactory bulb (AOB) project their axons to the bed nucleus of the accessory olfactory tract (BAOT), the bed nucleus of stria terminalis (BNST), the medial amygdaloid nucleus (MEA), and the posteromedial cortical amygdaloid nucleus (PMCo). Mitral cells (M) in the main olfactory bulb (MOB) innervate the anterior olfactory nucleus (AON), the anterior and posterior piriform cortex (aPC and pPC), the olfactory tubercle (OT), the lateral entorhinal cortex (LEC), the MEA, and the anterior and posterolateral cortical amygdaloid nucleus (ACo and PLCo). However, the axons of tufted cells (mT and eT) project only to the anterior portion of the olfactory cortex including the pars externa of the AON and the anterolateral OT.




Physiological Properties

Odor responses of mitral and tufted cells are regulated by their intrinsic physiological properties and the intraglomerular and interglomerular circuitry (Aungst et al., 2003; Shao et al., 2012, 2013; Adam et al., 2014; Fukunaga et al., 2014). Many studies have reported the dissimilarity in odor responses between mitral and tufted cells. First, a distinct combination of odorants excites or suppresses the output of mitral and tufted cells. Interestingly, a specific odor can inhibit mitral cell excitation, while the external tufted cells show a distinct lack of the odor-specific suppression which is believed to be shaped by interglomerular inhibition (Adam et al., 2014; Kollo et al., 2014; Banerjee et al., 2015; Economo et al., 2016). Molecular receptive range (MRR) is defined as the odor spectrum that activated by a given odorant receptor, glomerulus, or a mitral or tufted cell, and is important for odor discrimination. It was reported that middle tufted cells have a broader MRR than mitral cells (Nagayama et al., 2004; Adam et al., 2014). Similarly, even among the projection neurons targeting the same glomerulus, the deeper the somata location, the narrower the MRRs (Kikuta et al., 2013). Since the MRRs of OB projection neurons are largely regulated by lateral inhibition mediated by the dendrodendritic synapses formed between mitral/tufted cells and granule cells (Yokoi et al., 1995; Tan et al., 2010; Geramita et al., 2016), the length of the secondary dendrites may be a critical determinant of the MRR.

It has been suggested that not only the MRRs but also the temporal components of the projection neuron activity contributes to odor identification (Schaefer and Margrie, 2007; Uchida et al., 2014; Wilson et al., 2017; Blazing and Franks, 2020). There are notable differences between mitral and tufted cells in temporal activation patterns after odor stimulation. Tufted cells can respond to lower concentrations (∼10 times lower than mitral cells) of odor stimuli with a higher frequency (>100 Hz), whereas the typical firing rate of mitral cells is less than 100 Hz (Nagayama et al., 2004; Igarashi et al., 2012; Kikuta et al., 2013; Adam et al., 2014). In vitro studies suggested that the greater excitability of tufted cells is caused by stronger afferent excitation, greater intrinsic excitability, and less inhibitory tone (Schneider and Scott, 1983; Burton and Urban, 2014; Arnson and Strowbridge, 2017; Geramita and Urban, 2017). On the other hand, mitral cells respond to strong OSN stimulation with sustained firing, or persistent discharge, that continues after odor stimulation (Adachi et al., 2005; Matsumoto et al., 2009; Geramita and Urban, 2017; Vaaga and Westbrook, 2017). The timing of firing onset in reference to the respiratory cycle is also different between mitral and tufted cells. Tufted cell spiking is phase-locked to OSN stimulation without sustained firing and starts during the middle of the inhalation phase (early-onset), while mitral cells respond with later-onset during the transition phase from inhalation to exhalation in anesthetized freely breathing rodents (Fukunaga et al., 2012; Igarashi et al., 2012). However, in an artificial inhalation paradigm, superficial, middle, and deep projection neurons were not reliably distinguished based on the timing of their inhalation-evoked activity (Diaz-Quesada et al., 2018; Short and Wachowiak, 2019).

External tufted cells receive direct OSN input and provide feedforward excitation to other neurons in the GL including periglomerular and short-axon cells and therefore are involved in interglomerular suppression of other OB projection neurons (Aungst et al., 2003; Hayar et al., 2004a; Whitesell et al., 2013; Liu and Liu, 2018). In addition, as described in the previous section, at least a subset of external tufted cells target their axons to the anterolateral edge of the OT and the pars externa of the AON (Hirata et al., 2019), suggesting that they contribute to parallel pathways of the olfactory system. Focusing on intrinsic physiological properties, the external tufted cells inherently generate rhythmic theta bursts (1–10 Hz) of action potentials and respond optimally to rhythmic, sniffing-related input (Hayar et al., 2004b; Liu and Shipley, 2008). On the other hand, mitral cells have biphasic membrane potentials that control the responsivity to OSN stimuli (Heyward et al., 2001; Kollo et al., 2014). As suggested from the differences in intrinsic properties, responses to odor stimuli of external tufted cells are distinct from mitral cells (Vaaga and Westbrook, 2016, 2017). Moreover, cholecystokinin (CCK) is a neuropeptide that is known to express strongly in a subset of the external tufted cells (Seroogy et al., 1985; Liu and Shipley, 1994; Gutierrez-Mecinas et al., 2005; Baltanas et al., 2011), although in situ hybridization analysis and recent immunohistochemical studies indicate a weak CCK expression also in mitral cells (Ingram et al., 1989; Hirata et al., 2019). Optical imaging of different mouse OB projection neurons showed that CCK-positive external tufted cells exhibited a shorter range of odor response latencies and durations than mitral cells and other external tufted cell populations (Short and Wachowiak, 2019). Thus, external tufted cells likely transmit the olfactory information to specific regions in the olfactory cortex with unique temporal patterns. On the other hand, vasopressin, a neuropeptide, is predominantly expressed by external tufted cells with secondary dendrites and some middle tufted cells, but not by mitral cells, in the rodent OB (Tobin et al., 2010; Lukas et al., 2019). It is proposed that the vasopressin-positive external tufted cells are involved in mechanisms of social recognition via the odor signatures (Dluzen et al., 1998a, b; Tobin et al., 2010; Wacker et al., 2011). However, recent studies showed that OSN stimulation primarily caused strong inhibition of the vasopressin-positive external tufted cells, suggesting that OSN axons do not directly activate them (Lukas et al., 2019). Whether the vasopressin-positive external tufted cells form a distinct neural circuit/pathway from the other external tufted cells is needed to be further elucidated.

The various types of oscillations of local field potential (LFP) are produced in the OB after odor stimulation, and they are associated with odor perception, discrimination, and learning (Martin et al., 2004; Beshel et al., 2007; Kay et al., 2009; Lepousez and Lledo, 2013; Martin and Ravel, 2014; Li et al., 2015; Liu P. et al., 2020; Losacco et al., 2020). A previous report showed that the local circuits produce fast-frequency (65–100 Hz) and slow-frequency (35–65 Hz) gamma oscillations of LFP in the OB (Kay, 2003). Several reports suggested that the early-onset fast gamma-oscillations and later-onset slow gamma oscillations are generated mainly by tufted cell and mitral cell subsystems, respectively (Manabe and Mori, 2013; Frederick et al., 2016). On the other hand, it was shown that glomerular networks coordinate theta oscillations (2–12 Hz) (Hayar et al., 2004b; Fukunaga et al., 2014). These findings imply that synchronized oscillatory activity at different frequency may be a key mechanism for OB projection neurons to process the different aspects of odor information in parallel.



Heterogeneity of Mitral Cells

Since the MCL is only about the size of one cell body in thickness, heterogeneity of mitral cells has not been deeply investigated. However, several lines of evidence indicate that mitral cells do consist of heterogeneous subpopulations. Although, as noted above, mitral cells usually extend their secondary dendrites in the dEPL (Mori et al., 1983; Orona et al., 1984), some mitral cells extend their secondary dendrites in the iEPL in the rat OB, even though their somata lay in the MCL (Orona et al., 1984; Mouradian and Scott, 1988). Orona et al. (1984) classified the former mitral cells as Type I and the latter as Type II mitral cells (Figure 3A). Interestingly, the total secondary dendrite length of Type II mitral cells was longer than that of the middle tufted cell but shorter than Type I mitral cells (Orona et al., 1984). It remains to be seen whether there is a difference in axonal projection patterns between Type I and Type II mitral cells.

Mitral cells may also be subclassified based on their location along different planes of the OB. For example, mitral cells located at different regions along the dorsomedial-ventrolateral axis in the MCL tend to exhibit different projection patterns toward the OT, cortical amygdala, and MEA (Haberly and Price, 1977; Scott et al., 1980; Miyamichi et al., 2010; Imamura et al., 2011; Inokuchi et al., 2017). Retrograde labeling of OB projection neurons from the olfactory cortex revealed that the cortical amygdala (ACo and PLCo) and OT receive afferent projections preferentially from mitral cells in the dorsomedial and ventrolateral MCL, respectively (Haberly and Price, 1977; Scott et al., 1980; Miyamichi et al., 2010; Imamura et al., 2011). MOB mitral cells that project to the MEA are locally found at the ventral region of the OB and mediate odor-induced attractive social responses (Lin et al., 2007; Thompson et al., 2012; Inokuchi et al., 2017; Lemons et al., 2017).

In contrast to the studies reporting differences between mitral and tufted cells, only a few studies have suggested heterogeneous physiological and molecular properties among mitral cells. It has been shown that the α3 subunit of the GABAA receptor, as well as a subunit of voltage-gated potassium channel (Kv1.2), are expressed by subsets of mitral cells (Panzanelli et al., 2005; Padmanabhan and Urban, 2010). In addition, a subunit of hyperpolarization-activated cyclic nucleotide-gated channel, HCN2, was expressed in glomeruli in a mosaic pattern (Angelo and Margrie, 2011; Angelo et al., 2012). These studies also reported on the diversity of intrinsic biophysical properties among mitral cells, such as firing frequency and the Ih sag current, which are supposedly reflective of varying Kv1.2 and HCN2 expression levels (Padmanabhan and Urban, 2010; Angelo et al., 2012). Moreover, these differences in molecular and biophysical properties may endow mitral cells with different odor response properties (Dhawale et al., 2010; Kikuta et al., 2013).



IMPLICATIONS OF PARALLEL PATHWAYS FOR OLFACTORY PROCESSING

Increasing evidence has suggested that mitral and tufted cells differentially transmit olfactory information to the olfactory cortex even when they receive OSN inputs within the same glomerulus. It is noteworthy that the piriform cortex is innervated only by mitral cell axons, and the piriform cortex is one of the major brain regions that serves a critical role in odor encoding, odor identification across different odor concentrations, odor learning, and discrimination and perception of complex odor mixtures (Wilson, 2000; Barnes et al., 2008; Stettler and Axel, 2009; Chapuis and Wilson, 2011; Choi et al., 2011; Haddad et al., 2013; Bolding and Franks, 2017, 2018; Iurilli and Datta, 2017; Roland et al., 2017; Meissner-Bernard et al., 2019); see also reviews in Wilson and Sullivan (2011), Bekkers and Suzuki (2013), Blazing and Franks (2020). The narrower MRR of mitral cells is likely advantageous in the process of accurate odor encoding. However, it is also suggested that mitral cells in the rat MOB do not receive lateral inhibition broadly from surrounding glomeruli via interneurons, but rather receive lateral inhibition from only a small number of spatially distributed glomeruli (Fantana et al., 2008; Shmuel et al., 2019). Moreover, individual odors activate ensembles of spatially distributed neurons in the piriform cortex that lack apparent topographical organization with respect to the odor map (Stettler and Axel, 2009; Miyamichi et al., 2010; Ghosh et al., 2011; Sosulski et al., 2011; Igarashi et al., 2012). Instead, it is proposed that neurons in the piriform cortex stochastically sample glomeruli to generate a systematic population-level representation to identify the odors (Schaffer et al., 2018; Pashkovski et al., 2020). Thus, the patterns of connectivity from mitral cells to neurons in the piriform cortex should be elucidated at the level of synapses, which may identify novel mitral cell subpopulations and pathways.

The tufted cell pathway has a more rapid activation with lower odor concentration compared to mitral cells. This implies that tufted cells may transmit information from the glomeruli to the olfactory cortex with less spatial and temporal modification, and, therefore, may be involved in the olfactory functions in which speed is required for efficient processing. Morphological analyses showed that tufted cells, including the external tufted cells, project to part of the AON and the lateral OT (Nagayama et al., 2010; Igarashi et al., 2012; Hirata et al., 2019). It has been widely argued that the OT is involved in reward and motivational aspects of odor information processing, primarily due to the fact that the OT is a component of the ventral striatum that connects with the reward system, including the ventral tegmental area (Ikemoto, 2007; Wesson and Wilson, 2011; Gadziola et al., 2015; Yamaguchi, 2017; Zhang et al., 2017). It is particularly noteworthy that an odor associated with punishment activates the lateral domain of the OT and induces aversive behavior (Murata et al., 2015; Yamaguchi, 2017). The neural pathway originating from tufted cells may be necessary to escape quickly from these aversive odor sources. In contrast, an odor associated with reward activates the anteromedial domain of the OT and induces attractive behavior (Murata et al., 2015; Yamaguchi, 2017; Zhang et al., 2017), which may be mediated via the mitral cell pathway. Neurons in the AON that receive inputs from most of the MOB projection neurons decussate to the contralateral OB (Schoenfeld et al., 1985; Scott et al., 1985; Illig and Eudy, 2008; Yan et al., 2008). A previous report showed that AON neurons exhibit respiration phase-locked firing pattern to ipsi-nostril stimulation, and this activity is attenuated by contra-nostril stimulation, indicating that the AON is involved in the function of odor source localization (Kikuta et al., 2010; Liu A. et al., 2020). Since a subset of external tufted cells targets the anterolateral edge of the OT as well as the pars externa of the AON (Hirata et al., 2019), this external tufted cell subset may play a critical role in the behaviors induced by reward-related odors and odor source localization.

Another well-known feature of the external tufted cells is to link the isofunctional glomeruli within the OB (Schoenfeld et al., 1985; Liu and Shipley, 1994). It has been known that each rodent OB has two mirror-image OR maps, one in the lateral side and the other in the medial side, within which the two glomeruli representing a particular OR are mapped symmetrically (Nagao et al., 2000). The axon collaterals of an external tufted cell run through the IPL and terminate beneath the mitral cells at the corresponding region of the other side of the two maps (Belluscio et al., 2002; Lodovichi et al., 2003). The axons synapse onto the dendrites of granule cells within the IPL and therefore inhibit the surrounding mitral and tufted cells, which results in mutual inhibition between the lateral and medial maps (Belluscio et al., 2002). Although the functional roles of each map in odor information processing are unknown, a few differences in odor response patterns between glomeruli in these maps have been reported (Zhou and Belluscio, 2008, 2012; Baker et al., 2019; Sato et al., 2020). The functional difference of two maps may be elucidated through further study on the external tufted cells.



GENERATION OF DIFFERENT TYPES OF OB PROJECTION NEURONS

The strategy to assign neurons having different birthdates with different properties is widely used in the brain to generate a variety of neuronal subtypes useful for processing complex information. In the developing retina, all types of cells, including Müller glia, are generated from a single pool of progenitors (Turner and Cepko, 1987; Bassett and Wallace, 2012). The fate of the precursors is largely determined by the timing of neurogenesis, namely that the first neurons born are the RGCs followed by cone photoreceptors, horizontal cells, amacrine cells, rod photoreceptors, and bipolar cells (Bassett and Wallace, 2012). Müller glia are the last of the cells to emerge in the retina. Even among the amacrine cells, it is suggested that the birthdates specify their destinations and subtype identities (Voinescu et al., 2009). The cerebral cortex is made up of six layers, and each layer contains pyramidal projection neurons that possess distinct dendritic morphologies and axonal target regions as well as different molecular expression profiles (Molyneaux et al., 2007; Kwan et al., 2012; Greig et al., 2013; Narayanan et al., 2017; Gerfen et al., 2018). The mouse cortical pyramidal neurons are generated between E11 and E18, and the neurons with different birthdates migrate toward distinct layers with an inside-out manner (Molyneaux et al., 2007; Kwan et al., 2012; Greig et al., 2013).

Similarly, the timing of neurogenesis is a major contributor to producing diversity in the OB projection neurons. The earliest generated projection neurons in the mouse OB are the AOB mitral cells that emerge around embryonic day (E) 9 and 10 (Hinds, 1968; Imamura and Greer, 2015; Hirata et al., 2019). A recent study indicated that the AOB and MOB projection neurons are generated from different progenitor cells whereas a single progenitor cell can give rise to both MOB mitral and tufted cells in the developing mouse OB (Sanchez-Guardado and Lois, 2019). Nevertheless, MOB mitral and tufted cells are generated at different time points; mitral cells are generated between E9 and E13 having a peak at E11, while middle and external tufted cells are born during a later period between E12 and E18 (Hinds, 1968; Blanchart et al., 2006; Imamura et al., 2011; Hirata et al., 2019) (Figure 3B). Thymidine analog labeling and genetic tracing experiments have shown that middle tufted cells are generated earlier than external tufted cells (Hinds, 1968; Winpenny et al., 2011; Hirata et al., 2019). Therefore, similar to cortical pyramidal neurons, projection neurons in different layers are also generated at different time points with an inside-out manner in the MOB.

Using the thymidine analog labeling method, we also showed that mitral cells generated at E9 or E10 (early-generated mitral cells) were preferentially localized to the dorsomedial MCL, while mitral cells generated at E12 or E13 (late-generated mitral cells) were predominantly located in ventrolateral MCL in the mouse OB (Imamura et al., 2011). Later, we further revealed that early- and late-generated mitral cells extend their secondary dendrites in the dEPL and iEPL, respectively, indicating that late-generated mitral cells can be classified as the previously identified Type II mitral cells (Orona et al., 1984; Imamura and Greer, 2015). These results strongly suggest that neuronal birthdate is a significant contributor in the generation of morphological differences, not only between mitral and tufted cells, but also among subpopulations of mitral cells. Based on mitral cell location contributing to the projection pattern of target structures in the olfactory cortex, neuronal birthdate may also be considered an implication of a cells function. However, a critical next step is to determine whether there are differences in physiological and/or molecular properties between early- and late-generated mitral cells.

In summary, the olfactory system processes multiple aspects of olfactory information through parallel pathways. Similar to the visual system, the diversity of OB projection neurons provides the basis for the parallel pathways in the rodent OB, which has been established throughout the course of evolution. In the retina, distinct RGC types have been characterized by dendritic and axonal arborization patterns as well as physiological parameters. More recently, molecular expression patterns, including transcription factors, have been used to examine the diversity of RGCs (Sanes and Masland, 2015; Baden et al., 2016; Rheaume et al., 2018). In this review, we have summarized the morphological and physiological diversities of OB projection neurons. Although differing molecular expression profiles of OB projection neurons in the rodent OB have yet to be identified, the timing of neurogenesis seems to regulate the generation of different projection neuron subpopulations. Thus far, a large number of transcription factors expressed in developing projection neurons in the rodent OB have been reported (Winpenny et al., 2011; Imamura and Greer, 2013), and we and others showed that each transcription factor appears in the developing OB with a distinct spatiotemporal pattern (Williams et al., 2007; Campbell et al., 2011; Nguyen and Imamura, 2019). In addition, the results from large-scale analyses using omics approaches are available (Campbell et al., 2011; Kawasawa et al., 2016). A combination of cutting edge techniques including single-cell RNA-sequencing, tissue-clearing and whole-brain imaging, optical imaging, and electrophysiological recordings can now be used to reveal molecular, morphological, and physiological properties of OB projection neurons. The knowledge acquired by these techniques will further elucidate the functions and ramifications of each pathway.
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In the central nervous system, dopamine is well-known as the neuromodulator that is involved with regulating reward, addiction, motivation, and fine motor control. Yet, decades of findings are revealing another crucial function of dopamine: modulating sensory systems. Dopamine is endogenous to subsets of neurons in the retina and olfactory bulb (OB), where it sharpens sensory processing of visual and olfactory information. For example, dopamine modulation allows the neural circuity in the retina to transition from processing dim light to daylight and the neural circuity in the OB to regulate odor discrimination and detection. Dopamine accomplishes these tasks through numerous, complex mechanisms in both neural structures. In this review, we provide an overview of the established and emerging research on these mechanisms and describe similarities and differences in dopamine expression and modulation of synaptic transmission in the retinas and OBs of various vertebrate organisms. This includes discussion of dopamine neurons’ morphologies, potential identities, and biophysical properties along with their contributions to circadian rhythms and stimulus-driven synthesis, activation, and release of dopamine. As dysregulation of some of these mechanisms may occur in patients with Parkinson’s disease, these symptoms are also discussed. The exploration and comparison of these two separate dopamine populations shows just how remarkably similar the retina and OB are, even though they are functionally distinct. It also shows that the modulatory properties of dopamine neurons are just as important to vision and olfaction as they are to motor coordination and neuropsychiatric/neurodegenerative conditions, thus, we hope this review encourages further research to elucidate these mechanisms.
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INTRODUCTION

The central nervous system processes various stimuli, which allow it to respond to a constantly changing environment, while also contributing to the experiences that will allow an organism to adapt and survive. A crucial component for this to occur are neuromodulators, including dopamine. Dopamine is a famous neuromodulator that is most known for its role in rewards, addiction, motor control, and, to a lesser extent, its involvement with neurogenesis, daily rhythms, and the processing of sensory information. Dopamine is a catecholamine that is derived from the amino acid tyrosine, which is converted to L-DOPA via tyrosine hydroxylase (TH, the rate-limiting enzyme in dopamine production); L-DOPA is then converted to dopamine via aromatic L-amino acid decarboxylase. Dopamine can also be converted to norepinephrine (via dopamine-β-hydroxylase) followed by epinephrine (via phenylephanolamine N-methyltransferase), the other two major catecholamines of the central and peripheral nervous systems. Over the last few decades, there has been a tremendous growth in understanding of the role of dopamine in various systems, including its regulation of two of the most crucial senses for vertebrate and invertebrate organisms: vision and olfaction.

Vision arises from responding to the electromagnetic stimuli that first hit the retina, and olfaction occurs when deciphering a volatile milieu of chemical odorants that are detected by olfactory sensory neurons (OSNs) and then processed by the olfactory bulb (OB). There are 11 catecholamine-expressing nuclei in the brain (Felten and Sladek, 1983; Hökfelt et al., 1984), and the retina and OB possess their own endogenous dopamine neuron populations. In the retina, the modulatory dopamine interneurons assist the photoreceptors, and nearly all other retinal neurons, in transitioning from processing scotopic light (during the nighttime) to processing photopic light (during the daytime). In the OB, the number of endogenous dopamine neurons may outnumber all other dopaminergic populations in the vertebrate brain (Cave and Baker, 2009). Like the retina, the dopaminergic OB neurons are also modulatory interneurons, which help gate certain odor stimuli and increase odor discrimination (the ability to tell one odor apart from another). The main goal of this review is to explore the dopamine neuron populations in the retina and OB and their neuromodulatory mechanisms. To provide the most comprehensive view of these neurons, we also explore their identities and morphologies, their daily rhythms, activity-dependent expression, biophysical properties, and the potential disruption of their neuromodulatory mechanisms in neurodegenerative diseases such as Parkinson’s disease (PD). These findings also provide insight into the many remarkable similarities and differences between the retina and OB, thus, vision and olfaction. While we focus on the neuromodulatory roles of dopamine specifically in vertebrate organisms (fish, amphibians, turtles, reptiles, mice, rats, rabbits, cats, and people), there is also a rich literature on the activity of dopamine in various insect species, particularly in their olfactory systems (Perk and Mercer, 2006; Dacks et al., 2012; Boto et al., 2014; Lizbinski and Dacks, 2018; Sayin et al., 2018).

To understand the context of dopamine’s activity, it is necessary to introduce their laminar organization and neuronal populations of the retina (Figure 1) and the OB (Figure 2). These structures have also been reviewed in detail elsewhere (Witkovsky, 2004; Ennis et al., 2007, 2015; Nagayama et al., 2014; Kosaka and Kosaka, 2016; Roy and Field, 2019). Light first activates the rod and cone photoreceptors in the outer retina, specifically in the outer nuclear layer (ONLR), from which rods and cones transduce and transmit light information to the excitatory bipolar cells (BCs) and the inhibitory horizontal cells (HCs) in the outer plexiform layer (OPL). (Please note that some of the abbreviations between retinal and OB layers are the same. To avoid confusion, the identical abbreviations related to the retina will have the “R” subscript, and an “OB” subscript will be included for OB layers. e.g., ONLR and ONLOB.) In photopic conditions, rods and certain cones activate the ON-BCs, while the OFF-BCs will activate in scotopic conditions by another subset of cones and indirectly by rods. The BCs send this light information along the inner nuclear layer (INL) to the dendrites of the retinal ganglion cells (RGCs) and a subset of RGCs called the intrinsically photosensitive retinal ganglion cells (ipRGCs). Synapses between BCs and RGCs form in the inner plexiform layer (IPL) – in the OFF portion (strata 1 and 2) for OFF-driven RGCs and in the ON portion (strata 3–5) for the ON-driven RGCs. Lastly, the transmission from BCs can be modulated by the inhibitory receptive field of the amacrine cells (ACs), either in the OFF or ON portion of the IPL. The RGCs and ipRGCs somas are in the deepest retinal layer, the ganglion cell layer (GCLR). From there, RGCs send light information to a few dozen nuclei (Dhande and Huberman, 2014), including those in the thalamus, hypothalamus, midbrain, and visual cortex as the optic nerve.
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FIGURE 1. A schematic of the layers and neuronal circuitry of the retina, including the pathways of rods, cones that respond to light (middle photoreceptor), and cones that respond to dark (right photoreceptor). For clarity and simplicity, many neurons and synapses have been excluded. The various modulatory mechanisms of retinal dopamine neurons (blue) affect nearly every retinal neuron to allow the retina to adapt to photopic conditions. Green arrows indicate excitatory (glutamatergic) synapses, red arrows indicate inhibitory (GABAergic/glycinergic) synapses, and blue arrows indicate mixed synaptic effects. A potential excitatory en passant synapse (between ON-bipolar cell axon and dopamine neuron) is shown in strata 1 of the inner plexiform layer. Retinal gap junctions, which are also targets of various dopaminergic and other modulatory mechanisms, are represented by squiggles. The green squiggle indicates depolarization via heterotypic coupling, red squiggles indicate dopaminergic uncoupling of gap junctions, and blue squiggle indicates mixed effects of dopamine on the coupling or uncoupling of gap junctions. AC, amacrine cell; BC, bipolar cell (including those depolrized – ON – and inhibited – OFF – by light); GCL, ganglion cell layer; HC, horizontal cell; INL, inner nuclear layer; IPL, inner plexiform layer (including the OFF – 1 and 2 – and ON – 3, 4, and 5 – strata); ipRGC, intrinsically photosensitive retinal ganglion cell; ONL, outer nuclear layer; OPL, outer plexiform layer; RGC, retinal ganglion cell (including the ON and OFF-RGCs).
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FIGURE 2. A schematic of the layers and neuronal circuitry of the olfactory bulb (many neurons and synapses have been excluded for clarity and simplicity). Because the neuronal identity of dopamine neurons is not agreed upon, they are classified in this figure simply as “dopamine neurons” and not as a specific type of juxtaglomerular cell (e.g., PGC or SAC). Green arrows indicate excitatory (glutamatergic) synapses, red arrows indicate inhibitory (GABAergic and/or dopaminergic) synapses, and blue arrows indicate mixed synaptic effects (inhibition through GABA, followed by an increased likelihood for excitation by dopamine). Three pathways are shown, each either receiving a weak or a strong odor stimulus. A weak odor or artificial stimulus is hypothesized to activate dopamine neurons (blue neurons), while a strong odor stimulus is hypothesized to inactivate dopamine neurons (Ennis et al., 2001; Korshunov et al., 2020). In our previous work (Korshunov et al., 2020), we showed that rat olfactory bulb dopamine neurons are more responsive (produced more action potentials) to weak rather than strong current stimuli, potentially increasing the release of dopamine and/or GABA, resulting in presynaptic inhibition (McGann, 2013). Dopamine activity within fish olfactory bulbs was shown to reduce the transmission of weak stimuli while strong stimuli were processed more than weak stimuli (Bundschuh et al., 2012). Thus, the dopamine neuron in the center glomerulus does not provide presynaptic inhibition or other modulation in response to a strong odor stimulus, while the dopamine neurons in the left and right glomeruli respond to weak stimuli with inhibitory or mixed synaptic effects. In showing potential dopaminergic synaptic effects, this schematic illustrates one of the potential mechanisms of lateral inhibition and odor discrimination. EPL, external plexiform layer; ETC, external tufted cell; GC, granule cell; GCL, granule cell layer; GL, glomerular layer; IPL, internal plexiform layer; MCL, mitral cell layer; OE, olfactory epithelium; ONL, olfactory nerve layer; OSN, olfactory sensory neuron; PGC, periglomerular cell; SAC, short-axon cell.


While visual processing in the retina ends with the optic nerve, odor processing begins with the olfactory nerve. Odor transduction begins in the olfactory epithelium, where OSNs are activated by a specific chemical odorant, allowing them to send an electrical impulse to the OB via the olfactory nerve. The OSNs axons pass through the first layer of the OB, the olfactory nerve layer (ONLOB), and terminate in the glomeruli of the glomerular layer (GL) where they form synapses with various OB neurons. Glomeruli are dense, neuropil-rich structures that are surrounded and innervated by a population of inhibitory interneurons – periglomerular cells (PGCs) and short-axon cells (SACs) – and excitatory interneurons – external tufted cells (ETCs). Collectively, these neurons are known as juxtaglomerular cells (JGCs), and they are the first neurons to have the opportunity to modulate the excitatory/glutamatergic odor signals received from the OSNs. These signals are picked up by the apical dendrites of the main output neurons of the OB – the mitral and tufted cells (M/TCs; these neurons are often abbreviated together due to their similar morphologies and proximity to one another, often making them difficult to differentiate in many studies). The processes and cell bodies of M/TCs span a number of OB layers, ranging from apical dendrites extending to the GL, to tufted cells’ somas localized to the external plexiform layer (EPL), and mitral cells’ somas localized deeper in the mitral cell layer (MCL). Further modulation of odor information occurs at dendrodendritic synapses between lateral dendrites of M/TCs and dendrites of inhibitory granule cells (GCs) in the EPL. Axons of the M/TCs extend to the granule cell layer (GCLOB) and then send signals from the OB, via the lateral olfactory tract, to various regions of the olfactory cortex and the limbic system.

Dopaminergic neurons in the retina and OB are mainly localized to the INL and the GL, respectively (Witkovsky, 2004; Ennis et al., 2007, 2015; Nagayama et al., 2014; Roy and Field, 2019). Their strategic localization allows them to affect sensory processing through various neuromodulatory mechanisms by activating specific dopamine receptors. Dopamine receptors are G-protein coupled receptors that fall into two categories: D1- and D2-like receptors. The D1 receptor family, which includes D1 and D5 receptors (D1R and D5R, respectively), acts to increase protein kinase A (PKA) activity by activating adenylyl cyclase via GαS, which then increases cAMP production, and thus, the phosphorylation activity of PKA (Missale et al., 1998). The D2 receptor family, which includes D2, D3, and D4 receptors (D2R, D3R, and D4R, respectively), works in the opposite manner, where they inhibit the adenylyl cyclase/cAMP/PKA pathway via the Gαi protein (Missale et al., 1998). The D1, D2, and D4Rs are found within the retinas of various species (Nguyen-Legros et al., 1996, 1997; Veruki and Wässle, 1996; Jackson et al., 2009; Li et al., 2013). The D3R gene (Dr3d) is not found in the retina, and the D5R gene (Dr5d), while apparently present, does not have a known protein expression or function in the retina (Jackson et al., 2009). The OBs of various species express D1Rs and D2Rs (Levey et al., 1993; Coronas et al., 1997; Duchamp-Viret et al., 1997; Koster et al., 1999; Gutièrrez-Mecinas et al., 2005; Rodrigues et al., 2014), but the presence of D3-D5Rs is not known.

We begin this review by first describing the morphology and neuronal identity of retinal and OB dopamine neurons.



MORPHOLOGY AND NEURONAL IDENTITY


Retinal Dopamine Neurons

The endogenous dopamine neurons of the retina, found within the INL, project their processes through the ON and OFF strata of the IPL and are most commonly referred to as ACs (Witkovsky, 2004; Roy and Field, 2019). There are many subpopulations of the retinal ACs (Roy and Field, 2019), with most recent estimates being around 140 cell types in the mouse (Yan et al., 2020), and the putative dopaminergic neurons were calculated to only comprise 0.08% of all of the mammalian ACs (Jeon et al., 1998). However, dopamine neurons are also sometimes classified as interplexiform cells, because their processes can extend to the outer retina (Versaux-Botteri et al., 1984; Wulle and Schnitzer, 1989; Umino and Dowling, 1991; Harsanyi and Mangel, 1992; Witkovsky et al., 2000). A similar identity crisis is associated with the dopaminergic neurons in the OB (discussed in section “Olfactory Bulb Dopamine Neurons”). To avoid any nomenclatural confusion, we will simply refer to these as retinal and OB dopamine neurons.

In the retina, the catecholamine/TH-expressing neurons can be divided into two groups: Type-1 and Type-2 cells. The Type-1 cells have a larger soma than Type-2s, they are localized within the INL, and have a high expression of TH (Versaux-Botteri et al., 1984; Mariani and Hokoc, 1988; Tauchi et al., 1990; Wang et al., 1990; Zhang et al., 2004). Soma sizes of Type-1 cells appear consistent across mammalian species: roughly 12.5 to 15.5 μm in cats (Wang et al., 1990) and 13.5 μm in mice (Zhang et al., 2004). Type-1 cells have thick and thin processes that originate from the soma and extend toward stratum 1 of the IPL, and they also have fine processes that extend toward the OPL (Zhang et al., 2004). Type-2 cells are distinctly different from the Type-1 cells. Type-2 cells have smaller somas, are often more widespread in their localization (they are found in the INL, IPL, and GCLR), they are more numerous, and have a dimmer staining for TH than Type-1 cells (Versaux-Botteri et al., 1984; Mariani and Hokoc, 1988; Tauchi et al., 1990; Wang et al., 1990; Zhang et al., 2004). Type-2 cell processes arborize in the middle of the IPL (Mariani and Hokoc, 1988). During development, the number of Type-1 cells (∼4,000 in the cat’s retina) remains the same before and after eyes open, with their dendritic appendages growing until postnatal day 13 (when cats’ eyes begin to open) (Wang et al., 1990). Conversely, the smaller Type-2 cells become dimmer and lose TH expression throughout development, and their density also appears to drop from ∼40,000 neurons at postnatal day 1 to ∼7,400 neurons when eyes open at postnatal day 13, although this is likely due to decreased TH expression rendering them undetectable (Wang et al., 1990). Thus, these two types of catecholaminergic retinal neurons may serve different roles in modulation of retinal neurons, as well as playing some role during development. Presently, only the Type-1 cell is considered to be dopaminergic.

Some recent and classic studies comment on the consistently low expression of TH in Type-2 cells, or describe simply not being able to label them with the TH antibody in transgenic animals (Versaux-Botteri et al., 1986; Zhang et al., 2004; Contini et al., 2010). Zhang et al. (2004) noted that a reason for this could be that the TH promoter was more sensitive than the antibody used in detecting TH. It was speculated that the Type-2 cells are actually epinephrine neurons (Versaux-Botteri et al., 1986), which may be present in the mammalian retina (Hadjiconstantinou et al., 1983). Also, Type-2 cells did not appear to have an axon, while Types-1 cells did (Zhang et al., 2004). Consistent with the idea of there being at least two types of retinal TH neurons, a recent study found that a specific subset of ACs (C25) express TH at higher levels than other types of ACs (Yan et al., 2020). Additionally, these C25 TH neurons (presumably the Type-1 dopamine neurons) expressed two isoforms of the precursor enzyme to γ-amino butyric acid (GABA): high levels of glutamic acid decarboxylase-67 (GAD-67) and moderate levels of GAD-65 (Yan et al., 2020). These data provide the general distinction that Type-1 cells are dopaminergic, while the nature of the Type-2 catecholamine cells remains to be elucidated. While this may give the impression that Type-1 retinal dopamine neurons are a homogenous population, they were later differentiated by their different stimulus-dependent and biophysical activities (discussed in section “Light-Driven Activation and Synthesis of Retinal Dopamine” and section “The Spiking Profile of Retinal Dopamine Neurons,” respectively).



Olfactory Bulb Dopamine Neurons

Localized almost entirely to the GL, there are ∼100,000–150,000 dopamine neurons in the OB of the adult rat and ∼89,000 dopamine neurons in the OB of the adult mouse, which correspond to 10-16% of all JGCs being dopaminergic (McLean and Shipley, 1988; Panzanelli et al., 2007; Parrish-Aungst et al., 2007). Dopamine neurons are also found in the OBs of humans (Smith et al., 1993; Alizadeh et al., 2015). These dopamine neurons, subtypes of PGCs and GCs, are continuously generated in the subventricular zone (SVZ) and migrate to the OB throughout adulthood (McLean and Shipley, 1988; Gross, 2000; Lledo et al., 2006; Merkle et al., 2007; Whitman and Greer, 2007; Pignatelli et al., 2009; Galliano et al., 2018). The implication of these adult-born neurons is that they could be used as therapeutic treatment for PD (Baker et al., 2001; Alizadeh et al., 2019).

While the retinal dopamine neurons are mostly classified as ACs (and, to a lesser extent, as interplexiform cells or interplexiform ACs), the identity of OB dopamine neurons is less settled. Classically, these neurons were identified as ETCs (Halász et al., 1981; Davis and Macrides, 1983). However, this classification is no longer used because ETCs are glutamatergic and excitatory (Hayar et al., 2004), while OB dopamine neurons (like retinal dopamine neurons: Wulle and Wagner, 1990; Contini and Raviola, 2003; Hirasawa et al., 2009; Yan et al., 2020) express GAD-67 and GABA and are thus inhibitory (Kosaka et al., 1985, 1987, 1995; Gall et al., 1987; Baker, 1990; Wilson and Wood, 1992; Kosaka and Kosaka, 2007; Maher and Westbrook, 2008; Kiyokage et al., 2010; Borisovska et al., 2013; Liu et al., 2013). Currently, OB dopamine neurons are typically classified as either PGCs or SACs.

The PGC is the most ubiquitous and widely used classification of OB DA neurons (Kosaka and Kosaka, 2011, 2016). PGCs are the most numerous and smallest of the JGCs – with somas ranging from 5 to 10 μm (Ennis et al., 2007; Nagayama et al., 2014). Like the retinal catecholamine neurons, these PGCs consist of at least two types: Type-1 and Type-2 PGCs. The putative PGCs that receive synaptic input from OSNs and expresses TH are classified as the Type-1 PGCs (Kosaka et al., 1997, 1998; Kosaka and Kosaka, 2004, 2007). The PGCs that do not receive input from OSNs and do not express TH, but do express Ca2+-binding proteins such as calretinin, calbindin, and parvalbumin, are classified as Type-2 PGCs (Kosaka et al., 1997, 1998; Kosaka and Kosaka, 2004, 2005). Our own immunolabeling results (unpublished data) confirm that rat OB dopamine neurons do not express calretinin. Thus, if a subset or all of the OB dopamine neurons are the PGCs, then they may be the Type-1, but not the Type 2 PGCs.

In the previous decade, it was common to identify OB dopamine neurons as SACs, largely due the fact these neurons have long, interglomerular (contacting multiple neighboring and distant glomeruli) axonic processes (Kiyokage et al., 2010; Liu et al., 2013, 2016). In fact, dopamine neurons are the most common source of interglomerular projections in the OB (Kosaka and Kosaka, 2008), with some projections spanning up to 1 mm (Aungst et al., 2003; Kiyokage et al., 2010). These neurons’ dendritic processes can also project to and ramify in 7 to 39 glomeruli (Kiyokage et al., 2010). However, there is argument that OB dopamine neurons cannot all be SACs because most of these neurons do not have an axon (Chand et al., 2015; Galliano et al., 2018), and their dendritic branching is more attributed to the PGC and not the SAC morphology (Kosaka and Kosaka, 2009, 2011, 2016; Kosaka et al., 2019).

While the identity of the dopaminergic OB JGCs remains to be determined, there is near universal agreement that these neurons fall into at least two subpopulations. These subpopulations are typically differentiated by a bimodal distribution of soma size and diameter (Pignatelli et al., 2005; Kosaka and Kosaka, 2007, 2008, 2009, 2011), by the presence or absence of an axon (Chand et al., 2015; Galliano et al., 2018), and by the difference in their biophysical properties, such as action potential spiking and the Na+ current (INa) (Korshunov et al., 2020). However, the OB dopamine populations may be more heterogenous than simply two subtypes. A recent study by Kosaka et al. (2019) presented evidence that there may be four or more different types of dopaminergic JGCs. These include the “Large PGCs,” which are axonic and have dendrites with few spines that would tuft in one or several glomeruli, which may be the subpopulation that was previously classified as SACs (Kosaka et al., 2019). The neurons classically thought of as being PGCs were redefined as the “Small PGCs,” which had small soma diameters, typically lacked an axon, and had 1–4 spiny dendritic processes that could tuft in as many glomeruli (Kosaka et al., 2019). The “Transglomerular” neurons displayed a dendrite that spanned up to 6 glomeruli, and the “Incrusting” cells are the smaller dopamine neurons that had a mostly non-spiny dendrite spanning the periphery of its glomerulus (Kosaka et al., 2019). Furthermore, some of the examined dopamine neurons did not fit into any of the above categories, leaving them unclassified (Kosaka et al., 2019).



CIRCADIAN RHYTHMS

Daily rhythms that oscillate in a 24-h period are called circadian rhythms (Latin for “about a day”). Circadian rhythms regulate nearly all biological functions, including gene transcription, metabolism and body temperature, hunger, neuronal activities, and many others, by synchronizing them to a specific time of the day. Zeitgebers, including light and temperature, are the external cues that entrain (set phase to) these rhythms. Once thought of as the master circadian pacemaker, the suprachiasmatic nucleus (SCN) of the hypothalamus sets the rhythmicity of the brain and body by receiving light signals from the melanopsin-expressing ipRGCs via the retinohypothalamic tract (Mohawk et al., 2012). While the SCN is capable of maintaining rhythmicity through a transcriptional inhibitory feedback loop of the canonical “clock” genes/proteins (discussed further, but see Mohawk et al., 2012 for more details), it is now thought that peripheral clocks in cellular populations are capable of operating independently as long as they receive entrainment information from zeitgebers (Husse et al., 2015). Normally functioning cellular clocks allow biological processes to correspond with the time of day (e.g., higher metabolism in the daytime/afternoon, lower body temperature during the night). Areas such as the retina and OB are unique because they have an “inner/autonomous clock” that can maintain rhythmicity in the absence of zeitgebers and a functioning SCN.

In this section, we explore the established and the proposed roles of retinal and OB dopamine neurons, respectively, in contributing to their circadian rhythms and inner clocks. It should also be noted that when studies describe the circadian rhythms of the animal or a tissue, that these rhythms are often recorded under constant darkness, without light acting to entrain the rhythmicity. “Diurnal” rhythms, on the other hand, are often recorded in some presence of light, typically in 12-h light/dark cycles.


Circadian Rhythms in the Retina and Dopamine’s Involvement

Given that the retina is crucial for sending signals to and entraining the SCN, it is not surprising that it is necessary for it to maintain an autonomous inner clock. Early evidence of this clock was presented in cultured amphibian and mammalian retinas, where serotonin N-acetyltransferase (NAT, one of the key enzymes in the production of melatonin) and melatonin exhibited circadian rhythmicity (Besharse and Iuvone, 1983; Iuvone, 1986; Tosini and Menaker, 1996). In amphibian retinal cultures, circadian melatonin production is dependent on the presence of rods and cones (Cahill and Besharse, 1993), and dopamine, acting through the D2R, suppressed melatonin production in these cultures (Cahill et al., 1991). This inhibitory action was confirmed to be present in mammalian retina, where the D2/D4R, present on photoreceptors, inhibited melatonin synthesis (Nguyen-Legros et al., 1996; Tosini and Dirden, 2000). The mechanism likely involves D2R activation decreasing cAMP activity, which, in turn, decreases NAT activity and melatonin production (Iuvone, 1986). Thus, the inhibitory feedback loop between retinal melatonin and dopamine is a crucial mechanism for the maintenance of circadian rhythms in the retina (Tosini et al., 2008).

In vertebrate retinas, synthesis and activity of dopamine increase during daytime as melatonin simultaneously falls. The presence of retinal melatonin rhythms is necessary for dopamine to maintain circadian rhythms in mammalian (Doyle et al., 2002a), fish (Ribelayga et al., 2004), and reptilian retinas (Bartell et al., 2007). In contrast to results of previous studies, the rhythmicity of dopamine was found to not be dependent upon the presence of rod and cone photoreceptors, as mutant rats with degenerated photoreceptors still maintained rhythmicity of dopamine activity up to 2 weeks in constant darkness (Doyle et al., 2002b). However, this is likely due to the finding that retinal melatonin can adapt to conditions where photoreceptor functionality is lost (Tosini et al., 2008). In addition to being expressed in photoreceptors, NAT mRNA is also expressed in the inner retina (INL and GCLR) (Liu et al., 2004) at low levels, but becomes upregulated in dystrophic retinas where photoreceptors are degenerated (Sakamoto et al., 2004). These and other mechanisms (possibly including melatonin supplied by the pineal gland) could be contingencies in order to maintain the autonomous clock of dystrophic retinas. Thus, the circadian release of retinal melatonin is needed to maintain the circadian rhythms of dopamine (Tosini et al., 2008). The relative circadian rhythms of melatonin and dopamine are summarized in Figure 3A. When light acts as a stimulus, it increases retinal dopamine levels above the circadian levels that would be seen in constant darkness (the response of dopamine neurons to light is discussed in section “Light-Driven Activation and Synthesis of Retinal Dopamine”).
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FIGURE 3. The daily rhythms of dopamine and melatonin activity, as established within the retina (A) and proposed within the olfactory bulb (B). Increasing yellow gradient indicates an increase in the level of light to which the retina is exposed (A) or is an indicator of the time of day for the olfactory bulb (B). (A) Retinal dopamine synthesis and activity is highest during daytime, while retinal melatonin activity is highest during nighttime. This figure does not make the distinction between light-driven and circadian dopamine synthesis and release. While both would produce similar rhythms (dopamine is highest during the daytime or subjective day), dopamine release in constant darkness (circadian) would be much lower than light-stimulated dopamine release. (B) The proposed daily rhythm of dopamine in the olfactory bulb based on our prior study on dopamine content and release over 24 h in a12-h light/dark cycle. We found that olfactory bulb dopamine demonstrates diurnal activity, with highest activity occurring when lights are on and lowest levels when lights are off (Corthell et al., 2013). The proposed daily melatonin rhythm in the olfactory bulb is based on our prior determination of levels of mRNA for melatonin synthesizing enzymes in rats exposed to 12-h light/dark cycles. We found that HIOMT mRNA, for example, fluctuates in a diurnal fashion, with the lowest expression during lights-on and highest expression during lights-off (Corthell et al., 2014). Thus, this figure illustrates potential diurnal rhythms of olfactory bulb dopamine and melatonin, which peak in the daytime and nighttime, respectively. However, it has not been determined whether olfactory bulb dopamine and melatonin display circadian rhythms.


In mammals, HCs, dopaminergic and catecholaminergic ACs, and ipRGCs all possess mRNAs of the six main clock genes that regulate circadian rhythms through the inhibitory transcription/translation feedback loop: Clock, Bmal1, Cry1, Cry2, Per1, and Per2 (Ruan et al., 2006). In addition, the protein CRY1 is found to be expressed in every retinal layer and CRY2 is expressed in photoreceptors (Wong et al., 2018). One study shows that these genes are most expressed within the dopaminergic neurons and are completely absent from the photoreceptors (Ruan et al., 2006). However, another study shows that these genes are expressed by and show circadian transcriptional activity in photoreceptors (Dkhissi-Benyahya et al., 2013). This discrepancy may be due to the finding that cone photoreceptors express clock proteins with circadian rhythmicity, while rod photoreceptors do not (Liu et al., 2012). Thus, the autonomous clock of the retina is present in the INL, GCLR, and likely the OPL (Witkovsky et al., 2003; Ruan et al., 2006; Dkhissi-Benyahya et al., 2013). The presence of the clock in the INL was further supported because this explanted layer still shows a rhythmic expression of the PER2 protein (Ruan et al., 2008).

All retinal dopaminergic receptors impact some aspect of circadian rhythms. Activation of D1Rs phase-advances PER2 expression during the subjective day (when an animal is in constant darkness, its rhythms still oscillate, with certain peaks occurring during its subjective “day” and “night”) and phase-delays the expression during the subjective night (Ruan et al., 2008). Activation of D2Rs, in turn, increases the activity of the BMAL1:CLOCK complex, which is then necessary to transcribe the Per1 gene in the retina (Yujnovsky et al., 2006). D4R activation modulates the rhythmic expression of another clock gene, Npas2, in RGCs, which is thought to increase daytime contrast sensitivity (ability to detect variations in light intensities) (Hwang et al., 2013), though it’s not clear if RGCs themselves express the D4R. In the ipRGCs, D2R activation is necessary for the regulation of the mRNA of the photopigment melanopsin (Sakamoto et al., 2005).



Circadian Rhythms in the Olfactory Bulb and Dopamine’s Potential Involvement

Analogous to the retina, the OB also possess its own autonomous inner clock. Perhaps the earliest evidence of this was observed when cultured neurons from rat OBs exhibited strong rhythmic expression of the Per1 gene, without input from the SCN, which peaked during the nighttime (Abe et al., 2002). These results were strengthened by the persistence of Per1 rhythmicity in the presence of constant light and an abolished SCN (Granados-Fuentes et al., 2004a). The rhythmic activity of Per1 was shown to be intrinsic to mitral and (possibly) tufted cells, suggesting that the main output neurons of the OB possess the internal clock (Granados-Fuentes et al., 2004b). Circadian expression of c-Fos, a marker of neuronal activity, was also induced in the OB layers and the piriform cortex (PC, part of the olfactory cortex) in response to odor, even with an abolished SCN (Granados-Fuentes et al., 2006). Those data also showed that the OB, not the SCN, was responsible for maintaining the c-Fos rhythmicity in the PC, and olfactory responsivity would be highest at night (Granados-Fuentes et al., 2006, 2011). Olfactory discrimination itself was shown to be rhythmic, with highest sensitivity being at early night, and was dependent on the presence of Bmal1 and Per1/2 (Granados-Fuentes et al., 2006). Per1 expression in the OB also increases from day to night, corresponding to increasing discrimination (Abraham et al., 2005).

Unlike the retina, the known mechanisms that contribute to the autonomous clock in the OB are relatively scant. It can be speculated, however, that retaining the oscillation of odor functions such as discrimination, threshold perception, and odor-evoked behavior (e.g., foraging, predator avoidance) are important for increasing the chance of survival of vertebrates that depend on odor as much as humans depend on vision. This would especially make sense for nocturnal rodents, whose olfactory sensitivity would need to be highest during dusk or nighttime. Dopamine is known to impact olfactory discrimination (Tillerson et al., 2006; Escanilla et al., 2009). However, it is not known what impact dopamine may have on the circadian rhythms of the OB. Our group had previously found that OB dopamine demonstrates diurnal activity, with highest activity occurring when lights are on and lowest levels when lights are off (Corthell et al., 2013). This may suggest that either these dopamine neurons have an autonomous rhythm or that their rhythms are regulated by other neurons, possibly the M/TCs (Granados-Fuentes et al., 2004b). A neuropeptide called vasoactive intestinal polypeptide (VIP) may contribute to dopamine rhythms. VIP, acting through its receptor VPAC2, is crucial for the rhythmic expression of PER2 and odor detection (Miller et al., 2014). Because VIP itself is expressed in the GL and the EPL, and its receptor is expressed by M/TCs and ETCs (Miller et al., 2014; and our own unpublished findings), it may be possible that VIP directly or indirectly influences the rhythmicity of dopamine neurons and, perhaps, all other JGCs in the glomeruli.

Additionally, our group showed that melatonin receptors and another one of its biosynthesis enzymes, hydroxyindole-O-methyltransferase (HIOMT), is found in the OB (Corthell et al., 2014). The receptor and enzyme mRNAs fluctuate in a diurnal fashion, with HIOMT showing the lowest expression during lights-on and highest expression during lights-off (Corthell et al., 2014). We also showed that melatonin receptor activation impacts the biophysical activity of JGCs, including decreasing their outward K+ current (IK) (Corthell et al., 2014), affecting those neurons’ excitability. While it is not known if melatonin is produced in the OB endogenously, these results imply that melatonin and its receptors may contribute the autonomous clock of the OB. Furthermore, given that dopamine and melatonin provide inhibitory feedback to each other in the retina, they may display a similar activity in the OB (this rhythm is proposed in Figure 3B). These are some of the avenues we plan to further study to better identify the mechanisms of OB circadian rhythms.



STIMULUS-DEPENDENT ACTIVATION


Light-Driven Activation and Synthesis of Retinal Dopamine

It is universally accepted that retinal dopamine levels and activity increase with light (Figure 3A). This increase in dopamine allows the retina to transition from scotopic, rod-driven processing to photopic, cone-driven processing (Witkovsky, 2004; Roy and Field, 2019). Dopamine synthesis and activity spikes in response to light onset (Nir et al., 2000a). Neuronal activity in response to white light (Godley and Wurtman, 1988) also increases with the light intensity (Brainard and Morgan, 1987). An increase in light-driven phosphorylation of TH corresponds to the increase in dopamine synthesis (Iuvone, 1984). Light activity or activation of D1R increases phosphorylation of TH and also increases c-Fos labeling in the TH/dopaminergic neurons (Koistinaho and Sagar, 1995). The specific TH sites that are phosphorylated by light (as well as glutamate- and acetylcholine- mediated activation) are serine residues 19, 31, and 40 (Witkovsky et al., 2000). Increasing spiking activity also increases the phosphorylation of TH at these three sites, and vice versa (Witkovsky et al., 2004).

In bright light, activated ON-BCs excite retinal dopamine neurons. The “stratification rule” of the IPL dictates that ON-BCs would excite dopamine neurons in the ON sublamina of the IPL, which was confirmed to occur in stratum 3 of the IPL (Contini et al., 2010). However, evidence also exists that ON-BCs excite retinal dopamine neurons in the OFF sublamina (stratum 1) of the IPL, breaking this rule (Dumitrescu et al., 2009; Hoshi et al., 2009). It is possible that retinal dopamine neurons receive two excitatory inputs from the ON-BCs: via an en passant synapse in the OFF sublamina and through a classical synapse of the ON sublamina. Interestingly, the excitatory input from ON-BCs may not be needed to drive this phosphorylation/dopamine synthesis (Witkovsky et al., 2000). This result may suggest that other sources, including the input from ipRGCs (Zhang et al., 2008; Prigge et al., 2016), are also driving this activity.

However, despite a previous report (Doyle et al., 2002b), even further evidence shows that photoreceptors are necessary for dopamine synthesis and activity. Mice that carry a mutation that causes them to lose the outer segment of their photoreceptor (retinal dystrophy) with age show significantly lower levels of dopamine synthesis compared to wildtypes (Nir and Iuvone, 1994; Nir et al., 2000b). This effect is more pronounced in homozygotes (all photoreceptors degenerated) than heterozygotes (half photoreceptors present) (Nir et al., 2000b). Yet, a relatively high steady state level of dopamine, just not dopamine synthesis, is still retained in these retinas (Nir and Iuvone, 1994). It can also be considered that melatonin – which is higher during the nighttime (Figure 3A) and has an antagonistic interplay with dopamine (Iuvone, 1986), but for which dopamine is also dependent upon to have functional circadian rhythms (Doyle et al., 2002a; Ribelayga et al., 2004; Bartell et al., 2007) – is present even in the absence of functional photoreceptors, but its rhythms are abolished (Tosini and Menaker, 1998). Activation driven by ipRGCs can be considered as an alternative pathway to rod and cone photoreceptors, but this is further complicated by new findings that argue that rod-activated BCs are the sole source of excitation for the retinal dopamine neurons (Munteanu et al., 2018; Pérez-Fernández et al., 2019). Thus, further research is needed to fully understand all the light-driven activation pathways of retinal dopamine neurons.

Lastly, light influences the biophysical activity of dopaminergic neurons in different ways, providing insight that this neuronal population is not as homogenous as expected. Some retinal dopamine neurons produce a transient (brief, burst at the onset of the stimulus) response to light, others produce a sustained (similar spike frequency throughout the duration of the stimulus) response, while others produce no response to light at all (maintain their spiking frequency before and after the light stimulus) (Zhang et al., 2007, 2008). These findings and their implications are further discussed in section “The Spiking Profile of Retinal Dopamine Neurons.”



Stimulus-Evoked Synthesis of Dopamine in the Olfactory Bulb

Deep to the GCLOB is the subependymal layer (Ennis et al., 2007, 2015). This layer receives a large number of adult-born GCs that migrate to the deeper layers of the OB (GCLOB, IPLOB, and MCL), dopamine neurons, and other JGCs that mostly migrate to the GL (Luskin, 1993; Ennis et al., 2007, 2015). The migration of these progenitor neurons is very much an active process, as some 10,000 new interneurons enter the mouse OB every day (Nagayama et al., 2014). Adult-born progenitor neurons migrate from the SVZ to the OB via the rostral migratory stream (RMS). Once migrated to the OB, if the immature neurons express the transcription factors Pax6 and Olig2 (Hack et al., 2005) and are able to receive excitatory synaptic input, they can differentiate into the dopaminergic phenotype.

There is a wealth of findings that show that when an animal’s nasal cavity is obstructed from receiving odors (naris occlusion), which leads to a decrease in OSN stimulation of the ipsilateral OB hemisphere, the OB dopamine neurons decrease their expression of TH (Baker et al., 1983; Baker, 1990; Wilson and Wood, 1992; Wilson and Sullivan, 1995), D2Rs increase their density in the ONL and GL (Guthrie et al., 1991), and the M/TCs become more responsive to odor stimuli (Guthrie et al., 1990). The decrease in TH expression was originally thought to not be indicative of dopaminergic cell death, because L-amino acid decarboxylase (the enzyme that converts L-DOPA to dopamine) was still expressed during naris occlusion (Baker et al., 1984), suggesting only a decrease in dopamine synthesis. However, more recent studies show that dopamine density decreases following prolonged (1–4 weeks) naris occlusion (Sawada et al., 2011; Grier et al., 2016). This loss is likely driven by microglia, which became activated during naris occlusion and appeared to engulf dopaminergic synapses (Grier et al., 2016). Subsequent naris reopening was shown to increase the number of newborn OB dopamine neurons (Sawada et al., 2011). Thus, the survival of OB dopamine neurons depends on OSN input (Sawada et al., 2011). TH expression also appears to be governed by OSN input, likely through the activation of the NMDA glutamate receptors (Puche and Shipley, 1999) and the L-type Ca2+ channel (Cigola et al., 1998).

It was originally thought that OB dopamine neurons only express TH once they reach the GL (McLean and Shipley, 1988), where they form excitatory synapses with OSNs’ terminals and the apical dendrites of M/TCs. Both OSNs (Berkowicz et al., 1994; Ennis et al., 1996) and M/TCs (Trombley and Westbrook, 1990) release glutamate at these synapses. However, subsequent findings indicated that TH expression is also present in layers deep to the GL, including the EPL, MCL, and GCL (Baker et al., 2001; Pignatelli et al., 2009; Kosaka et al., 2019; Korshunov et al., 2020). There is no conclusive finding to explain why TH expression can occur deep to the GL, but Pignatelli et al. (2009) had found that even ∼75% of the deep (in the EPL) TH green fluorescent protein (GFP) neurons are capable of responding to OSN stimulation. Other possible reasons may include that these neurons also receive glutamatergic input from the lateral dendrites of M/TCs. Or, they may be in proximity to glutamate spillover, also from the M/TCs. In all cases, there can be several pathways in which glutamate can activate the NMDA receptors and eventually the L-type Ca2+ channels, leading to increased TH expression. All possibilities seem likely, because even the deep TH-GFP neurons (whether in the EPL or the MCL) show an excitatory response to glutamate application (Pignatelli et al., 2009).

This population of OB dopamine neurons deep to the GL was classified as “immature” by some investigators (Pignatelli et al., 2009). Pignatelli et al. (2009) found that deep dopamine neurons in the EPL and MCL possess a larger intracellular Cl– concentration than those within the GL. A high intracellular Cl– concentration is a hallmark of immature neurons (Ben-Ari et al., 2007), making this classification enticing. However, it is unclear whether their high Cl– concentration is a function of immaturity or is a marker of a particular type of OB dopamine neuron. Further research is needed to answer the question as to whether these deep dopamine neurons are immature.



BIOPHYSICAL PROPERTIES


The Spiking Profile of Retinal Dopamine Neurons

The biophysical properties of dopamine (and other) neurons include action potential spiking, activation of ionic currents, and signal facilitation. These properties show how dopamine neurons behave spontaneously and how they respond to stimuli (whether natural or artificial). These intrinsic biophysical activities can provide insight into how retinal and OB neurons influence their neuronal circuitry. In the absence of synaptic input, cultured retinal dopamine neurons showed spontaneous spiking activity within the θ-frequency (less than ∼10 Hz or spikes per second) (Gustincich et al., 1997; Feigenspan et al., 1998). This spiking frequency increases with additional depolarizing current and with kainate (glutamate receptor agonist) application, and it is conversely blocked by GABA and D2R activation (Gustincich et al., 1997; Puopolo et al., 2001). This action potential spiking in cultured retinal dopamine neurons appears to be required for the vesicular release of dopamine (Puopolo et al., 2001). Thus, dopamine activity and release may increase above background/spontaneous activity in the daytime through increased ON-BC (and from other sources) excitation in the daytime, and decrease through increased inhibitory input from ACs (which would likely be stimulated by the OFF-BCs) during the nighttime (Gustincich et al., 1997; Puopolo et al., 2001; Zhang et al., 2007). Indeed, Zhang et al. (2007) confirmed that GABAergic and glycinergic antagonists increased spontaneous spiking and more instances of bursting from dopamine neurons in the dark. These effects of GABA are likely most prevalent during darkness in the nighttime (as opposed to darkness stimuli in the daytime), because melatonin may act through GABAAR to inhibit dopamine neurons (Boatright et al., 1994). Therefore, these neurons display spontaneous spiking that is synaptically regulated, with increased excitatory drive in the daytime and increased inhibition in the night.

As mentioned in section “Light-Driven Activation and Synthesis of Retinal Dopamine,” retinal dopamine neurons display heterogenous spiking activities in response to light. Recordings from mouse dopaminergic neurons in retinal slices show that, surprisingly, not all neurons respond to light (Zhang et al., 2007). Only 60% of the recorded neurons responded (increase in spike frequency) to light, while the rest did not respond (but they still showed spontaneous activity) (Zhang et al., 2007). The dopamine neurons that did respond to light were further differentiated by their specific activities: a majority produced a transient response (rapid bursting of action potentials at the onset of the light stimulus, followed by a decrease in spiking frequency), and the minority displayed a sustained response (action potential frequency increased to light onset, and maintained this frequency throughout the duration of the stimulus) (Zhang et al., 2007). These “transient” and “sustained” groups of dopamine neurons were most responsive to wavelengths of green, then blue, and least responsive to red light (Zhang et al., 2007). These spiking properties are modulated by synaptic excitation and inhibition (Zhang et al., 2007), so these groups of dopamine neurons likely receive different synaptic input in order to generate this difference in spiking properties. While the transient group is likely driven by ON-BCs, the sustained group was determined to be driven by ipRGCs (Zhang et al., 2007, 2008).

Because the melanopsin-expressing ipRGCs are considered to be the “third” photoreceptor of the retina (Berson et al., 2002; Hattar et al., 2002), and because they provide glutamatergic input to retinal dopamine neurons (Zhang et al., 2012; Prigge et al., 2016; Liu et al., 2017), it is likely that they are responsible for driving the sustained light response in dopamine neurons that is independent of the transient light response driven by cone ON-BCs. By blocking out the ON-BC input via L-AP4, an agonist for the metabotropic glutamate receptor mGluR6, which blocks transmission from photoreceptors onto ON-BCs, the sustained group of dopamine neurons was effectively isolated (Zhang et al., 2008). These neurons responded most to blue wavelength (∼478 nm), which is the wavelength to which the melanopsin in ipRGCs is most responsive (Lucas et al., 2001; Hattar et al., 2003; Zhang et al., 2008). Conversely, transient neurons responded more to the 500 nm wavelength (Zhang et al., 2008), which is the wavelength to which the opsin photopigments of rods and middle (green) wavelength cone photoreceptors are most responsive (Jacobs et al., 1991). This sustained response was preserved in retinas with degenerated rod and cone photoreceptors (Zhang et al., 2008). c-Fos labeling was also found in dopaminergic neurons and ipRGCs following light stimulation (while simultaneously blocking the cone and rod photoreceptor pathways with L-AP4) (Zhang et al., 2008). Thus, the group of dopamine neurons that respond to light in a sustained manner depend on light signaling from ipRGCs (Zhang et al., 2008). Subsequent studies have also established a glutamatergic, presynaptic input from ipRGCs to dopaminergic neurons (Zhang et al., 2012; Prigge et al., 2016; Liu et al., 2017). Lastly, without functional melanopsin in ipRGCs, the light-evoked increase in TH mRNA, which is normally present in wildtype retinas, is absent in these modified retinas (Dkhissi-Benyahya et al., 2013).



The Spiking Profile of Olfactory Bulb Dopamine Neurons

Many key findings that have provided important insight into the biophysical properties of OB dopamine neurons have come with the advent of transgenic mouse models with neurons that express GFP linked to TH, making these fluorescent dopamine neurons an easy target for electrophysiology recordings. The most distinctive feature of these OB dopamine neurons was their spontaneous activity (Pignatelli et al., 2005, 2009, 2013; Puopolo et al., 2005). Like in the retina, OB dopamine neurons’ spiking was within the θ-frequency (∼8 Hz) in OB slices (Pignatelli et al., 2005). Also like in the retina (Puopolo et al., 2001), action potentials likely increase vesicular dopamine release (Borisovska et al., 2013). Interestingly, some of the aforementioned deep dopamine neurons also displayed this spontaneous spiking (specifically those recorded from the EPL), while other deeper neurons (recorded in the MCL) did not (Pignatelli et al., 2009). When these dopamine neurons were dissociated, their spiking increased to slightly above the θ-frequency (∼13 Hz) than what was seen in slice (Pignatelli et al., 2005), indicating that these neurons likely receive some inhibition in slice. This spontaneous activity was found to be driven by the TTX-sensitive persistent INa, the T-type Ca2+ current (ICa), and the hyperpolarization-activated cation h-current (IH) (Pignatelli et al., 2005, 2013; Puopolo et al., 2005).

We recently published findings on the biophysical properties of rat OB dopamine neurons, and described how these properties may distinguish different groups of dopamine neurons (as was discussed in section “Olfactory Bulb Dopamine Neurons”) (Korshunov et al., 2020). Similar to previous work in mice, we used a transgenic rat model (Iacovitti et al., 2014) with dopamine neurons that expressed a fluorescent protein to easily target cells. Recording from rat OB TH-GFP neurons also provided the opportunity to identify potential species differences between rats and mice. For example, none of the neurons from which we recorded displayed spontaneous spiking, only showing synaptically driven potentiation; this indicates a potential functional difference in the background activity between rat and mouse OB dopamine neurons, suggesting a possible functional and species difference (Pignatelli et al., 2005; Puopolo et al., 2005; Korshunov et al., 2020). We also found that, when these neurons were grouped based on their neuronal areas (in which we classified them as either “Large” or “Small” dopamine neurons), the Large dopamine neurons produced more action potentials in response to weak current stimuli, while the Small neurons only produced a more phasic/single spiking response to these stimuli (Korshunov et al., 2020). When stimulated with stronger current stimuli, the Large and Small neurons both produced the same phasic/single spiking response (Korshunov et al., 2020). This difference in responses was likely due to inactivation properties of the voltage-gated Na+ (NaV) channels. In Small neurons, NaV channels were significantly more inactivated than those of Large neurons, especially at slightly depolarized membrane potentials (−70 and −60 mV), which likely drives the increased responsiveness of Large but not Small neurons to weak stimuli (Korshunov et al., 2020). Furthermore, Small neurons displayed a significantly stronger IH than Large neurons, which could further inactivate their NaV channels by increasing their resting membrane potentials (Korshunov et al., 2020).

These putative “Large” dopamine neurons are likely ones that possess an axon, while the “Small” neurons do not (Chand et al., 2015; Galliano et al., 2018). These axonic, Large dopamine neurons are overall more excitable than their anaxonic counterparts: they spike at more hyperpolarized membrane potentials, have faster spike onset, and spike at a higher frequency than the Small neurons in OB cultures (Chand et al., 2015) and slices (Galliano et al., 2018). Thus, the presence of an axon can be indicative of the excitability profile of the Large OB dopamine neurons (Chand et al., 2015; Galliano et al., 2018). These excitability profiles can contribute to the functional hypothesis of OB dopamine serving as a high-pass filter. We discuss this further in the “Neuromodulation” section “Dopamine’s Neuromodulation of the Olfactory Bulb.”



NEUROMODULATION


Dopamine’s Neuromodulation of the Retina

The daytime increase in dopamine allows the retina to adapt to light by increasing visual acuity and contrast sensitivity through various modulatory mechanisms (Witkovsky, 2004; Roy and Field, 2019). Dopamine modulates virtually every neuron in the retina, ultimately modulating the activity and receptive fields of RGCs. While many of these effects occur with dopamine acting directly on the synapses of retinal neurons, many of these changes also occur by modulating the gap junction proteins in between retinal neurons (Figure 1). Gap junctions are composed of homomeric or heteromeric connexin proteins that couple cells together, allowing for quick, electrical impulses to travel from one cell to another without a conventional chemical synapse. Different modulatory mechanisms can phosphorylate or dephosphorylate gap junctions, causing them to either close (uncouple) or open (couple) their connexin protein channels. When two cells of the same type are connected by a gap junction (e.g., rod-rod), they form a homotypic connection, while a heterotypic connection forms when gap junctions connect two different cells (e.g., BC-AC). The various neuromodulatory mechanisms of dopamine, beginning with photoreceptors, are summarized below. These effects (and the species in which they were analyzed) are also summarized in Table 1.


TABLE 1. Neuromodulatory effects of dopamine receptors on retinal neurons.

[image: Table 1]Photoreceptors must regulate their gap junctions’ coupling in order to adjust to the environmental lighting. During the night, photoreceptors are coupled, which helps increase the signal-to-noise ratio in low lighting, while they are uncoupled during the day (Tessier-Lavigne and Attwell, 1988; DeVries et al., 2002; Jin et al., 2015). The main connexin gap junctions that are present in mammalian and non-mammalian vertebrate photoreceptors are connexin 36 (Cx36) (O’Brien et al., 2012; Li et al., 2014). Dopamine is one of the main modulators of photoreceptor coupling. In the daytime, when its levels are high, dopamine decreases coupling between rods-cones, cones-cones, and rods-rods by activating the D2-like/D4Rs present on these photoreceptors (Ribelayga et al., 2008; Li et al., 2013; Jin et al., 2015). Activation of D2-like/D4Rs decreases the adenylyl cyclase/cAMP activity (Nir et al., 2002; Jackson et al., 2009, 2011; Hwang et al., 2013), which eventually dephosphorylates the Cx36 and uncouples it between the photoreceptors (Li et al., 2013). Interestingly, this mechanism also occurs in a circadian fashion, during the subjective day but in the absence of light (Ribelayga et al., 2008). This occurs because, during the subjective day, the antagonistic actions of retinal melatonin are low, leading to an increase in dopamine release (Ribelayga et al., 2008). The D2-like receptors have a higher affinity for dopamine than D1Rs, and because dopamine is released in a circadian fashion without additional release in response to light stimuli, these relatively low levels of dopamine are enough to uncouple photoreceptors via D2-like receptors in photoreceptors (Ribelayga and Mangel, 2003; Ribelayga et al., 2008). By uncoupling photoreceptors, dopamine also helps increase the contrast sensitivity (the ability to contrast between variations of light intensities) (Jackson et al., 2012). Besides gap junctions, dopamine directly influences the excitability of rods by inhibiting their Na+/K+ ATPase activity via the D2-like/D4Rs (Shulman and Fox, 1996). Dopamine also inhibits the IH in rods through a D2-like/D4R activation in amphibian (Akopian and Witkovsky, 1996) and human retinas (Kawai et al., 2011). While it can be assumed that a decrease in IH would decrease the excitability of rods (Kawai et al., 2011), further details are needed.

In the INL, the inhibitory HCs are coupled during the night and uncoupled during the day by dopamine (Roy and Field, 2019). Specifically, HCs are uncoupled by the activation of D1Rs (Harsanyi and Mangel, 1992; Wang et al., 1997; Ribelayga and Mangel, 2003; Zhang et al., 2011). Unlike the circadian-driven activation of the D2-like/D4Rs that uncouples photoreceptors, light is needed to release higher levels of dopamine to uncouple HCs by activating the low-affinity D1Rs (Ribelayga and Mangel, 2003). Conversely, the circadian-driven dopamine release at night (though its basal levels are still lower than daytime) may still partially uncouple the HCs, as there is evidence that shows that the D1R antagonist (SCH-23390) was capable of increasing the receptive field of HCs in the absence of light (Zhang et al., 2011). As HCs provide an antagonistic receptive field to the surrounding photoreceptors and the excitatory BCs (Roy and Field, 2019), daytime dopamine activity would decrease this inhibitory receptive field by uncoupling HCs, which could increase visual acuity (how accurately an object can be visually discerned) (Jackson et al., 2012). On the other end, activation of the D2Rs indirectly increases HC coupling, because D2Rs are expressed as autoreceptors on the dopaminergic neurons (at least in fish retinas) (Harsanyi and Mangel, 1992; Wang et al., 1997). Activation of the D2 autoreceptors would decrease dopamine release, thus, maintaining/increasing coupling of HCs (Harsanyi and Mangel, 1992; Wang et al., 1997).

Retinal dopamine affects the signal input onto RGCs by directly and indirectly modulating the activity of various BCs. D1R activation decreases the excitability of ON-BCs by decreasing their NaV conductance when these neurons are activated by a light stimulus during the night (Smith et al., 2015). Dopamine is effective at decreasing ON-BC excitation when these neurons are presented with the light stimulus during night but not during day, likely in order to decrease ON-BC saturation in response to light (Smith et al., 2015). D1R activation can also decrease the light-evoked inhibition of rod BCs by presynaptically inhibiting the inhibitory activity of ACs (Flood et al., 2018). Likewise, cone OFF-BCs become inhibited by GABA and glycine released from ACs in lighted conditions (Mazade and Eggers, 2016). However, long light stimuli eventually decrease the spatial inhibition of ACs onto OFF-BCs, allowing them to adapt to the lighting condition (Mazade and Eggers, 2016). Part of this light-adapted decrease in inhibition is due to the activation of D1Rs, which presynaptically decrease the release of glycine from ACs (Mazade et al., 2019). Beyond D1R activity, other mechanisms likely contribute to the light adaptation of BCs.

Dopamine affects the coupling between the AII class of ACs, which may increase spatial acuity in bright lighting (Demb and Singer, 2012; Roy and Field, 2019). In moderate lighting (e.g., moonlight), the AII ACs receive excitatory input from rod BCs and transfer this signal via homotypic coupling between other AIIs toward the cone-driven ON-BCs via heterotypic coupling, thus, integrating the rod pathway into the cone pathway (Demb and Singer, 2012). AII ACs express D1Rs (Nguyen-Legros et al., 1997; but see also: Veruki and Wässle, 1996). D1R activation decreases homotypic coupling between the AII ACs (Hampson et al., 1992; Kothmann et al., 2009). At photopic light, this reduced coupling may increase acuity by decreasing the receptive fields of inner retinal neurons (BCs, ACs, and RGCs) that receive coupled excitatory or synaptic inhibitory (glycinergic) input from the AII ACs (Demb and Singer, 2012). Dopaminergic retinal neurons further affect the AII ACs by releasing GABA onto the AC somas, likely under the same lighting conditions at which dopamine is released (Contini and Raviola, 2003). This GABAergic inhibition from dopamine neurons also affects the ON-BCs (which provide the excitatory input onto the phasic group of dopamine neurons – Zhang et al., 2007) in the ON (stratum 3) portion of the IPL (Contini et al., 2010). These presynaptic inhibitory mechanisms of AIIs and ON-BCs are proposed to decrease noise from the rods during photic illumination (Contini et al., 2010).

Lastly, dopamine has numerous effects on the RGCs and the ipRGCs, which affects their coupling and biophysical activity. Light and D1R activation increases the homotypic coupling between the α group of OFF-RGCs and the heterotypic coupling between α OFF-RGCs and ACs (Hu et al., 2010). Conversely, D2R activation uncoupled the α OFF-RGCs (Mills et al., 2007). The implications of these effects are not clear (Roy and Field, 2019), but increased heterotypic and homotypic coupling does increase synchronous activity of the α OFF-RGCs (Hu et al., 2010), which would impact the visual signal transmission being sent via the optic nerve. Much is also understood about how dopamine affects the biophysical properties of RGCs and ipRGCs. In RGCs, D1R activation decreases the INa amplitude, modulates these neurons’ IH, and overall decreases their spiking (Hayashida and Ishida, 2004; Chen and Yang, 2007; Hayashida et al., 2009). Conversely, D2R activation decreases the IK and increases the INa in these neurons, likely increasing overall excitability (Yin et al., 2020). Likewise, dopamine decreases the photocurrent of the ipRGCs via D1R, thus reducing the light-driven spiking, but also decreases the light-independent background spiking (Van Hook et al., 2012).

These results paint a complex, yet a profound picture of how dopamine can mediate the transition from retinal daytime to nighttime activity.



Dopamine’s Neuromodulation of the Olfactory Bulb

Dopamine acts on the first synaptic contact in the glomeruli of the OB, where it can modify the transmission of the odor signal (Figure 2). The neuromodulatory effects of dopamine are mediated through the D1 and D2Rs, which are summarized (along with the specific species) in Table 2. To the best of our knowledge, no expression nor activity of D3, D4, or D5Rs have been found in the OB. The activity of OB D2Rs has been implicated in the modulation of odor discrimination (the ability to differentiate between two different odors) (Tillerson et al., 2006; Taylor et al., 2009), odor detection (Doty and Risser, 1989), and neonatal odor preference training (Coopersmith et al., 1991). During naris occlusion, which causes TH and dopamine to decrease, the M/TCs become more responsive to odor (Guthrie et al., 1990; Wilson and Sullivan, 1995) and OSN stimulation (Wilson and Wood, 1992), suggesting a decrease in odor discrimination. This effect was mimicked with application of the D2R antagonist spiperone in non-occluded OBs (Wilson and Sullivan, 1995). In another study, genetically modified mice lacking the D2R investigated novel odors significantly less than their wildtype counterparts, also indicating a decrease in discrimination (Tillerson et al., 2006). Additionally, the D2R agonist quinpirole decreased odor detection and discrimination in a dose-dependent manner (Doty and Risser, 1989; Escanilla et al., 2009). These last results may imply that activating D2Rs at high/saturating levels by agonists would decrease signal transmission from OSNs onto JGCs and/or M/TCs, thus decreasing odor discrimination due to a high detection threshold. Alternatively, inactivation of D2Rs by antagonists may decrease lateral glomerular inhibition, causing for more noise to be transmitted, and thus, for odor discrimination to also decrease due to a low signal-to-noise ratio. Therefore, to maintain proper levels of odor discrimination, certain glomeruli would need to be inactivated by dopamine while others would need to transmit the signal.


TABLE 2. Neuromodulatory effects of dopamine receptors on olfactory bulb neurons and astrocytes.

[image: Table 2]Each of the couple of thousand of OB glomeruli receives a unique odor signal – that pass from OSNs to M/TCs, while also being modulated by the JGCs – which allows the OB to code for specific odors (Kratskin and Belluzzi, 2003). Once activated, dopamine is released from JGCs and binds D2Rs (as well as its GABA binding the metabotropic GABAB receptor) on OSN terminals (Nickell et al., 1994; Hsia et al., 1999; Aroniadou-Anderjaska et al., 2000; Berkowicz and Trombley, 2000; Ennis et al., 2001; Liu et al., 2013; Vaaga et al., 2017) and the apical dendrites of M/TCs (Davila et al., 2003), causing a decrease in the presynaptic release of glutamate. Thus, D2R activation leads to an attenuation of postsynaptic excitation. This “inhibition of excitation” is likely caused by the D2R activating the Gβγ protein, which inhibits the N-type Ca2+ channels (Meir et al., 2000; Davila et al., 2003; Bettler et al., 2004). The N-type Ca2+ channels are involved in the vesicular release cascade (Miller, 1987; Weber et al., 2010), which may gate glutamate release from the OSN and M/TCs (Isaacson and Strowbridge, 1998). Additionally, D2Rs increase the GABA/Cl– currents in M/TCs (Brünig et al., 1999), providing further inhibition to odor signal transmission. These inhibitory mechanisms may also occur via interglomerular dopamine and GABA release.

The activity of OB D2R was hypothesized to be a part of the high-pass filter function of dopamine neurons (Ennis et al., 2001; Korshunov et al., 2017, 2020). That is, these inhibitory/GABAergic dopamine neurons inhibit (through the metabotropic D2/GABABR or ionotropic GABAAR) or “gate out” the weak, background odor stimulus (e.g., odor of rat bedding), but not the strong, prominent odor stimulus (e.g., predator’s urine), which is passed along to the M/TCs and to further brain regions. Our findings that a subset of OB dopamine neurons more actively spike in response to weak but not strong current stimuli (Korshunov et al., 2020) suggest that these neurons are more likely to inhibit the weak odors but be unresponsive to strong odors. Additionally, D2R activation hyperpolarized the mitral cells in the fish OB and made them less responsive to weak stimuli, while also making them more responsive to strong stimuli (Bundschuh et al., 2012). In general, dopamine application produces reduced responses of M/TCs in several species (Nowycky et al., 1983; Duchamp-Viret et al., 1997; Berkowicz and Trombley, 2000; Davison et al., 2004), and naris occlusion (Guthrie et al., 1990, 1991; Wilson and Sullivan, 1995) or the absence of D2Rs (Tillerson et al., 2006) produce the complete opposite effects. These mechanisms would conceivably increase odor discrimination and odor detection (Doty and Risser, 1989).

There is also some controversy about the effectiveness of D2Rs in presynaptic inhibition (McGann, 2013). While there is a clear effect of exogenous dopamine D2R agonists, the role of endogenously released dopamine on presynaptic inhibition has been difficult to establish (McGann, 2013). Maher and Westbrook (2008) perhaps came closest to studying endogenous dopamine activity in mammalian OB by applying cocaine (dopamine reuptake blocker), which reduced postsynaptic currents from OSNs. This effect that was reversed with the application of the D2R antagonist sulpiride (Maher and Westbrook, 2008). However, they were unable to observe the same decrease in OSN postsynaptic excitation when stimulating dopamine neurons directly (Maher and Westbrook, 2008). The effects of sulpiride by itself (without exogenous dopamine or D2R agonists) did not reverse the decrease of postsynaptic OSN excitation, suggesting that tonic dopamine release may be low (McGann, 2013). Conversely, GABA may be more relevant in this presynaptic inhibitory role, because activation of the GABABR (which are also present on the OSN terminals) was able to suppress the synaptic mechanisms of OSNs (Wachowiak et al., 2005). Thus, the definitive role of dopamine/D2Rs in presynaptic inhibition remains to be elucidated.

While not as much is known about the effects of D1Rs, its activity has been implicated in increasing odor detection (Doty et al., 1998), which contrasts with the effects of D2R (Doty and Risser, 1989). Interglomerular dopamine neurons also act upon distant ETCs (Liu et al., 2013). Dopamine and GABA release first act to inhibit the ETCs via the GABAAR, which activates the hyperpolarization-activated IH (Liu et al., 2013). Dopamine, which acts on a slower time course than GABA (Borisovska et al., 2013), further primes the IH current by activating the D1R, causing rebound spiking in the ETCs (Liu et al., 2013). The D1R also indirectly inhibits M/TCs. Activating D1R on the inhibitory GCs inhibits their GABAA current, causing an increase in the feedforward inhibition to the M/TCs (Brünig et al., 1999). Lastly, unlike the retina, it is not known whether D1 or D2Rs affect the OB gap junctions, of which Cx36 specifically couples the dendrites of mitral cells (Christie and Westbrook, 2006). Given that D1R activation uncouples Cx36 gap junctions between the AII ACs in the retina (Kothmann et al., 2009), a similar or conserved mechanism may exist in the OB, but further studies are needed.



PARKINSON’S DISEASE

One of the most common neurodegenerative diseases, PD, is characterized by a progressive loss of dopaminergic neurons in the substantia nigra pars compacta (SNc). Based on a meta-analysis that analyzed studies from 1985 to 2010 from around the world, the prevalence of PD increases with age and varies with location, with a higher prevalence seen in the 70–79-year age-group in North America, Europe, and Australia compared to Asia (Pringsheim et al., 2014). The most common symptoms of PD are motor disturbances (e.g., bradykinesia, tremors) (Carlsson, 1972), but non-motor disturbances are also present (Modugno et al., 2013), including disrupted sleep (Lima et al., 2007; Chaudhuri and Schapira, 2009; Lima, 2013; Rodrigues et al., 2014), prolactin cycling (Winkler et al., 2002), and circadian activity (Anderson and Maes, 2014; as reviewed by Korshunov et al., 2017), and even visual (Urwyler et al., 2014) and olfactory (Doty, 2012) disruptions occur. These symptoms may provide a clinical relevance to the neuromodulatory effects of dopamine in the retina and olfactory bulb.


Visual Symptoms and Potential Impact of Retinal Dopamine Neurons

Like in other mammalian species, dopamine neurons are present in the INL of human retinas (Frederick et al., 1982). In human patients, optical coherence tomography examinations determined that the INL was significantly thinner in patients with PD than in control subjects (Hajee et al., 2009). Dopaminergic innervation is reduced in patients with PD (Nguyen-Legros, 1988) and in retinas of postmortem patients with PD (Harnois and Di Paolo, 1990). Interestingly, the retinas of patients with PD who received L-DOPA treatment shortly before passing had a similar number of dopamine neurons compared to non-Parkinsonian retinas (Harnois and Di Paolo, 1990). These findings show that PD can have physiological impacts on the human retina and retinal dopamine neurons, but what are some potential symptoms that could arise from this?

Along with some commonly reported symptoms (e.g., hallucinations, double vision, and text moving while attempting to read) (Urwyler et al., 2014), visual symptoms in patients with PD also include deficits in color discrimination and contrast sensitivity, which tend to worsen with the progression of the disease (Price et al., 1992; Tagliati et al., 1996; Diederich et al., 2002). The electroretinogram (ERG) is a common electrophysiological technique that can identify these symptoms by examining the depolarizing response of the ON-BCs to light stimuli (commonly referred to as the b-wave). Clinical studies using this technique on patients (Bodis-Wollner et al., 1987; Price et al., 1992; Hutton et al., 1993) and animals (Onofrj and Bodis-Wollner, 1982; Bodis-Wollner, 1997) confirm that contrast sensitivity (the ability to distinguish one object from another) is affected significantly in subjects with PD. Amazingly, contrast sensitivity in people was also improved after L-DOPA treatment (Harnois and Di Paolo, 1990; Hutton et al., 1993; Peppe et al., 1998). These results may indicate that dopaminergic neurons that are impacted in Parkinsonian retinas are no longer able to decrease the receptive fields of various neurons by uncoupling them, potentially leading to decreased contrast sensitivity Additionally, these visual symptoms appeared to not be a co-morbidity of general motor symptoms, because patients who had non-Parkinsonian physical lesions to their basal ganglia did not experience these visual symptoms (Peppe et al., 1998).

While it is clear that there is some symptomatic impact of PD on the mammalian retina, it is important to also note that visual symptoms of PD can arise beyond the retina. For example, orientation-specific stimuli, which are processed by the visual cortex, are also impacted in PD (reviewed in Weil et al., 2016).



Olfactory Symptoms and Potential Impact of Olfactory Bulb Dopamine Neurons

Olfactory deficits (e.g., hyposmia and anosmia) are notable prodromal stages of PD that precede motor symptoms by years (Doty, 2012). In fact, non-motor smell tests are being encouraged to potentially diagnose PD before the emergence of motor symptoms (Berendse et al., 2001; Ponsen et al., 2004; Bohnen et al., 2008). These olfactory symptoms may result from impacted OB dopamine neurons. Paradoxically, dopamine neuron numbers in people with PD (Huisman et al., 2004; Mundiñano et al., 2011) and in Parkinsonian rodent models (Lelan et al., 2011) are dramatically higher. This increase may be part of a compensatory mechanism from the SVZ of rodents, where neurogenesis of OB dopamine neurons (related to olfactory recovery) occurred following traumatic brain injury (Marin et al., 2017). The reason for this increase in people with PD is not as clear. While it is originally thought that human OBs do not receive SVZ-derived neuroblasts, there is also evidence to the contrary (Bédard and Parent, 2004). Given that we and others have shown that OB dopamine acts as a presynaptic inhibitor of glutamate release from the OSNs (Nickell et al., 1994; Hsia et al., 1999; Berkowicz and Trombley, 2000; Ennis et al., 2001; Liu et al., 2013; Vaaga et al., 2017), and that increasing D2R activation can lead to a decrease in odor detection (Doty and Risser, 1989; Escanilla et al., 2009), it is likely that an increase in dopamine and D2R activity can lead to increased hyposmia and anosmia during the prodromal stages of PD (Huisman et al., 2004).

This research is ongoing, and recent studies are providing further insight (and potential inconsistencies) on the impacts of PD on the OB. Transgenic mice with ablated vesicular monoamine transported 2 (VMAT2, a protein that allows dopamine to be packaged into vesicles)-expressing neurons displayed higher olfactory deficits (even though dopamine was reduced) and lower neurogenesis (Ma et al., 2019). Studies that ablate OB dopamine neurons with 6 hydroxydopamine (6-OHDA, a common neurotoxin of dopaminergic neurons) show a similar decrease in olfaction (Höglinger et al., 2004; Ilkiw et al., 2019). Additionally, injection of 6-OHDA into the SNc dopaminergic neurons also decreased olfaction (Höglinger et al., 2015). This study is notable, because the authors report the first evidence of centrifugal dopaminergic innervation, stemming from the midbrain to the OB (Höglinger et al., 2015), which was previously reported not to exist. The authors mention that this decreased innervation is the primary cause of the symptoms. Thus, the mechanisms for olfactory symptoms in PD are complex, but likely involve some interplay between the OB and SNc dopamine neurons.

However, like the retina, olfactory impairments can stem beyond the OB (and the SNc). One such study found that there is an increase in inflammatory activity of microglia in the PC (Sancandi et al., 2018). This indicates that the impact of PD on vision and olfaction are not just localized to the retina and OB. It is for the benefit of patients and for those at risk of developing PD to better understand these impacted mechanisms, to hopefully bring about a clinical foundation for better treatment.



CONCLUSION

Two of the arguably most crucial senses of the vertebrate world are vision, which is processed by the retina, and olfaction, which is processed by the OB. Whereas one area receives electromagnetic stimuli and the other chemical stimuli, once these stimuli are transduced into electrical pulses, the retina and OB become remarkably similar. For example, both areas process sensory signals by a sequential order of neurons embedded in distinct laminae, both areas utilize lateral inhibition, and both areas are affected by the well-known neuromodulator dopamine. Thus, dopamine is not only important for the study of addiction and movement disorders, but it is also a crucial component of visual and olfactory processing.

In this paper, we have reviewed the decades-old to brand new literature of dopamine’s influence on the retina and OB, focusing on similarities of these structures that are otherwise functionally distinct. The morphology of dopamine neurons in both structures is heterogenous, and their identities are not completely agreed upon. The retinal dopamine neurons help maintain the autonomous circadian rhythmicity in the retina, while the value of the OB dopamine neurons to the bulb’s circadian rhythm is yet to be determined. Both sets of neurons increase their dopamine synthesis and activity in response to light or olfactory stimuli, and both sets of neurons have various biophysical responses to different intensities of these stimuli. The neuromodulatory mechanisms of both retinal and OB dopamine neurons are complex, and they are crucial for mediating the transition from nighttime to daytime processing in the retina and for maintaining the odor threshold and discrimination in the OB. Several symptoms of PD, including decreased contrast sensitivity and increased hyposmia and anosmia, could very well be due to the dysregulation of these neuromodulatory effects of dopamine.

Overall, while the role of dopamine continues to be illuminated and sniffed out in the retina and OB, respectively, there are many questions that remain to be answered. These questions also relate to the many potential differences between these two structures. What activates dopamine synthesis in neurons deep to the GL in the OB? While there is some evidence that dopamine neurons in the EPL can already receive excitatory synapses from the OSNs (Pignatelli et al., 2009), do other excitatory synapses influence the expression of TH in OB dopamine neurons? Furthermore, do these neurons exhibit other markers (besides a high intracellular Cl– concentration) that would make them immature (Pignatelli et al., 2009)? With new evidence that anaxonic, Small OB dopamine neurons are born postnatally (Galliano et al., 2018), are all deep OB dopamine neurons anaxonic? Whereas small, anaxonic subtypes of dopamine neurons in the OB continue to be generated throughout life, preliminary evidence (in fish) that some retinal dopamine neurons can regenerate after chemical ablation (Hitchcock and Vanderyt, 1994) also requires further investigation. What is the exact function of the Type-2 catecholamine/epinephrine neuron in the retina (Zhang et al., 2004), and are these neurons lost with age or is their expression of TH decreased (Wang et al., 1990)? Does dopamine in the OB influence the autonomous inner clock, like it does in the retina (Ruan et al., 2006, 2008)? What synaptic inputs regulate the activity of the retinal dopamine neurons that do not respond to light (Zhang et al., 2007)? How may the proposed dopaminergic input from the midbrain influence odor discrimination and other olfactory functions (Höglinger et al., 2015)? Lastly, how does dopamine affect glial cells, and how may this influence vision and olfaction? There is already evidence of OB astrocytes increasing their Ca2+ activity in response to the activation of D1 and D2Rs (Fischer et al., 2020), which is a fascinating note on which to end, because it implies that dopamine in the retina, OB, basal ganglia, and other brain areas would not only affect the neurons, but perhaps every type of brain cell.
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ABBREVIATIONS

 6-OHDA, 6-hydroxydopamine; AC, amacrine cell; cAMP, cyclic adenosine monophosphate; D1R, dopamine receptor 1; D2R, dopamine receptor 2; D3R, dopamine receptor 3; D4R, dopamine receptor 4; D5R, dopamine receptor 5; DAT, dopamine transporter; EPL, external plexiform layer; ERG, electroretinogram; ETC, external tufted cell; GABA, γ-aminobutyric acid; GAD-65, glutamic acid decarboxylase 65; GAD-67, glutamic acid decarboxylase 67; GC, granule cell; GCLOB, granule cell layer; GCLR, ganglion cell layer; GFP, green fluorescent protein; GL, glomerular layer; HC, horizontal cell; HIOMT, hydroxyindole-O-methyltransferase; ICa, Ca2+ current; IH, h-current; IK, K+ current; INa, Na+ current; INL, inner nuclear layer; IPL, inner plexiform layer; ipRGC, intrinsically photosensitive retinal ganglion cell; JGC, juxtaglomerular cell; M/TC, mitral and/or tufted cell; MCL, mitral cell layer; NAT, serotonin N-acetyltransferase; NaV, voltage-gated Na+ channel; OB, olfactory bulb; ONLOB, olfactory nerve layer; ONLR, outer nuclear layer; OPL, outer plexiform layer; PC, piriform cortex; PD, Parkinson’s disease; PGC, periglomerular cell; PKA, protein kinase A; RGC, retinal ganglion cell; RMS, rostral migratory stream; SAC, short axon cell; SCN, suprachiasmatic nucleus; SNc, substantia nigra pars compacta; TH, tyrosine hydroxylase; VIP, vasoactive intestinal polypeptide; VMAT2, vesicular monoamine transporter 2.
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Light adaptation changes both the sensitivity and maximum amplitude (Rmax) of the mouse photopic electroretinogram (ERG) b-wave. Using the ERG, we examined how modulation of gap junctional coupling between rod and cones alters the light-adapted ERG. To measure changes, a b-wave light adaptation enhancement factor (LAEF), was defined as the ratio of Rmax after 15 min light adaptation to Rmax recorded at the onset of an adapting light. For wild-type mice (WT), the LAEF averaged 2.64 ± 0.29, however, it was significantly reduced (1.06 ± 0.04) for connexin 36 knock out (Cx36KO) mice, which lack electrical coupling between photoreceptors. Wild type mice intraocularly injected with meclofenamic acid (MFA), a gap junction blocker, also showed a significantly reduced LAEF. Degeneration of rod photoreceptors significantly alters the effects of light adaptation on the photopic ERG response. Rd10 mice at P21, with large portions of their rod photoreceptors present in the retina, exhibited a similar b-wave enhancement as wildtype controls, with a LAEF of 2.55 ± 0.19. However, by P31 with most of their rod photoreceptors degenerated, rd10 mice had a much reduced b-wave enhancement during light-adaptation (LAEF of 1.54 ± 0.12). Flicker ERG responses showed a higher temporal amplitude in mesopic conditions for WT than those of Cx36KO mice, suggesting rod-cone coupling help high-frequency signals to pass from rods to cone pathways in the retina. In conclusion, our study provides a novel method to noninvasively measure the dynamics and modulation by the light adaptation for rod-cone gap junctional coupling in intact eyes.

Keywords: photopic ERG, mouse, gap-junction, rod-cone interaction, photoreceptor, light-adaptation, rd10, retinal degeneration


INTRODUCTION

The electroretinogram (ERG) is a widely used non-invasive tool to objectively measure the visual function of the eye (Heckenlively and Arden, 2006; Pinto et al., 2007; Weymouth and Vingrys, 2008). Most mammalian retinas contain two types of photoreceptors: rods and cones, which differ in their light sensitivity and response kinetics. In fully dark-adapted animals, dim light stimulation only activates rod photoreceptors which can be used to study rod-mediated retinal pathways, while cone-mediated retinal pathways are commonly studied using an adapting background light to saturate the rod photoreceptors. It is well-known that light adaptation alters cone-mediated photopic ERG responses (Peachey et al., 1992a,b, 1993; Ekesten et al., 1999; Bui and Fortune, 2006). In particular, the maximal amplitude of the photopic b-wave gradually increases during light-adaptation. Such light adaptation-induced growth of photopic ERG responses has been observed in several species, including humans and mice (Burian, 1954; Armington and Biersdorf, 1958; Gouras and MacKay, 1989; Peachey et al., 1993). However, the mechanism of how light adaptation induces changes in the ERG response is still debated (Alexander et al., 2006). Recently, it has been postulated that decoupling of gap junctions between the rod and cone photoreceptors in the retina could contribute to the enhancement of photopic ERG during light adaptation (Heikkinen et al., 2011; Bush et al., 2019).

In this study, we investigated the effect of light adaptation on the mouse photopic ERG and the role of gap junction decoupling. In the mammalian retina, connexin 36 forms gap-junctions between photoreceptors that mediate rod-cone coupling (Bloomfield and Völgyi, 2009; Zhang et al., 2015; Bolte et al., 2016; Jin and Ribelayga, 2016). To test the hypothesis that changes in the ERG amplitude during light adaptation reflect modulation of rod-cone coupling in the retina, we recorded photopic ERG responses in connexin 36 knock out (Cx36KO) mice, and in eyes injected with meclofenamic acid (MFA), a gap junction blocker. Besides, we also followed the photopic ERG response amplitudes with age in rd10 mice during their progressive loss of rod photoreceptors.

Rod-cone coupling serves as the secondary pathway for the rod signal in the mammalian retina (Deans et al., 2002; Völgyi et al., 2004; Fain and Sampath, 2018). This secondary rod pathway activates a subgroup of retinal ganglion cells and mediates vision in mesopic conditions (Völgyi et al., 2004). In this study, we used flicker ERG to investigate the functional benefit of rod-cone coupling in the mammalian retina. We have shown previously that the frequency-response relationship for ERG responses can be determined by the harmonic responses to a single pulse flicker stimulus (Qian and Shah, 2011). Pulse flicker ERG response recorded from wildtype and Cx36KO mice indicated an enhanced signal from photoreceptors to the inner retina through rod-cone coupling under mesopic conditions.



MATERIALS AND METHODS


Experimental Animals

All procedures involving animals were conducted under an approved NIH animal care protocol and following ARVO guidelines on the humane use of animals in ophthalmic and vision research. Connexin36 knock out (Cx36KO) mice were created from the C57BL6 strain by Dr. David Paul (Deans et al., 2001) and maintained by Dr. Jeffrey Diamond’s group at National Institute of Neurological Disorders and Stroke, NIH. C57BL/6J (WT) and rd10 mice were obtained from Jackson Labs (Bar Harbor, ME, USA). All mice were kept in regular animal housing under a 50 lux 14:10 h light/dark cycle.



Electroretinogram Recording

All procedures were performed under dim red light. Mice were dark-adapted over-night (~20 h) and anesthetized by i.p. injection of ketamine (100 mg/kg)/xylazine (6 mg/kg) mixture. Pupils were dilated with1% tropicamide and 0.5% phenylephrine. Animals were placed on a heating plate to keep body temperature at 37°C. Photopic ERG responses were recorded using an Espion E2 system (Diagnosys) connected with either a regular colordome with four LEDs (blue, 455 nm; green, 516 nm; amber, 595; and red, 636 nm) or an UV colordome with blue LED replaced by an UV LED (367 nm). Responses were recorded using a gold loop wire electrode placed at the center of the cornea, a reference electrode in the mouth, and a ground electrode at the tail. Photopic ERG were captured at 0, 5, 10, and 15 min after the onset of the adaptation light (green, 20 cd/m2) to a series of increasing flash (<4 ms) intensities (0.3, 1, 3, 10, 30, and 100 cd.s/m2 for green flashes, 338, 1.13 × 103, 3.38 × 103, 1.13 × 104, 3.38 × 104, 1.13 × 105 photons/μm2 for UV flashes). Pulse flicker ERGs were recorded with a chain of 6 Hz green flashes delivered at 0.001, 0.002, 0.005, 0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 1, 2, 5, and 10 cd.s/m2.



Intravitreal Injection

Intravitreal injections were performed according to a published protocol (Qian et al., 2008). All procedures were performed under dim-red light. Dark-adapted mice were anesthetized by intraperitoneal injection of ketamine (100 mg/kg) and xylazine (6 mg/kg), and one drop of 0.5% tetracaine topical anesthetic was applied to the cornea. One microliter of the drug (MFA, 200 μM) was injected into the mouse vitreous body. Injections were done through the sclera on the nasal side of the eye approximately 1 mm posterior to the limbus with a 10-μl Nanofil syringe with a removable 35-gauge needle (World Precision Instruments, Inc., Sarasota, FL, USA). Intravitreal concentrations of MFA were estimated to be 10 μM by assuming a complete mixture and the vitreal volume to be ~20 μl for a mouse eye (Wang et al., 2015). Phosphate buffer saline (PBS) was used as an injection control. ERG recordings were performed 2 h after injection with animals kept in dark.



Data and Statistic Analysis

ERG responses were recorded from both eyes of mice, and averaged values were used for analysis. Intensity-response data were fit with a Naka-Rushton equation:
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where Rmax is the maximal response amplitude, I is the flash intensity, n is the Hill coefficient, and K is the half-saturation constant. Oscillatory potentials (OP) were isolated with a band-pass (40–200 Hz) digital filter (Ramsey et al., 2006). The amplitudes of each harmonic component for pulse flicker ERG responses were derived from a discrete Fourier transform using the Matlab Signal Processing Toolbox (The Mathworks, Boston, MA, USA) from each 10 s recording of the ERG waveform (Shah et al., 2010). Data were expressed as mean ± SEM. Statistics (t-test and ANOVA) were performed with Prism (Version 8, GraphPad Software, San Diego, CA, USA).




RESULTS


Effects of Light Adaptation on Mouse Photopic ERG

As the circadian rhythm modulates the photopic ERG and photoreceptor coupling (Cameron and Lucas, 2009; Sengupta et al., 2011; Jackson et al., 2012; Zhang et al., 2015), we performed the ERG recording at the same time of day (i.e., 1 pm) for all the experiments described in this study. Figures 1, 2 illustrate the effects of rod-saturating background light on the mouse photopic ERG responses. As the mouse retina contains both short-wavelength (UV) sensitive and mid-wavelength (green) sensitive cone pigments, we used both UV and green light to probe cone-mediated ERG responses. Figures 1A,B show examples of the ERG waveform elicited by green and UV flashes, respectively, at the onset of adapting background light (green 20 cd/m2) at 0 min (left panels) and after 15 min of light adaptation (right panels). The summarized intensity-response relations for b-wave amplitudes elicited by the green and UV flashlights are shown in Figures 2A,B, respectively, at 0, 5, 10, and 15 min after the onset of adapting light. Light adaptation changes both the sensitivity and maximum amplitude of the mouse photopic ERG. The continuous curves were fitted to the Naka-Rushton equation, with the half-saturation values of K and Rmax plotted against light adaptation time in Figures 2C,D, respectively. For values of K, background adaptation progressively reduced the sensitivity to the green flash (p < 0.0001, one-way ANOVA), and 15 min light adaptation reduced sensitivity to the green flash by 2.4 ± 0.5 fold (n = 5). On the contrary, the sensitivity to the UV flash is relatively unchanged by the adapting green background (p = 0.89, one-way ANOVA). On the other hand, the same light adaptation produced similar enhancements (p = 0.92) of the maximum amplitude (Rmax) of the mouse photopic ERG to green flashes (2.3 ± 0.3 fold) as to UV flashes (2.4 ± 0.4 fold, n = 5). The a-wave amplitudes of the photopic ERG also increased with light adaptation (green flash 1.79 ± 0.18 fold and UV flash 1.48 ± 0.10 fold). However, the a-wave of the photopic ERG contains multiple components with a large contribution from OFF-bipolar cells in the mammalian retina (Bush and Sieving, 1994; Frishman, 2006). Also, the amplitudes of the photopic a-wave are small which could get contaminated with the noise in the recording. For these reasons, we focused on analyzing the photopic b-wave in this study.
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FIGURE 1. Examples of photopic Green and UV flash electroretinogram (ERG) responses during light adaptation. Example waveforms of the normal mouse photopic ERG elicited by green (A) and UV (B) flashes immediately (0 min) and 15 min after the onset of the adapting background light. Responses for green and UV flashes were recorded from the same mouse eye.
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FIGURE 2. Effects of light adaptation on Green and UV ERG responses. Averaged intensity-response relations for green (A) and UV (B) responses in normal mice (n = 5) elicited at 0, 5, 10, and 15 min after the onset of adapting light. Data were fit with a Naka-Rushton equation. The light adaptation enhancement factor (LAEF) is defined as the ratio of b-wave amplitudes recorded after 15 min light adaptation to those observed at the onset of adapting light (shown as a bracket in A). (C) Effects of light adaptation on the sensitivity factor (K) for responses elicited by green (left axis) and UV (right axis) flashes. (D) Effects of light adaptation on the maximal response amplitude (Rmax) for responses elicited by green and UV flashes.





Effects of Gap-Junction Coupling on Mouse Photopic ERG

As the Rmax ERG responses to green and UV flashes exhibited similar amplitude enhancements, we used the green flash responses to study the mechanism of this amplitude enhancement during the light-adaption. It has been suggested that light-adaptation mediated alterations in rod-cone photoreceptor coupling contribute to the ERG amplitude enhancement during light adaptation (Heikkinen et al., 2011; Bush et al., 2019). To test this hypothesis, we examined the effects of background light adaptation on photopic ERG responses from connexin36 knock out (Cx36KO) mice which lack gap-junctions between photoreceptors in the retina (Güldenagel et al., 2001; Deans et al., 2002; Asteriti et al., 2017). Figure 3A shows ERG waveforms to green flashes at the onset (0 min) and 15 min after background light adaptation. In contrast to wildtype mice (Figure 1A), 15 min light adaptation in the Cx36KO mouse had minimal effects on the ERG responses elicited by high-intensity light flashes (10, 30, and 100 cd.s/m2), while the responses to dim flashes (0.3, 1, and 3 cd.s/m2) were reduced indicating desensitization by light adaptation. Averaged intensity-response relations obtained after 0, 5, 10, and 15 min light adaptation are shown in Figure 3B. Continuous curves are shown fitted to the Naka-Rushton equation, with values of K and Rmax shown in Figures 3C,D, respectively. Values for WT controls are re-plotted as dashed lines from those shown in Figures 2C,D. Compared with wild-type (WT) mice, light adaptation had similar effects in reducing sensitivity (K) of the photopic ERG response in the Cx36KO mouse. There is no statistical difference in K values between WT and Cx36KO mice at any time points during light adaptation (Figure 3C). On the other hand, connexin 36 mutation eliminated the light adaptation-induced enhancement of the maximum amplitude (Rmax; Figure 3D) when compared to the WT mouse.
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FIGURE 3. Effects of light adaptation on photopic ERG responses from Cx36ko mice. (A) Examples of the photopic ERG waveform elicited from a Cx36ko mouse by green flashes immediately (0 min, red traces) and 15 min after the onset (black traces) of the adapting background light. (B) Averaged intensity-response relations at 0, 5, 10, and 15 min after the onset of adapting light. Data were fit with a Naka-Rushton equation, with parameters of K shown in (C) and Rmax shown in (D). Dashed lines denote data from WT mice replotted from Figure 2. **p < 0.01; ***p < 0.001.



To quantify the ERG b-wave amplitude enhancement during light adaptation, we calculated the ratio of the b-wave amplitudes recorded after 15 min light adaptation to those observed at the onset of adapting light, termed the light adaptation enhancement factor LAEF (as previously shown in Figure 2A). For wildtype C57b/6J mice, LAEF averaged 2.64 ± 0.29 (n = 5). In Cx36KO mice, light adaptation had little effect on b-wave amplitudes, with an average LAEF of 1.136 ± 0.18 (n = 6; Figure 4B). Similarly, intravitreal injection of MFA, a gap junction blocker, also significantly reduced the effects of light adaptation on ERG b-wave amplitudes in WT mice, with LAEF of 1.42 ± 0.28 (n = 5) which was significantly different (p < 0.05) than the LAEF of saline-injected controls (LAEF = 2.23 + 0.33, n = 4; Figure 4B). The ERG waveforms from a mouse intravitreally injected with MFA to 100 cd.s/m2 flashes are shown in Figure 4A (left panel) at the onset (0 min) and 15 min after background light adaptation. On the other hand, no statistical difference in the LAEF values was observed between saline-injected and un-injected controls (p = 0.56; Figure 4B). Also, the ERG recorded from MFA-injected mice showed significantly larger amplitude (107.9 ± 7.3 μV, p < 0.01) than those of saline-injected controls (70.3 ± 7.7 μV).
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FIGURE 4. B-wave light adaptation enhancement factor (LAEF). LAEF is defined as the ratio of maximum amplitude elicited after 15 min light adaptation to the amplitude observed at the onset of the adapting light. (A) Examples of ERG waveform elicited by 100 cd.s/m2 flashes at 0 and 15 min of light adaptation for mice intravitreally injected with meclofenamic acid (MFA), rd10 at P21, and rd10 at P31. (B) LAEF obtained under each condition: control, n = 5; Cx36KO, n = 6; MFA, n = 5; P21 rd10, n = 8; P31 rd10, n = 8. (C) Effect of the dark-adaptation duration on LAEF: 20 h (same as control in A), n = 5; 30 min, n = 4; 1 h, n = 3. *p < 0.05; **p < 0.01; ***p < 0.001.





Effects of Rod Photoreceptor Degeneration on Mouse Photopic ERG

If rod-cone photoreceptor coupling contributes to the changes observed on the mouse photopic ERG during light adaption, a reduction of gap-junctions such as during rod photoreceptor degeneration should also alter the effects of light adaptation on the photopic ERG responses. We examined the effects of light adaptation on photopic ERG responses of rd10 mice, a commonly used mouse model for retinal degeneration (Chang et al., 2002; Zhao et al., 2015; Li et al., 2018). Example of ERG waveforms from an rd10 mouse at P21 (middle panel) and P31 (right panel) to 100 cd.s/m2 flashes at the onset (0 min) and 15 min after background light adaptation are shown in Figure 4A. At P21 in rd10 mice, large portions of rod photoreceptor persist in the retina (Zhao et al., 2015; Li et al., 2018), and the photopic ERG exhibited a similar b-wave enhancement as wildtype control, with LAEF of 2.55 ± 0.19 (n = 8, p = 0.99; Figure 4B). However, at P31, most of the rod photoreceptors in rd10 mice retina have degenerated (Zhao et al., 2015; Li et al., 2018), and a much reduced b-wave enhancement was observed (LAEF of 1.54 ± 0.12, p < 0.001; Figure 4B) suggesting the LAEF is dependent on the number of intact gap junctions between rod and cone photoreceptors in the retina. Consistent with this notion, the b-wave amplitudes of the photopic ERG at the onset of light adaptation were larger for P31 rd10 mice (139.3 ± 19.1 μV) than the responses elicited at P21 (113.3 ± 16.7 μV), although the difference is not statistically significant (p = 0.16). After 15 min light adaptation, b-wave amplitudes at P31 were smaller (227.4 ± 24.9 μV, p = 0.17) than the responses at P21 (259.5 ± 21.1 μV), most likely due to the degeneration of cone photoreceptors.



Effects of the Dark-Adaptation Duration on the Mouse Photopic ERG Response

As the modulation of the photoreceptor gap junction has a slow time course, we investigated the effects of different dark-adaptation durations on the LAEF. For the control mice shown in the above section, they were dark-adapted overnight (about 20 h). Light-adaptation enhanced the b-wave amplitudes by 2.64 ± 0.29 fold (n = 5). A much smaller LAEF of the B-wave was observed with mice using a shorter dark-adaptation time (Figure 4C). When mice were dark-adapted for only 30 min before ERG recording, the LAEF = 1.55 ± 0.42 (n = 4). This reduction is statistically significant (p < 0.05). Increasing the dark-adaptation time also increased the light-adaptation enhancement (LAEF). After 1 h dark-adaptation, the LAEF increased to 1.83 ± 0.07 (n = 3, p < 0.05), but was still much smaller than the value observed after over-night dark-adaptation (Figure 4C). One-way ANOVA analysis of the combined dataset indicates the LAEF is significantly dependent on dark-adaptation time (p < 0.05).



Effects of Gap-Junction Coupling on Flicker ERG

Rod-cone coupling serves as a secondary rod signaling pathway in the retina. We used pulse flicker ERG to investigate how the temporal properties of the visual system were affected by photoreceptor coupling. As described previously (Qian and Shah, 2011), a single pulse flicker stimulus is composed of a series of harmonics, each with equal energy. Therefore, a single pulse flicker stimulus could provide a frequency-response relationship for ERG responses less than 30 Hz. Figure 5A illustrates examples of flicker ERG waveforms to 3 flash intensities for a WT (left panel) and a Cx36KO (middle panel) mouse. To compare the shape of ERG waveform, amplitude normalized flicker ERG waveforms are shown on the right panel of Figure 5A. For responses elicited by either dim (top row) or bright (bottom row) flashes, ERG waveforms from WT and Cx36KO mice were very similar. On the other hand, for the responses elicited with mesopic flashes (middle row), the flicker ERG recorded from WT (pointed by arrows) had much narrower waveform than those recorded from Cx36KO mice.
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FIGURE 5. Flicker ERG responses. ERG responses elicited with 6 Hz flash flickering stimulus in the wildtype and Cx36KO mice. (A) Examples of the flicker ERG waveform at 3 stimulus intensities for a WT mouse (left panel), and a Cx36KO mouse (middle panel). Amplitude normalized waveforms are shown on the right panel, illustrating the narrower response waveform for WT (pointed by arrows) than those of the Cx36KO elicited by mesopic light stimulus (middle row). (B) The amplitude of the fundamental (6 Hz) response. (C) The ratio of the 4th harmonic (24 Hz) to fundamental response amplitudes. While both the scotopic and photopic flash intensities showed a similar 4th harmonic component for WT (n = 6) and Cx36KO (n = 4) mice, there is a much higher 4th harmonic component for WT to mesopic light intensities than in Cx36KO mice. *p < 0.05.



To better quantitate flicker ERG responses, frequency component analysis of the flicker ERG was performed (Qian and Shah, 2011). Intensity-response relations of the fundamental amplitude elicited by the 6 Hz pulse rate with increasing green LED flash intensities from wildtype and Cx36KO mice are shown in Figure 5B. Similar to their flash ERG differences from WT (Figure 3D), the Cx36KO mice have somewhat smaller flicker ERG response amplitudes at different adapting backgrounds. The intensity-response relationship for both mice exhibited a similar pattern and can be divided into three regions. For flash intensities in the scotopic region (less than 0.02 cd.s/m2), response amplitudes increased with the flash intensity and the fundamental amplitudes peaked at 0.02 cd.s/m2, indicating activation of the primary rod pathway in the retina. For flash intensities in the mesopic region (0.02–0.5 cd.s/m2), response amplitudes decrease with flash intensity, indicating gradual saturation of the primary rod pathway. Here the response of the WT mice was larger than the Cx36KO. For flash intensities in the photopic region (>0.5 cd.s/m2), the flicker responses again increase with stimulus intensity, indicating the activation of cone pathways in the retina (Lei, 2012). We used the ratio of the fourth harmonic (24 Hz response) to the fundamental as an index to probe the temporal property of flicker ERG response elicited by various stimulus intensities, and the results are shown in Figure 5C. The ratios were much smaller for the responses elicited with scotopic stimuli (all less than 0.05), whereas those elicited by photopic stimuli were much higher (all larger than 0.2), consistent with cone pathways having much better temporal responses than the primary rod pathway in the retina. In addition, Cx36KO and WT mice had similar harmonic ratio values for light stimuli in the scotopic and photopic regions, indicating similar primary rod and cone pathways are used in these two mice. On the other hand, for light stimuli in the mesopic region, the ratios were consistently higher in the WT mice than those from the Cx36KO mice, indicating the secondary rod signal pathway via rod-cone coupling provided enhanced temporal responses for rod signal in the visual system.



Effects of Background Adaptation on Oscillatory Potentials

Comparing photopic ERG waveforms recorded from wildtype and Cx36KO mice, examples of their normalized responses shown in Figure 6A, one of the main differences is the amplitude of OP wavelets superimposed on their ERG b-wave. A band-pass digitally filtered mouse photopic ERG responses to 100 cd.s/m2 green flashes were used to investigate OPs in the ERG waveform. Responses to maximum stimulus intensity were chosen to avoid complications of both sensitivity and amplitude changes during light-adaptation. Averaged OPs summed from 6 wavelets for wildtype and Cx36KO mice after 15 min light adaptation are shown as a bar graph in Figure 6B. ERG responses from wildtype mice had significantly higher amounts of OPs than mice lacking connexin36 (p < 0.001). This difference persisted even after normalization to their b-wave amplitudes (0.84 ± 0.07 for WT and 0.32 ± 0.07 for Cx36KO, p < 0.0001).
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FIGURE 6. Effects of light adaptation on oscillatory potential (OP) amplitudes. (A) Comparison of the ERG waveforms elicited by 100 cd.s/m2 flashes and normalized to their respective b-wave amplitude from a WT and a Cx36KO mouse, illustrating the difference in the amplitudes of OPs in responses. (B) Averaged OP amplitudes (summed from the first six wavelets) for responses elicited from WT (n = 5) and Cx36KO mice (n = 6). (C) Examples of a WT and a Cx36KO mouse OP waveform digitally isolated from ERG responses at 0, 5, 10, and 15 min after the onset of the adapting light. (D) Averaged amplitudes of the ERG b-wave and OPs of WT and the OPs of Cx36KO during light-adaptation (n = 5). **p < 0.01; ***p < 0.001 for the difference of OP amplitudes between WT and Cx36KO mice. (E) ERG b-wave and OPs of WT mice normalized to value at the time of adapting light onset. Ratios of OP to b-wave amplitudes are also plotted.



For WT mice, OP amplitudes also increase with light adaptation. Figure 6C illustrates examples of the OP waveform obtained from a WT and a Cx36KO mouse recorded at 0, 5, 10, and 15 min of light adaptation. Summed peak-to-peak amplitudes of the first four OP peaks were plotted in Figure 6D; along with measured b-wave amplitudes for WT. For WT mice, OP responses showed a similar trend of gradual increase in amplitude during light adaptation, whereas OP responses from Cx36KO mice kept at a relatively constant level during light adaptation. Figure 6E plots WT responses normalized to their value at the time of background onset (t = 0), again illustrate the similar effects of light adaptation on OP and b-wave amplitudes in WT. Consequently, light adaptation had little impact on the ratios of summed OP amplitudes to the b-wave in WT mice. As OPs of the flash ERG have been shown to arise within the proximal retina due to the participation of inhibitory inner retinal circuity (Wachtmeister and Dowling, 1978; Wachtmeister, 1998, 2001), these results suggest that background adaptation has insignificant additional effects on inner retinal responses as measured by OPs.




DISCUSSION

In this study, we investigated the effects of rod-saturating background adaptation lights on the mouse photopic ERG. Our results on the ERG b-wave indicate that during the time of light adaptation there is a gradual reduction in its sensitivity (K) and an enhancement of the response amplitude (Rmax; Figures 1, 2). With the exception for a small proportion of genuine S cones (about 5% of total cone population), the majority of mouse cone photoreceptors (M cones) express both UV and green opsins as revealed by immunostaining and electrophysiological recordings (Lyubarsky et al., 1999; Applebury et al., 2000; Haverkamp et al., 2005; Nikonov et al., 2005). Therefore, sensitivity reduction was only seen for the response elicited by green light but not for the response elicited by UV light, indicating there is minimal cross-talk between the green and UV cone opsin-mediated signaling pathways in M cones in the mouse retina. On the other hand, both green and UV ERG responses were similarly enhanced during light adaptation, suggesting a common mechanism for photopic ERG amplitude enhancement may be involved. Also, the OPs of the photopic ERG followed a similar time course of amplitude enhancement with adaptation as the b-wave (Figure 6), suggesting modulation of photopic ERG response by background light-adaptation is dominated by alterations of these responses occurring in the outer retina.

It has been suggested that light-induced alterations in rod-cone coupling in the retina contribute to photopic ERG response changes during light-adaptation (Heikkinen et al., 2011; Bush et al., 2019). However, gap-junctional communications are widely distributed in the mammalian retina (O’Brien and Bloomfield, 2018). In addition to forming gap junctions between photoreceptors, Cx36 is also expressed in AII amacrine cells and mediates inter-AII amacrine cell coupling and coupling between AII cells and ON-bipolar cells. Electrical coupling between AII amacrine cells to cone bipolar cells serve as the primary rod signal pathway (Hartveit and Veruki, 2012). Besides, MFA is also a non-selective gap junction blocker. Although this study did not explicitly provide direct evidence for the role of rod-cone coupling, our results are consistent with the hypothesis that alteration in photoreceptor electrical communication modulates photopic ERG response changes during light-adaptation.

After prolonged dark adaptation, gap-junctions between the rod and cone photoreceptors are open, which provide electrical communications between both types of photoreceptors (Li et al., 2013; O’Brien, 2019). In the dark, photo-responses initiated at cone photoreceptors would shunt off to rods and only a fraction of the signal would be passed onto the inner retina. During light-adaptation, the gap-junctions between rod and cone photoreceptors gradually close, and more cone photoresponse feeds into the inner retinal neurons. In this study, we provide further support for this hypothesis (Figures 3, 4). First, Cx36KO mice, in which gap-junctions among photoreceptors are absent (Güldenagel et al., 2001; Deans et al., 2002; Abd-El-Barr et al., 2009), lack the enhancement of photopic ERG response during light adaptation. Second, enhancement of the photopic ERG responses was significantly reduced by intraocular injection of MFA, a gap junction blocker of rod-cone coupling. Third, the capacity of the light-adaptation induced (LAEF) photopic ERG enhancement is progressively diminished in rd10 mice when there is a loss of a significant portion of the rod photoreceptors. It is interesting to note that although rod photoreceptors have already started to degenerate at P21 in rd10 retina (Zhao et al., 2015; Li et al., 2018), a similar LAEF was observed as WT mice (Figure 4A). It is likely that only the first ring of rod photoreceptors immediately next to cones could act as a sink for cone photo-responses. Therefore, even though a large number of rods degenerated at P21 for rd10 retina, there are still a significant amount of rods immediately next to every cone photoreceptor as in WT mice. At P31, rod photoreceptors become severely degenerated in rd10 mice, and the LAEF is significantly reduced.

Light-induced modulation of photoreceptor coupling is mediated by alteration of the phosphorylation of connexin 36 proteins in these cells (Li et al., 2013; O’Brien, 2019). The time course of such phosphorylation changes is slow. Similarly, we also noticed slow changes of the LAEF during dark adaptation. After 1-h dark-adaptation, LAEF is only about half of that observed after over-night dark-adaption in WT mice. On the other hand, it is possible de-phosphorylation by an as yet unidentified phosphatase could un-couple rod-cone gap junctions with a relatively faster time course (O’Brien, 2019), as significant changes on photopic ERG responses are observed during 15 min of light adaptation (Figures 1, 2).

Rod-cone coupling provides the secondary rod signal pathway in the mammalian retina (Deans et al., 2002; Völgyi et al., 2004; Fain and Sampath, 2018). This secondary rod pathway enables the rod signal to utilize the fast-responding cone circuits in the inner retina (Nelson, 1977). Consequently, the visual system exhibits higher temporal responses under the mesopic condition with this pathway intact than using a simple mixture of rod and cone pathways (Figure 5). The activity of this secondary rod pathway has also been shown on human flicker ERG responses (Bijveld et al., 2011; Park et al., 2015). Also, the secondary rod pathway feeds to a subset of retinal ganglion cells and provides enhanced light sensitivity under mesopic conditions (Völgyi et al., 2004).

One of the prominent differences in ERG waveform elicited from WT and Cx36KO is a significant reduction of OPs in KO mice (Figures 6A,B). OPs are high-frequency oscillation riding on ERG b-wave that is mediated by inhibitory circuitries in the inner retina (Wachtmeister and Dowling, 1978; Wachtmeister, 1998, 2001). It is interesting to note that Cx36KO mice also lack high-frequency oscillation (gamma wave) in the brain (Hormuzdi et al., 2001). On the other hand, for ERG responses elicited from WT mice, the fraction of OPs in the waveform does not change significantly during light adaptation (Figure 6). There are several possibilities to account for these observed results. The light adaptation-induced reduction of gap junctional communication may not be the same as complete removal of electrical coupling among neurons as in KO mice. Also, KO mice congenitally lack gap junctional communication, which might alter the development of neuronal circuity and modify the pathway that generates OPs for flash ERG.

In this study, we have provided a novel approach to noninvasively measure the dynamics of rod-cone gap junctional coupling in intact eyes. Our study provides additional evidence to support that changes of the photopic ERG observed during light-adaption are mediated largely by the modulation of rod-cone coupling. The amount of photopic ERG amplitude enhancement during light-adaptation could be used as an clinical index to noninvasively study the dynamics of rod-cone gap junction coupling in intact eyes.
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Transducin mediates signal transduction in a classical G protein-coupled receptor (GPCR) phototransduction cascade. Interactions of transducin with the receptor and the effector molecules had been extensively investigated and are currently defined at the atomic level. However, partners and functions of rod transducin α (Gαt1) and βγ (Gβ1γ1) outside the visual pathway are not well-understood. In particular, light-induced redistribution of rod transducin from the outer segment to the inner segment and synaptic terminal (IS/ST) allows Gαt1 and/or Gβ1γ1 to modulate synaptic transmission from rods to rod bipolar cells (RBCs). Protein-protein interactions underlying this modulation are largely unknown. We discuss known interactors of transducin in the rod IS/ST compartment and potential pathways leading to the synaptic effects of light-dispersed Gαt1 and Gβ1γ1. Furthermore, we show that a prominent non-GPCR guanine nucleotide exchange factor (GEF) and a chaperone of Gα subunits, resistance to inhibitors of cholinesterase 8A (Ric-8A) protein, is expressed throughout the retina including photoreceptor cells. Recent structures of Ric-8A alone and in complexes with Gα subunits have illuminated the structural underpinnings of the Ric-8A activities. We generated a mouse model with conditional knockout of Ric-8A in rods in order to begin defining the functional roles of the protein in rod photoreceptors and the retina. Our analysis suggests that Ric-8A is not an obligate chaperone of Gαt1. Further research is needed to investigate probable roles of Ric-8A as a GEF, trafficking chaperone, or a mediator of the synaptic effects of Gαt1.
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INTRODUCTION

A prototypical heterotrimeric G protein, transducin (Gαtβγ), is a key signaling mediator in the visual transduction cascade in vertebrate rod and cone photoreceptors. Traditionally, studies of transducin focused on its structure and mechanisms underlying this signaling cascade. Phototransduction takes place in a specialized ciliary compartment of photoreceptor cells called the outer segment (OS). Absorption of light by rhodopsin allows the photoexcited receptor (R∗) to stimulate GDP/GTP exchange on Gαtβγ, thus releasing GαtGTP from Gβγ and R∗. Subsequent activation of cGMP phosphodiesterase 6 (PDE6) by GαtGTP causes concentration of cytoplasmic cGMP to drop, halting conductance of cGMP-gated channels in the plasma membrane (Arshavsky et al., 2002; Fu and Yau, 2007). Besides rhodopsin and PDE6, an essential partner of transducin in the visual cascade is a photoreceptor-specific member of the RGS (regulators of G protein signaling) family, RGS9-1. RGS9-1 in complex with Gβ5L acts as a GTPase-activating protein for Gαt, and thus is a major regulator of the turn-off of the visual signal (He et al., 1998, 2000; Makino et al., 1999; Cowan et al., 2001; Martemyanov and Arshavsky, 2009; Arshavsky and Burns, 2012). Together, the interactions of transducin with R∗, PDE6, and RGS9-1/Gβ5L control the signal amplification, sensitivity, and speed of photoresponses. The remarkable molecular level of insight into these interactions has been recently elevated with solutions of the cryo-EM structures of transducin complexed with rhodopsin and PDE6 (Gao et al., 2019, 2020). Nevertheless, several important aspects of transducin biology, including its folding, trafficking, and roles outside the phototransduction cascade remain largely obscure. Rod transducin subunits Gαt1 and Gβ1γ1 are known to undergo bi-directional translocation between the OS and inner compartments of rod photoreceptors in a light-dependent manner, but its partners in the inner photoreceptor compartments, the inner segment and synaptic terminal (IS/ST), and the significance of these interactions are not well understood (Sokolov et al., 2002; Calvert et al., 2006; Artemyev, 2008; Slepak and Hurley, 2008). Light-induced translocation of Gαt1 and Gβ1γ1 was shown to reduce phototransduction gain, and thus it contributes to light adaptation of photoreceptor cells (Sokolov et al., 2002). Analyses of mouse models with impaired transducin translocation also support an important role of the phenomenon in neuroprotection of rods, presumably by reducing the metabolic stress associated with the constitutive phototransduction reactions under light conditions saturating responsiveness of rods (Fain, 2006; Peng et al., 2011; Majumder et al., 2013; Tian et al., 2014). Arguably, the most intriguing and poorly understood consequence of Gαt1 and Gβ1γ1 translocation is its modulation of the synaptic transmission from rods to rod bipolar cells (RBCs). Block of transducin translocation via additional lipid anchoring of the Gαt1 A3C mutant in a mouse model desensitized signal transmission to RBC, suggesting that transducin translocation enhances signaling to RBC in wild type mice (Majumder et al., 2013). Ultimately, the mechanism underlying the synaptic effect of transducin may involve its interactions with the synaptic machinery and/or modulation of the voltage-gated Ca2+ channels, Cav1.4. Analysis of known and identification of novel partners of transducin in the IS/ST may provide clues to this mechanism.



TRANSDUCIN PARTNERS IN THE INNER PHOTORECEPTOR COMPARTMENTS: UNC119 AND LGN/GPSM2

One well-known partner of Gαt1 outside the phototransduction cascade is Uncoordinated 119 (UNC119). UNC119 is a mammalian ortholog of C. elegans unc-119 (Maduro and Pilgrim, 1995), also known as Retina Gene 4 protein (RG4; Higashide et al., 1996). UNC119 is uniquely abundant in photoreceptor cells, specifically the rod IS/ST, and its levels in other tissues are significantly lower (Higashide et al., 1998; Swanson et al., 1998; Karim et al., 2010). Truncation mutation in UNC119 is linked to cone-rod dystrophy in human patients (Kobayashi et al., 2000), whereas knockout of UNC119 in mice causes slow retinal degeneration (Ishiba et al., 2007). UNC119 shares sequence and structural homology with the prenyl-binding protein PDE6δ (or PDE6D), both featuring immunoglobulin-like β-sandwich fold serving as a lipid-binding module (Zhang et al., 2011). Unlike PDE6δ, which is a prenyl-binding protein, UNC119 selectively binds myristoyl moiety (Zhang et al., 2004, 2011; Gopalakrishna et al., 2011). Owing its lipid-binding specificity, UNC119 is generally viewed as a carrier protein for myristoylated cargo, with a preference for cargo proteins targeted to primary cilia via an ARL3-dependent mechanism (Ismail et al., 2012; Fansa and Wittinghofer, 2016; Frederick et al., 2020). Consistent with the role of UNC119 as a trafficking chaperone of transducin, the anterograde transport of translocated Gαt1 to the OS during dark adaptation is impaired in UNC119 knockout mice (Zhang et al., 2011). Quantification of UNC119 in rods suggests that the light-dispersed Gαt1 is a major partner of UNC119 (Sinha et al., 2013).

However, the function of UNC119 in the retina appears to extend beyond that of a trafficking chaperone across the connecting cilium. Besides Gαt1, UNC119 interacts in a lipid modification-independent manner with CaBP4 (Haeseleer, 2008). Notably, the levels of UNC119 are reduced in mice lacking Gαt1 or CaBP4, suggesting that UNC119 functionally interacts with both of these proteins (Haeseleer, 2008; Sinha et al., 2013). CaBP4 is an EF-hand Ca2+ binding protein that binds to and modulates the voltage-dependence of Cav1.4 channels thereby enhancing RBC responses (Haeseleer et al., 2004). Rod and cone synaptic function is markedly diminished in CaBP4 knockout mice (Haeseleer et al., 2004), and loss-of function mutations in CaBP4 cause congenital stationary night blindness and other visual disorders in humans (Littink et al., 2010; Bijveld et al., 2013). Potentially, light-dispersed Gαt1 may relieve UNC119-dependent constraint on the CaBP4 regulation of Cav1.4 channels. Another lipid-independent interactor of UNC119 is RIBEYE, a major component of synaptic ribbons (Schmitz et al., 2000; Alpadi et al., 2008). This interaction recruits UNC119 to synaptic ribbons, and it may be essential for synaptic transmission at the rod ribbon synapse (Alpadi et al., 2008). It is not known if and how transducin modulates the binding of UNC119 to RIBEYE, but this may represent a potential pathway contributing to the synaptic effects of transducin translocation.

An interesting and possibly critical property of UNC119 is its ability to interact with heterotrimeric Gαt1β1γ1, promote dissociation of Gαt1 from Gβ1γ1, and release them from the membrane (Gopalakrishna et al., 2011). Analysis of the complex between UNC119 and the full-length Gαt1 by Small Angle X-ray Scattering (SAXS) and chemical crosslinking suggested an additional interface between the proteins involving the switch II region Gαt1, which overlaps with the Gβ1γ1 binding site (Cheguru et al., 2015). Thus, UNC119 apparently dissociates transducin subunits by disrupting and sterically occluding the Gβ1γ1-binding sites on Gαt1 (Cheguru et al., 2015). As a result, two species are produced, Gαt1GDP (or Gαt1GDP-UNC119 complex) and Gβ1γ1. Each of these species may now interact with new partners. In particular, Gαt1GDP is primed for interaction with Leu-Gly-Asn repeat-enriched (LGN) protein LGN/GPSM2 (Mochizuki et al., 1996). LGN/GPSM2 belongs to the class of G-protein modulators containing G-protein regulatory (GPR) or GoLoco motifs. GoLoco/GPR-proteins interact with and stabilize Gα subunits in a GDP-bound form, hence serving as guanine nucleotide dissociation inhibitors (GDIs; Natochin et al., 2000; Bernard et al., 2001; Blumer et al., 2007). LGN/GPSM2 is best known for its role in Gα-regulated positioning of a mitotic spindle during cell division (Lancaster and Knoblich, 2012; di Pietro et al., 2016). However, LGN/GPSM2 is also expressed in terminally differentiated photoreceptor cells, where it is localized to the IS/ST (Kerov et al., 2005; Nair et al., 2005). LGN/GPSM2 was shown to interact with endogenous Gαt1, and its role as a potential modulator of transducin trafficking has been proposed (Kerov et al., 2005). Evidence supporting this notion is starting to emerge (Bocchero et al., 2020). Interestingly, disruption of planar polarity mechanisms involving Gαi3 and LGN/GPSM2 collapsed the gradients of ribbon size and maximal synaptic Ca2+ influx in the inner hair cells (Jean et al., 2019), suggesting that Gαt1-LGN/GPSM2 signaling may also be involved in regulation of ribbon synapses in photoreceptors.

The synaptic regulation by translocated Gαt1 may be due to sequestration of Gβγ. In a well-characterized mechanism, the release of neurotransmitters at synapses of the central nervous system triggers negative feedback by activating presynaptic G protein-coupled receptors (GPCRs) and thereby generating free Gβγ. Gβγ in turn inhibits Ca2+ influx by binding directly to the α-subunits of presynaptic Cav2.1 and Cav2.1 channels (Catterall, 2011; Khan et al., 2013; Zamponi and Currie, 2013). In contrast, Cav1.4 is not known to be regulated directly by Gβγ. A distinct mechanism of synaptic inhibition involves interactions between Gβγ subunits and the SNARE complex, specifically SNAP25 (Blackmer et al., 2001, 2005; Yoon et al., 2007). In cone photoreceptors, activation of presynaptic metabotropic glutamate receptor reduced synaptic transmission to horizontal cells via Gβγ/SNARE interactions (Van Hook et al., 2017). Furthermore, phosducin, an abundant Gβγ-binding protein in photoreceptors, was also implicated in regulation of synaptic transmission to RBCs, as the protein knockout resulted in a reduced sensitivity of ERG responses from RBCs in dark-adapted mice (Herrmann et al., 2010). These findings though were not confirmed in recordings from retinal slices, indicating that such experimental conditions may have abolished the phenotype (Long et al., 2013). It is possible that Gαt1 and/or phosducin sequester Gβγ liberated by activation of presynaptic GPCRs and thus enhance sensitivity of the rod-RBC synaptic transmission.



RIC-8A IN PHOTORECEPTORS: A GEF OR A CHAPERONE?

In considering novel potential partners of Gαt1 in photoreceptor cells, one candidate, Ric-8A, was conspicuous. Resistance to inhibitors of cholinesterase 8 (Ric-8) proteins were originally discovered as positive regulators of G-protein signaling pathways (Miller et al., 1996, 2000). Subsequent studies demonstrated that Ric-8 proteins interact directly with the monomeric GDP-bound Gα subunits and act as non-GPCR guanine nucleotide exchange factors (GEFs; Tall et al., 2003). Two isoforms, Ric-8A and Ric-8B are encoded in vertebrate genomes. Each isoform regulates a particular subset of Gα subunits: Ric-8A interacts with Gαi/t, Gαq, and Gα12/13, whereas Ric-8B is selective for Gαs (Klattenhoff et al., 2003; Tall et al., 2003; Von Dannecker et al., 2005; Nagai et al., 2010). The interaction of Ric-8 with GDP-bound Gα stimulates release of GDP, leading to the formation of a stable intermediate complex of Ric-8 and nucleotide-free Gα. Once Gα binds GTP, it dissociates from Ric-8, and thus the nucleotide-exchange cycle on Gα is completed (Tall et al., 2003). The GEF activity of Ric-8A opposing the GDI-activity of LGN/GPSM2 might be important to the role of Ric-8A in Gα-regulated positioning of mitotic spindle (Afshar et al., 2004; David et al., 2005; Tall and Gilman, 2005). Still, the interplay between Ric-8A and LGN/GPSM2 proteins in this process is poorly understood. More recently, Ric-8A attracted attention as a chaperone of Gα subunits (Papasergi et al., 2015). In cell-free translation systems, Ric-8A was required for the expression of properly folded Gα subunits, and co-expression of Ric-8 with Gα subunits in HEK293 cells and insect cells led to significant elevations in the expression levels of Gα subunits (Chan et al., 2011, 2013; Gabay et al., 2011). Although compelling evidence has been accumulated for both the GEF and chaperone function of Ric-8A in vitro and in cell cultures, little is known about specific pathways and systems regulated by Ric-8A in vivo, and it is often unclear which of the two Ric-8A functions dominates its biological effects. This is in part due to embryonic lethality of the Ric-8A knockout mice (Tonissoo et al., 2010; Gabay et al., 2011). Conditional knockouts of Ric-8A in differentiated neuronal populations and glial cells reveal apparent and severe phenotypes, yet the exact mechanisms of the Ric-8A deficiency underlying these phenotypes could not be discerned (Ma et al., 2012; Ruisu et al., 2013). Targeted disruption of Ric-8A expression in mouse B-cells led to a loss of Gαi and Gαq and caused severe humoral immunodeficiency, a phenotype consistent with the chaperone function of the protein (Boularan et al., 2015).

Growing evidence for the important biological roles of Ric-8 spurred the interest in understanding the molecular and structural basis underlying its activities. This work culminated in solution of the atomic structures initially of Ric-8A in complex with a Gαt1 mimetic, and subsequently in complex with the full-length Gα subunits (Srivastava and Artemyev, 2019; Srivastava et al., 2019; Zeng et al., 2019; McClelland et al., 2020; Seven et al., 2020). The structure of the active nearly full length Ric-8A1-492 revealed two main domains of Ric-8A: an armadillo-like core (residues about 1–426) and an unstructured C-terminal tail (residues 427–492; Srivastava et al., 2019). The armadillo-like core of Ric-8A is a mixture of canonical ARM repeats and ARM-related HEAT repeats folded into a ribbon-like superhelix featuring a concave surface (Srivastava et al., 2019; Zeng et al., 2019). The concave surface of Ric-8A forms an extensive interface with the Gαt1 C-terminus (Figure 1A). Critical contacts between Ric-8A and the Gα C-terminus are made by the very C-terminal residue F350 of Gαt1 (Figure 1A; Srivastava et al., 2019). Mutations interfering with the interaction network of the C-terminal residue of Gα ablate the binding of Ric-8A to folded GαGDP (Srivastava et al., 2019), as well as disrupt the chaperone activity of Ric-8A (Seven et al., 2020). As a GEF, Ric-8A interacts with the folded GαGDP and induces partial unfolding of the latter accompanied by the large dislocation of the Gα C-terminal α5-helix from the β-sheet core of the Ras-like domain, disorganization of the nucleotide-binding site and release of GDP (Srivastava and Artemyev, 2019; McClelland et al., 2020; Seven et al., 2020; Figure 1B). As a chaperone of nascent Gα, Ric-8A would interact with a partially folded intermediate of Gα in which the α5-helix has not yet assumed its position with the β-sheet cradle (Seven et al., 2020). The Gαt1 C-terminal region is unstructured as a part of MBP-fusion protein, but it forms the α5-helix upon binding to Ric-8A (Srivastava et al., 2019). Therefore, the chaperone activity of Ric-8A may involve folding of the Gα C-terminal region into an α5-helix and stabilization of the β-sheet core of the Ras-like domain thereby preparing Gα for the first time GTP-binding event (Srivastava et al., 2019; McClelland et al., 2020; Seven et al., 2020). Upon binding of GTP, Gα is released from Ric-8A and the α5-helix replaces Ric-8A in stabilizing the β-sheet core of Gα. The GTP-binding site in the Ric-8A/Gα complex is disorganized to a greater extent compared to that in the GPCR/Gαβγ complexes (McClelland et al., 2020; Seven et al., 2020; Srivastava and Artemyev, 2020). Remarkably, the distal portion of the C-terminal tail of Ric-8A forms a unique smaller secondary interface with the switch II/α3-helix region of Gα, which appears to assist GTP-binding (Srivastava and Artemyev, 2019; McClelland et al., 2020; Seven et al., 2020; Figure 1C). Altogether, the structures of the Ric-8A/Gα complex are consistent with both proposed functions of Ric-8A, as a GEF and a chaperone. Specific function of Ric-8A would have to be determined in the context of a cellular activity under investigation.
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FIGURE 1. Interaction of Ric-8A with Gα. (A) The α5-helix of Gαt1 (orange) bound to the concave surface of the armadillo core domain of Ric-8A (green; based on PDB 6N85). The C-terminal F350 of Gαt1 forms multiple contacts with Ric-8A. (B) Crystal structure of the complex of Ric-8A with Gαi (PDB 6TYL). Only the Ras-like domain of Gαi is resolved in the structure (wheat). The a5-helix of Gαi (orange) is dislodged from the β-sheet core. The C-terminal helix of Ric-8A (αC, cyan) interacts with the switch II/α3 helix of Gαi (pink). (C) Top view of the Gαi complex with Ric-8A. Only the C-terminus of Ric-8A is shown for clarity. The αC-helix of Ric-8A (cyan) interacts with the switch II/a3-helix region (pink) of Gαi (wheat). This interaction may facilitate the binding of GTP to Gα bound to Ric-8A. The GPCR-bound structure of the engineered minimized Gα (gray, GDP – spheres, and PDB 5G53) is superimposed with Gαi to indicate position of the nucleotide binding site.


Given the high rate of transducin synthesis and transport in photoreceptors (Frederick et al., 2020), and the likely existence of the quality control chaperone mechanism, we first investigated expression of Ric-8A in retina and photoreceptor cells. In homogenates of C57Bl/6 mouse retina specific monoclonal Ric-8A antibody 3E1 recognized a single band of the predicted MW of 60 kDa (Figure 2A; Gabay et al., 2011). Immunofluorescence staining of cryosections of the C57Bl/6 retina with 3E1 antibody revealed that Ric-8A is distributed throughout the retina, including in the IS, OPL, INL, and IPL (Figure 2B). Expression of Ric-8A in the photoreceptor IS/ST was also confirmed by Western blot analysis of tangential retina sections (Figure 2C; Sokolov et al., 2002). The retinal distribution of Ric-8A suggested that it can serve as a chaperone for newly synthesized Gαt1 and/or a GEF for light-translocated Gαt1 in rods, as well as chaperone/GEF for Gαo in RBCs. Gαo is abundant in RBCs, where it mediates signaling via the mGluR6 cascade, which couples a decrease in glutamate levels in the synaptic cleft with opening of the TRPM1 cation channels in the dendritic tips of RBCs (Dhingra et al., 2000, 2002). To test the former hypothesis, we generated a mouse model with conditional knockout of Ric-8A in rods. To achieve specific deletion of Ric-8A in rods, Ric-8AF/F mice in which exons 2–4 of the gene are floxed (Ma et al., 2012) were crossed to iCre-75+/– mice, in which expression of Cre is driven by a 4-kb mouse rod opsin promoter (Li et al., 2005). The iCre-75+/– driver strain is commonly used for RP-specific conditional KO, as it provides for robust and uniform expression of Cre in rods (Li et al., 2005; Lai et al., 2013; Sundermeier et al., 2014; He et al., 2016). Immunofluorescence staining of retina cryosections from Ric-8AF/FCre+ mice confirmed robust expression of Cre (Supplementary Figure 1) and deletion of Ric-8A in mutant rods (Figure 2B and Supplementary Figure 2). Western blot analysis of Ric-8A in dark-adapted Ric-8AF/FCre+ retinas indicated that the protein level is reduced by ∼36% (Figure 2D). The extent of reduction in the protein level of Ric-8A in the entire retina is consistent with the localization of a major fraction of the protein to the inner retina. Surprisingly, the ablation of Ric-8A expression in rods caused only a modest ∼22% reduction in the protein level of Gαt1 (Figure 2E). Furthermore, the majority of Gαt1 was properly targeted to the OS in the absence of Ric-8A (Figure 2F). Supporting the functional folding of transducin in rods lacking Ric-8A, the a- and b-wave ERG responses of mutant mice were comparable to those from control mice (Figures 2G,H). Thus, our results indicate that although Ric-8A may slightly increase the abundance of Gαt1 in rods, the proper folding of Gαt1 in the absence of Ric-8A proceeds efficiently enough to support the photoreceptor function. Although mouse rods lacking Ric-8A may express Ric-8B, the latter isoform does not interact with Gαt1 (Papasergi et al., 2015; Srivastava et al., 2019). One caveat to this conclusion needs to be noted. It cannot be excluded that Ric-8A is a catalytic chaperone that can efficiently assist folding of Gαt1 even when present in trace amounts. Trace amounts of Ric-8A in mutant rods may result if the Ric-8A protein expressed prior to the gene excision persists for a long time or if the gene excision is incomplete.
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FIGURE 2. Expression of Ric-8A in the retina and conditional knockout of the protein in mouse rods. (A) Western blot with anti-Ric-8A monoclonal antibody 3E1; lane 1 – recombinant human Ric-8A (50 ng), lane 2 – C57Bl retina homogenate (50 μg). (B) Immunofluorescence (IF) staining of mouse retina cryosections with 3E1 monoclonal antibody. Ric-8A is present throughout the retina in 2-month old WT mice and absent in the inner segment (IS), outer nuclear layer (ONL), and outer plexiform layer (OPL) in 2-month old Ric-8AF/FCre+ mice. INL, inner nuclear layer; IPL, inner plexiform layer, GCL, ganglion cell layer; and blue, To-Pro3 nuclear stain. (C) Western blot analysis of tangential sections of WT retina indicates the presence of Ric-8A in the IS (approx. lanes 5–6), the inner compartments of rods (approx. lanes 7–11), and the bipolar cell layer (approx. lanes 12–15). Ric-8A is largely excluded from the outer segment (OS; approx. lanes 2–4). Lane 0 – recombinant Ric-8A. (D, E) Western blot analyses of equal fractions of total retina extract from control 2-month old Ric-8AF/F mice (lane 1) and littermate Ric-8AF/FCre+ mice (lane 2) with anti-Ric-8A antibody 3E1 (D) and anti-Gαt1 K-20 antibody (SCBT; E). PDE6 – loading control. The bands were quantified with ImageJ. From three similar experiments, the average reductions of Ric-8A and Gαt1 in the Ric-8AF/FCre+ retina were 36 ± 3% and 22 ± 4%, respectively. (F) IF staining of retina cryosections from dark-adapted mice with anti-Gαt1 K-20 antibody. Gαt1 is localized mainly to the rod OS in 2-month old Ric-8AF/FCre+ mice. (G, H) a-wave amplitudes and b-wave amplitudes measured from recordings of dark-adapted mice. Points represent the mean ± SEM (n = 6, left and right eyes from 3 mice of each genotype). Curves represent fits from single (G) or double (H) sigmoidal functions. For each flash strength, there were no statistically significant differences (adjusted P value > 0.05) between Ric-8AF/FCre+ and control mice. (I) Kinetics of GTPγS binding to chimeric Gαt1 (Skiba et al., 1996; Natochin et al., 1998) alone (1 μM) and in the presence of Ric-8A (3 μM). Representative experiment. For n = 3 experiments, the kapp values are: Gαt1 0.005 ± 0.001 min– 1 and Gαt1+Ric-8A 0.025 ± 0.002 min– 1; unpaired t-test.


Nevertheless, it is possible that the main function of Ric-8A in rods is linked to its GEF activity. We confirmed that Ric-8A is a GEF for the Gαt similarly as it is for other members of the Gαi family by measuring the kinetics of GTPγS-binding to a transducin-like chimeric Gαt1GDP in the presence or absence of Ric-8A. The apparent rate of the nucleotide exchange was increased by ∼5-fold in the presence of Ric-8A (Figure 2I). Future studies are needed to investigate functional significance of the Ric-8A GEF activity toward Gαt1.



DISCUSSION

The structures of the Ric-8A complexes with Gα subunits reveal the molecular underpinnings of its chaperone and GEF activities (Srivastava and Artemyev, 2019; Srivastava et al., 2019; McClelland et al., 2020; Seven et al., 2020). Depending on the Ric-8A function in a given system, the structures can represent either the GEF complex intermediate with an empty-pocket for nucleotide binding or the folding intermediate of Gα during its biosynthesis. The Ric-8A/Gα complexes reveal two remarkable features: a large displacement of the α5-helix of Gα from the β-sheet cradle of the Ras-like domain, and a unique interaction of the C-terminal helix of Ric-8A with the switch II/α3-helix region of Gα (Srivastava and Artemyev, 2019, 2020; McClelland et al., 2020; Seven et al., 2020). The interaction of Ric-8A with the C-terminus/α5-helix of Gα is central to both the GEF and the chaperone activity. When Ric-8A acts as a GEF, this interaction initiates GDP-release, just like GPCRs cause GDP-release during activation of heterotrimeric G-proteins. When Ric-8A acts as a chaperone, this interaction induces the folding of the α5-helix outside the β-sheet cradle of partially folded Gα (Srivastava et al., 2019; McClelland et al., 2020). The interaction of the C-terminal helix of Ric-8A with the switch II/α3-helix region of Gα likely promotes GTP-binding to Gα thereby concluding either the GEF or the chaperone cycle of Ric-8A (Srivastava and Artemyev, 2019, 2020; McClelland et al., 2020; Seven et al., 2020). We demonstrated that Ric-8A is expressed throughout the retina. Thus, retina represents an excellent opportunity to dissect the roles of Ric-8A. The conditional knockout of Ric-8A in mouse rods argues against its role as an essential chaperone of Gαt1. Yet, as a GEF, Ric-8A may play roles in transducin trafficking and/or modulation of the rod-RBC synaptic transmission. The role of Ric-8A in RBCs and its potential influence on the abundance of Gαo and the mGluR6-mediated cascade remains to be investigated. Gαq/11 is the Gα subfamily that is most stringently dependent on Ric-8A as a chaperone (Gabay et al., 2011). Therefore, defining role of Ric-8A in intrinsically photosensitive retinal ganglion cells and the Gαq-mediated melanopsin signaling cascade is of particular interest (Do and Yau, 2010; Schmidt et al., 2011).
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Neurotransmitter release at retinal ribbon-style synapses utilizes a specialized t-SNARE protein called syntaxin3B (STX3B). In contrast to other syntaxins, STX3 proteins can be phosphorylated in vitro at T14 by Ca2+/calmodulin-dependent protein kinase II (CaMKII). This modification has the potential to modulate SNARE complex formation required for neurotransmitter release in an activity-dependent manner. To determine the extent to which T14 phosphorylation occurs in vivo in the mammalian retina and characterize the pathway responsible for the in vivo phosphorylation of T14, we utilized quantitative immunofluorescence to measure the levels of STX3 and STX3 phosphorylated at T14 (pSTX3) in the synaptic terminals of mouse retinal photoreceptors and rod bipolar cells (RBCs). Results demonstrate that STX3B phosphorylation at T14 is light-regulated and dependent upon the elevation of intraterminal Ca2+. In rod photoreceptor terminals, the ratio of pSTX3 to STX3 was significantly higher in dark-adapted mice, when rods are active, than in light-exposed mice. By contrast, in RBC terminals, the ratio of pSTX3 to STX3 was higher in light-exposed mice, when these terminals are active, than in dark-adapted mice. These results were recapitulated in the isolated eyecup preparation, but only when Ca2+ was included in the external medium. In the absence of external Ca2+, pSTX3 levels remained low regardless of light/dark exposure. Using the isolated RBC preparation, we next showed that elevation of intraterminal Ca2+ alone was sufficient to increase STX3 phosphorylation at T14. Furthermore, both the non-specific kinase inhibitor staurosporine and the selective CaMKII inhibitor AIP inhibited the Ca2+-dependent increase in the pSTX3/STX3 ratio in isolated RBC terminals, while in parallel experiments, AIP suppressed RBC depolarization-evoked exocytosis, measured using membrane capacitance measurements. Our data support a novel, illumination-regulated modulation of retinal ribbon-style synapse function in which activity-dependent Ca2+ entry drives the phosphorylation of STX3B at T14 by CaMKII, which in turn, modulates the ability to form SNARE complexes required for exocytosis.
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INTRODUCTION

Retinal ribbon-style synapses, elaborated by the first two neurons in the visual throughput pathway, continuously convey visual information over many log units of dynamic range. These remarkable signaling abilities are supported by a number of unique features, one of which is the expression of specialized presynaptic proteins such as syntaxin3B (STX3B). STX3B is a t-SNARE protein that is expressed almost exclusively in retinal photoreceptors and bipolar cells, where it is highly enriched in the synaptic terminals (Morgans et al., 1996; Curtis et al., 2008; Liu et al., 2014). Similar to the syntaxin1 utilized by conventional synapses, STX3B interacts with SNAP-25 and VAMP/synaptobrevin to form the tripartite SNARE complex required for stimulus-evoked release of neurotransmitter release. Consistent with an essential role in exocytosis, blockade of STX3B function inhibits exocytosis from bipolar cell terminals and synaptic transmission at photoreceptor synapses (Curtis et al., 2010; Datta et al., 2017).

Syntaxin3B has a phosphorylation site at T14 in its N-terminal domain (Liu et al., 2014), a region of the molecule that may regulate SNARE complex formation and stabilization (Khvotchev et al., 2007; Rathore et al., 2010; Shen et al., 2010). This site can be in vitro phosphorylated by Ca2+/calmodulin-dependent protein kinase II (CaMKII; Risinger and Bennett, 1999; Liu et al., 2014), raising the possibility that phosphorylation at T14 in vivo is regulated by synaptic activity. By contrast, the comparable site in syntaxin1 of conventional synapses, S14, is not a CaMKII-substrate but is an in vitro substrate for casein kinase II (Risinger and Bennett, 1999) and may be constitutively phosphorylated in vivo (Foletti et al., 2000; Kohansal-Nodehi et al., 2016). Consistent with a functional consequence STX3B phosphorylation at T14, a STX3B T14 phosphomimetic was shown to have a higher affinity for SNAP-25 relative to wild-type STX3B (Liu et al., 2014). This has led to a model in which STX3B may not only have an essential role in neurotransmitter release at retinal-style synapses, but also a unique modulatory role governed by the activity-dependent regulation of T14 phosphorylation via CaMKII (Liu et al., 2014).

In this study, we test the hypothesis that phosphorylation of STX3B at T14 is regulated by synaptic activity in the ribbon-style synapses of the mammalian retina. Our results demonstrate for the first time that STX3 phosphorylation at T14 in the synaptic terminals of rod photoreceptors and rod bipolar cells (RBCs) is regulated by light in a Ca2+-dependent manner. In addition, our results confirm an in vivo role for CaMKII in this process and suggest that CaMKII modulates exocytosis. Together, our results establish that the retinal-specific t-SNARE protein STX3B is a phosphoprotein in vivo whose phosphorylation at T14 is dynamically regulated in an activity-dependent manner by CaMKII, altering neurotransmitter release.



MATERIALS AND METHODS


Tissue Preparation

All of the animal procedures were approved by the Animal Welfare Committee of the University of Texas Health Science Center at Houston. Prior to use, adult male and female mice, strain C57BL/6J (Jackson Laboratories, Bar Harbor, ME, United States) were maintained on a standard 12 h light/dark cycle. Sacrifice was performed by cervical dislocation followed by decapitation. To minimize potential effects of circadian rhythm on syntaxin 3 (STX3) phosphorylation, animals for each set of experiments were sacrificed at the same time of day, typically between 12 and 1 pm.


In vivo and ex vivo Experiments

For the in vivo experiments, mice were unrestrained and free to move about their cage until the time of sacrifice. Two groups of mice were dark-adapted for 4 h, beginning 1 h after morning light onset. Immediately following dark-adaptation, one group of mice was sacrificed and retinal eyecups dissected free under infrared illumination and fixed, while under maintained dark conditions. The second group of mice was exposed to 15 min of a bright flashing light stimulus (3 Hz, 2,000 lux) superimposed upon a dim background light (20 lux). Animals were then sacrificed, retinal eyecups dissected free and fixed.

For the ex vivo experiments, two groups of mice were dark-adapted for 4 h, beginning 1 h after morning light onset. Animals were sacrificed and retinal eyecups prepared under infrared illumination. Eyecups were bathed in an oxygenated Hanks solution that contained (in mM): 128 NaCl, 5 KCl, 0.34 Na2HPO4, 0.44 KH2PO4, 10 HEPES, and 10 glucose, supplemented with either 2 CaCl2 and 1 MgCl2 (“2Ca”) or 0 CaCl2 and 2 MgCl (“0Ca”) pH ≈7.4, ≈315–320 mOsm. For the dark/light experiments, the left eyecup from each animal was maintained under dark-adapted conditions and then fixed. The right eyecup was exposed to 15 min of a bright flashing light stimulus (3 Hz; 1000 lux) superimposed on a dim light background (20 lux) and then fixed. Similarly, for the 2Ca/0Ca experiments, one eyecup from each animal was placed in the 2Ca external solution and the other in the 0Ca solution.



Isolated Rod Bipolar Cells

Rod bipolar cells were dissociated from the retinae of light-adapted mice by enzymatic digestion followed by mechanical trituration (Heidelberger and Matthews, 1992; Zhou et al., 2006) and plated onto poly-L-lysine-coated coverslips. Cells were allowed to settle and attach for 20–30 min. During this time, they were bathed in oxygenated solution containing either (in mM): 152 NaCl, 2.6 KCl, 1.3 MgCl2, 0.5 CaCl2, and 10 HEPES, or 153 NaCl, 2.6 KCl, 3.0 MgCl2, 0 CaCl2, and 10 HEPES (“low Ca”). Following the settling phase, coverslips were either incubated for an additional 30 min in the low Ca solution or incubated in a “high Ca” solution that was designed to elevate the intraterminal free Ca2+ concentration. The latter had a reduced Na+ concentration, a perturbation that we have previously shown activates the reverse mode of the Na+/Ca2+ exchanger in the RBC synaptic terminal to produce a modest, sustained elevation in the spatially-averaged intraterminal free Ca2+ concentration (Wan et al., 2012). The “high Ca2+” solution contained (in mM): 30 NaCl, 123 choline chloride, 2.6 KCl, 1 MgCl2, 2.0 CaCl2, and 10 HEPES. Kinase inhibitors were applied during the settling and incubation phases. For all, the solution pH was adjusted to ≈7.4 and the osmolarity was 290–300 mOsm. Following treatment, cells were fixed for 10 min in 4% formaldehyde.



Tissue Processing and Immunolabeling


Retinal Sections

Retinal eyecups were fixed for 10 min at room temperature in freshly prepared 4% formaldehyde, rinsed with PBS, cryoprotected in 30% sucrose and stored at 4°C overnight. Processing of retinal eyecups was similar to that described previously (Kothmann et al., 2007; Li et al., 2009, 2013). In brief, cryoprotected eyecups were embedded in Tissue-Tek O.C.T. compound (Sakura Finetek, Torrance, CA, United States), fast frozen at −20°C and sliced into 30 μm cryostat sections. Sections were blocked for 1 h in PBS supplemented with 5% donkey serum and 0.3% Triton and then incubated overnight at room temperature in PBS supplemented with 1% donkey serum, 0.3% Triton and primary antibodies (see below). Sections were then washed thoroughly with PBS and incubated in PBS containing the secondary antibodies (see below) for 2 h at room temperature. Sections were then washed and mounted with Prolong Gold anti-fade mounting medium (Thermo Fisher Scientific, Waltham, MA, United States). Slides were stored in a light protective holder at 4°C before imaging.



Isolated Rod Bipolar Cells

Fixed cells were blocked for 2 h at room temperature in PBS supplemented with 5% donkey serum and 0.4% Triton X-100 and then incubated overnight at 4° in PBS supplemented with 2% donkey serum, 0.4% Triton X-100 and primary antibodies (see below). After washing in PBS, cells were then incubated for 2 h in PBS containing the secondary antibodies (see below). Cover slips were washed and mounted with Prolong Gold anti-fade with DAPI mounting medium (Thermo Fisher Scientific, Waltham, MA, United States). Slides were stored in a light protective holder at 4°C before imaging.



Antibodies

Syntaxin 3 was immunolabeled with a mouse-monoclonal antibody initially received as a generous gift from Dr. Muna Naash (Zulliger et al., 2015) and then purchased from EMD Millipore (Burlington, MA, United States), clone 12E5. This antibody was generated against the cytoplasmic portion of mouse syntaxin 3B (STX3B; amino acids 2–270). However, the two cytoplasmic parts of the retinal specific isoform STX3B and the non-neuronal splice form syntaxin 3A (STX3A) differ only in one exon and are 93% identical. We independently verified that this antibody is selective for STX3 and recognizes both STX3A and STX3B isoforms (Supplementary Figure 1). Given that STX3A is not expressed at detectable levels in the mouse retina (Curtis et al., 2008) the observed immunolabeling of synapses most likely corresponds to STX3B. We further validated the 12E5 antibody by demonstrating that a phospho-mimetic mutation (T14E) of STX3B does not prevent binding of the 12E5 antibody and that a STX3 antibody raised against an epitope located in the N-terminus (amino acids 2–17) does not occlude 12E5 binding. These findings indicate that the unidentified epitope recognized by the 12E5 STX3 antibody is not located within the N-terminal region of STX3, where T14 resides. To perform quantitative immunolabeling, saturation of binding sites is desirable, and therefore the STX3 antibody was used at a dilution of 1:200 in tissue sections and at 1:400 in dissociated retina. Phosphorylated-syntaxin3 at T14 (pSTX3) was immunolabeled with an affinity purified rabbit polyclonal antibody that we have generated and extensively characterized previously [UT 649, (Liu et al., 2014)] used at a dilution of 1:200 in retinal sections and 1:300 for isolated cells. Cones were identified by immunolabeling with an arrestin antibody Arrestin-C (1–17), goat polyglonal IgG (Santa Cruz Biotechnology, Dallas, TX, United States) at 1:200 dilution. RBCs were identified by immunolabeling with a PKCα antibody (C-20; sc-208-G, goat-polyclonal IgG; Santa Cruz Biotechnology, Dallas, TX, United States) at a concentration of 1:400 in tissue sections or 1:1000 in dissociated retina. In experiments in which pCaMKII was immunolabeled, a rabbit-polyclonal IgG pCaMKII T286/287 antibody, which recognizes all four isoforms of CaMKII phosphorylated at T286/287 (Invitrogen, Carlsbad, CA, United States) was used at 1:250. All secondary antibodies were obtained from Jackson Immuno-Research Labs (West Grove, PA, United States). Cy3-conjugated anti-mouse IgG and Alexa 488-conjugated anti-rabbit IgG were used at a dilution of 1:200 in tissue sections, and anti-goat Alexa 488, anti-rabbit Alexa 594, and anti-mouse Alexa 647 were used at a dilution of 1:400 in dissociated retina. In some experiments on dissociated retina, anti-rabbit Alexa 594 was replaced with Anti Rabbit Cy3 at 1:400 with no differences in outcome noted.



Quantitative Confocal Microscopy


Retinal Sections

Image acquisition and data analysis were conducted in similar manner to that described previously (Kothmann et al., 2007; Li et al., 2009). Rod spherules, cone pedicles and RBC terminals in retinal sections were identified by their characteristic appearance and respective locations within the outer plexiform layer (OPL) or inner plexiform layer (IPL) and by immunolabeling for STX3 (Sherry et al., 2006; Liu et al., 2014). Images of phospho-syntaxin3 at T14 and syntaxin3 signals were acquired on a Zeiss 780 confocal microscope using standardized settings to facilitate the comparison of labeling across experiments and animals. The brightest pixel intensity for each channel was slightly saturated so that the intensity of the majority of pixels fell in the linear range of the intensity curve. For the in vivo and ex vivo experiments, quantification of the pSTX3 and STX3 signals was obtained from the analysis of five images from two different histological sections from each eyecup at 0.5 μm intervals from randomly chosen locations 50 to 80% from the distance of the optic nerve head to the periphery.

Tissue sections were analyzed using the ROI function of SimplePCI software (versions 5.3 and 6.0, Hamamatsu; Hamamatsu Photonics, Bridgewater, NJ, United States) that allowed for the manual selection of ROIs based on STX3 immunolabeling. ROIs were defined as having a STX3 immunoreactivity that was greater than 20% threshold of the total intensity range. ROIs representative of rod spherules were selected based upon STX3 immunolabeling, location in the upper OPL, round shape and smaller size relative to cone pedicles, and the lack of arrestin-labeling. ROIs representative of cone pedicles were chosen based on the large, STX3-positive plaques associated with cone-arrestin and a location at the bottom of OPL. ROI’s representative of RBC terminals were identified based upon STX3 immunoreactivity, size and location at the bottom of the IPL. For each OPL image, data from ≈30–60 rod terminals and ≈5–15 cone terminals were obtained. For each IPL image, data from ≈25 RBC terminals were obtained. The mean pixel intensity values from each ROI in an image were collected and the pSTX3/STX3 ratio per ROI calculated. The individual ratios from a given image were not normally-distributed, and therefore the median value rather than the mean was used to denote the pSTX3/STX3 ratio representative of each image. The value per animal or eyecup was calculated as the mean of the representative image values, and the value across animals or eyecups per condition was calculated as the average of these values and expressed as the mean ± s.e.m. As such, the value “n” denotes the number of animals or eyecups per condition rather than the number of terminals. Results were compared across the two conditions (e.g., light/dark, 0/2 mM Ca2+) using independent sample t-tests. Tissue from multiple (2–4) animals was sampled per experimental condition. Figure images have been cropped and are displayed as maximal intensity projections.



Isolated Rod Bipolar Cells

Methods for adjustment of confocal settings and image acquisition were similar to those described above for retinal sections. Isolated RBC were identified by their characteristic morphology and PKC immunoreactivity (Negishi et al., 1988; Wan et al., 2008). A minimum of 10 (range ≈ 10–30) isolated RBC terminals were analyzed per experimental condition per mouse. Quantification of the ratio of phospho-syntaxin3 at T14 to syntaxin3 (pSTX3/STX3) was performed in ImageJ 1.50i (NIH) using two different approaches. The first used thresholding of the syntaxin 3 signal in the RBC terminal to identify the ROI for the comparable phospho-syntaxin 3 measurement. For the second, two data analyzers, blinded to experimental conditions, collected data from ROIs hand-drawn around PKCα positive synaptic terminals. The two sets of analyses gave similar results, and the results of the latter are presented. For each experimental condition, the mean of the phospho-syntaxin3 to syntaxin3 ratio per mouse is presented. As a ratiometric approach could not be applied to quantification of pCaMKII immunoreactivity, results were reported as mean pixel intensities or as percent change from baseline. The latter allowed for better comparison across experimental replications and was calculated as [(V2−V1)/V1)] × 100, where V1 was the mean pixel intensity in the low Ca2+ condition and V2 was the mean pixel intensity of the high Ca2+ condition with or without inhibitor. The percent change was then averaged across animals to determine the percent change from baseline per group. Statistical analyses were performed using Prism 7 (Graph Pad, San Diego, CA, United States). Normality of the data was verified using column statistics. Two-tailed independent sample t-tests and One-Way ANOVA followed by Tukey’s posthoc multiple comparisons test were used as appropriate. Data are expressed as mean ± s.e.m, where n = the number of mice per condition. For immunocytochemistry on isolated RBCs, tissue from multiple (3–7) animals was sampled per experimental condition. Figure images are displayed as maximal intensity projections.



Electrophysiology

To measure exocytosis from RBCs, retinal slices (≈200 μm thick) were prepared under dim red light illumination using a handmade, semiautomatic chopper. The external bath solution (bubbled with a mixture of 95% O2 and 5%CO2) contained (in mM): 125 NaCl; 1.2 CaCl2; 0.5 MgCl2; 1.5 KCl; 1.3 NaH2PO4; 10 D-Glucose; 23 NaHCO3, with pH 7.3, 294–296 mOsm. Retinal slices were allowed to rest in the dark for ≥1 h under continuous perfusion prior to use. Slices were transferred under dim light to the recording chamber. The external bath solution used for recordings was identical to that above except that it additionally contained (in μM): 100 picrotoxin, 50 μM 1,2,5,6-Tetrahydropyridin-4-yl methylphosphinic acid (TPMPA), 10 strychnine to block GABAA, GABAC, and glycine receptors, respectively. To minimize artifacts in the capacitance record associated with perfusion, bath perfusion was halted during capacitance measurements.

Membrane capacitance was measured in whole-cell recording mode with an 8–12 MΩ borosilicate pipette placed on the soma of an intact RBC. The control internal pipette solution contained (in mM): 100 Cs-Methanesulfonate; 20 TEA-Cl; 0.2 MgCl2; 10 phosphocreatine-Na2; 0.5 Na-GTP; 1 mM EGTA, 20 HEPES, pH = 7.2, 286–290 mOsm. To test the effects of CaMKII inhibition on RBC exocytosis, the selective CaMKII inhibitor AIP was added to the internal recording solution to achieve a final concentration of 25 μM (Sakaba and Neher, 2001; Tatone et al., 2002; Gao et al., 2006; Mockett et al., 2011). Measurement of baseline parameters began 10–15 min after achieving the whole-cell recording configuration to allow time for reagents to reach stable levels within the synaptic terminal. To confirm the entry of Cs+ and TEA+ into the synaptic compartment, a linear voltage ramp (−65 mV to +20 mV, 24.2 mV/s) was applied approximately 1 min prior to the depolarizing pulse train stimulus and the current–voltage relationship evaluated for efficacy of K+ channel blockade and isolation of the presynaptic, L-type Ca2+ current (Heidelberger and Matthews, 1992; Heidelberger et al., 2005; Wan and Heidelberger, 2011). Exocytosis was driven by a train of ten depolarizing voltage steps (−65 to −20 mV) given at 4 Hz (Wan et al., 2010).

Membrane capacitance measurements were made with the use of an EPC-10 patch-clamp amplifier and Patchmaster software (v3.92 Heka Electronics, Lambrecht, Germany). In brief, a 500-Hz, 20-mV peak-to-peak sinusoidal voltage stimulus was superimposed on a holding potential of −65 mV (Zhou et al., 2006). The resultant signal was processed using the Lindau-Neher technique to yield estimates of membrane capacitance, Cm, and membrane conductances Gm and Gs. For each 100 ms sine wave segment, the mean values for Cm, Gm, and Gs were recorded. Measurement of Cm was temporally halted during a depolarizing voltage step and for the first 25 ms thereafter to minimize the confounding contributions of current flow and channel gating to Cm (Horrigan and Bookman, 1994; Wan et al., 2008, 2010). RBCs were included in the final data set if they had an access resistance of less than ≈75 MΩ and a well-isolated, measurable Ca2+ current. Control and AIP-exposed cells in the final data set were similar with respect to the mean resting access conductance, Gs, (control: 2.06e-8 ± 2.04e-9S; AIP: 1.86e-8 ± 1.71e-9S; p = 0.466, n = 6,5) and the mean resting membrane conductance, Gm, (control: 1.46e-10 ± 5.2e-11S; AIP: 5.0e-11 ± 1.6e-11S; p = 0.138; n = 6,5 cells). In addition, there was no statistical difference in the resting Cm (control: 6.48 ± 0.811 pF; AIP: 4.61 ± 0.385 pF; p = 0.083, n = 6,5) or in the standard deviation of the resting Cm signal (baseline noise) (control 11.4 ± 2.37 fF; AIP: 9.31 ± 1.74 fF; p = 0.494. n = 6,5). Data were exported to IGOR Pro (v6.3.7.2, WaveMetrics) for analysis of membrane current and Cm, Gm, and Gs. Two-tailed independent sample t-tests with or without Welch’s correction were used, as appropriate. Statistical analyses were performed in Excel (Microsoft, Redmond, WA, United States) and Prizm 7 (GraphPad Software, Inc., San Diego, CA, United States).



Chemicals

Staurosporine (ThermoFisher, Waltham, MA, United States) was made as a 2.15 mM stock solution in DMSO and used at a final concentration of 100 nM. KN93 (Selleckchem, Houston, TX, United States) was made up as a 3.35 mM stock solution in MQ water and used at a final concentration of 1 μM. KN92 (Biovision, Milpitas, CA, United States) was made up as a 3.6 mM stock in DMSO and used at a final concentration of 1 μM. Myristoylated-AIP (mAIP; Tocris, Bristal, United Kingdom), a membrane permeant analog of the CaMKII inhibitor AIP (Autocamtide-2-related inhibitory peptide), was made as a 293 μM stock solution in MQ water and used at a final bath concentration of 100 nM. In the isolated cell experiments, drugs were added to the external bath solution. For drugs made up in DMSO, addition of DMSO to the bath solution at the same concentration as in the test condition had no effect on pSTX3B or pCaMKII levels (not shown). For electrophysiological measurement of exocytosis, a 1 mM stock solution of AIP (Tocris, Bristal, United Kingdom) was made in MQ water and added to the internal pipette solution at a final concentration of 25 μM (Sakaba and Neher, 2001; Tatone et al., 2002; Gao et al., 2006; Mockett et al., 2011). All other chemicals were purchased from Sigma.



RESULTS


Phosphorylation of STX3B at T14 Is Regulated by Light

We have shown previously that in the mammalian retina, STX3 can be phosphorylated at T14 under physiological conditions (Liu et al., 2014). Furthermore, in vitro biochemical studies have shown that T14 of STX3 is phosphorylated by Ca2+/CaMKII (Risinger and Bennett, 1999; Liu et al., 2014). This raises the possibility that phosphorylation at this site in vivo may be regulated by synaptic activity. In the first part of the present study, we ask whether phosphorylation of STX3 at T14 in the mammalian retina is regulated in vivo by light.

Levels of STX3 phosphorylated at T14 (pSTX3) and total STX3 levels in the synaptic terminals of rod and cone photoreceptors and RBCs were measured using quantitative immunofluorescence. To this end, retinal sections were double-labeled with a phospho-specific antibody that recognizes pSTX3, which we previously developed and extensively characterized (Liu et al., 2014) and a STX3 antibody (Zulliger et al., 2015) that we further characterized as part of this study. As shown in Supplementary Figure 1, the latter recognizes both STX3 and a STX3 T14 phosphomimetic mutant and is not occluded by the binding of an antibody raised against an epitope in the N-terminus of STX3 that encompasses T14. This pair of antibodies was used to provide a read-out of pSTX3 and STX3, respectively, which in retinal ribbon-style synapses, is indicative of pSTX3B and STX3B (Curtis et al., 2008). The retinae from dark-adapted mice and dark-adapted mice that were subsequently exposed to 15 min of a light stimulus were compared. Data were quantified by determining the ratio of pSTX3 to total STX3 of individual synaptic terminals of rod and cone photoreceptors and rod bipolar cells for each condition. For each animal, results were compiled across several retinal sections for each type of synaptic terminal and a single composite data point per type of synaptic ending point per animal reported (see section “Materials and Methods”).

Figure 1A depicts a set of representative confocal images of the OPL of vertical retinal sections from a dark-adapted mouse (top) and from a dark-adapted mouse exposed to 15 min of a light stimulus (bottom) that are triple-labeled for cone arrestin (blue), STX3 (red), and pSTX3 (green). A strong pSTX3 signal is evident in the section from the dark-adapted mouse (Figure 1A, top) relative to the light-exposed animal (Figure 1A, bottom). Quantitation of the results in rod terminals from multiple histological sections and animals demonstrated that total STX3 levels, expressed as mean pixel intensity, were virtually identical in the dark-adapted and light-exposed mice (Figure 1B: dark: 87 ± 5 vs. light: 79 ± 5; p = 0.2673, t = 1.182, and n = 6,5). By contrast, pSTX3 levels were approximately two times higher in the dark-adapted mice than in light-exposed mice (Figure 1B; dark: 46 ± 4 vs. light: 23 ± 2; p = 0.0006, t = 5.207). These data suggest a selective, light-driven decrease in the phosphorylation of STX3 at T14. To quantify the change in STX3 phosphorylation, we calculated the pSTX3/STX3 ratio for each condition. Results show that the pSTX3 to STX3 ratio in rod terminals was nearly two times higher in the dark-adapted mouse, when rods are depolarized and releasing neurotransmitter, as compared to the light-exposed mouse, when rods are expected to be quiescent (Figure 1C; dark: 0.497 ± 0.020 vs. light: 0.276 ± 0.016; p < 0.0001, t = 8.372, and n = 6,5). Cone terminals, on the other hand, showed little evidence of a light-regulated change in the pSTX3 to STX3 ratio (Figures 1D,E). This may reflect the broader operational range of cone photoreceptors and methodological limitations (see section “Discussion”).


[image: image]

FIGURE 1. In rod terminals, phosphorylation of STX3 at T14 is greater in dark-adapted mice than in light-exposed mice. (A) Top: A representative set of confocal images of a vertical section through the outer plexiform layer (OPL) of the retina of a dark-adapted mouse. Arrows mark the presumptive rod terminals in the image. Note that many of STX3-labeled rod terminals are also pSTX3 positive. Double arrowheads mark the arrestin-positive cone terminals. Bottom: A representative set of confocal images through the OPL of retina from a dark-adapted mouse exposed to a 15-min light stimulus. Note the relatively weak pSTX3 immunoreactivity. For upper and lower panels, retinal sections were triple-labeled for cone-arrestin (blue) to mark the cone terminals, STX3 (red), which labels both rod and cone terminals, and pSTX3 (green). Scale bar = 5 μm. (B) Comparison of the mean pixel intensity of STX3 immunolabeling in rod terminals revealed no light/dark difference. By contrast, the mean pixel intensity of pSTX3 in rod terminals was significantly diminished in the light when compared to the dark (p = 0.0006). (C) Quantification of the pSTX3 to STX3 ratio in rod terminals demonstrates that in the dark-adapted mouse (blue bars) the mean ratio of pSTX3 to STX3 is significantly greater than in the light-treated mouse (white bars). p < 0.0001. (D) There was no light/dark difference in the mean pixel intensity of STX3 immunolabeling in cone terminals and no clear light/dark difference in pSTX3 immunolabeling. (E) Quantification of the pSTX3 to STX3 ratio in cone terminals indicated a mean pSTX3 to STX3 ratio that is not significantly different between lighting conditions. p = 0.465. For (B–E), n = 6,5 (mice). ***Indicates p < 0.001 and ****indicates p < 0.0001.


Figure 2 shows a representative set of confocal images of vertical retinal sections taken of the IPL double-labeled for STX3 (red) and pSTX3 (green). In the dark-adapted state, a modest level of pSTX3B labeling can be observed at the bottom of the proximal inner plexiform layer, where the synaptic terminals of RBCs reside (Figure 2A, top). The level of pSTX3 labeling in this region is enhanced following light exposure (Figure 2A, bottom). Quantification of multiple experiments revealed that pSTX3B to STX3B ratio is significantly increased in RBC synaptic terminals of light-exposed mice relative to those of dark-adapted mice (Figure 2C; light: 0.672 ± 0.028 vs. dark: 0.385 ± 0.013; p < 0.0001, t = 9.258; n = 4,4 mice). Furthermore, the light-dependent increase in pSTX3 labeling does not arise from a light-regulated change in total synaptic STX3 (Figure 2B; dark: 64 ± 4 vs. light: 69 ± 13; p = 0.6747, t = 0.4409) but rather a specific light-dependent increase in pSTX3B (Figure 2B: dark: 26 ± 2 vs. light: 46 ± 7; p = 0.0415, t = 2.584) Given that RBCs are depolarized by light, these findings suggest that pSTX3 levels are higher in depolarized terminals relative to quiescent ones. Taken together, results obtained rod photoreceptors and rod bipolar cells indicate a correlation between periods of neuronal activity and the phosphorylation of STX3 at T14.
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FIGURE 2. In rod bipolar cell terminals, phosphorylation of STX3 at T14 is greater in light-exposed mice than dark-adapted mice. (A) Top: A representative set of confocal images of a vertical section through the inner plexiform layer (IPL) of a dark-adapted mouse retina. Arrows mark some of the rod bipolar cell synaptic terminals. Bottom: A representative set of confocal images through the IPL of a retina from a dark-adapted mouse exposed to a 15-min light stimulus. Note the obvious double-labeling for pSTX3 and pSTX3 in rod bipolar cell terminals. For all, retinal sections were doubled-labeled for STX3 (red), and pSTX3 (green). The small bracket labeled “RBCT” indicates the region of the IPL where the rod bipolar cell terminals (RBCT) reside. Scale bar = 10 μm. (B) Quantification of the rod bipolar cell terminal mean pixel intensities demonstrates that only the mean intensity of pSTX3 immunolabeling is light-sensitive p = (0.0415). Quantification of the pSTX3 to STX3 ratio in rod bipolar cells terminals demonstrates that in the light-treated mouse (white bars) the ratio of pSTX3 to STX3 is significantly greater in the dark-adapted mouse (blue bars). p < 0.0001. For (B,C), n = 4,4 (mice). *Indicates p < 0.05 and ****indicates p < 0.0001.




Light-Regulated Phosphorylation of STX3B at T14 Requires External Ca2+

We next asked whether external Ca2+, which enters nerve terminals during synaptic activity, was required for phosphorylation of STX3 at T14. To this end, eyecups were isolated from dark-adapted mice and bathed in our standard, Ca2+-containing bath solution or in a nominally Ca2+-free bath solution. Isolated eyecups were then subjected to either an additional 15 min of darkness or a light stimulus for 15 min.

As shown in Figure 3, in rod terminals under normal Ca2+ conditions, we saw a significantly higher pSTX3 to STX3 ratio in the dark than in the light (Figure 3B; dark: 0.563 ± 0.040 vs. light: 0.196 ± 0.035; n = 4,4; p < 0.0001), recapitulating the results observed in the live mouse experiments. This dark-driven phosphorylation of STX3B at T14 in rod terminals (Figure 3A, top) was prevented when the eyecup was bathed Ca2+-free external solution (Figure 3A, bottom). Quantification of multiple experiments revealed that the pSTX3/STX3 ratio of rod terminals in dark-adapted eyecups was approximately 2.5 times larger in the presence of external Ca2+ than in its absence (Figure 3B; 0.563 ± 0.040 vs. 0.140 ± 0.023; n = 4,4; p < 0.0001). In the light-exposed eyecup, removal of external Ca2+ did not further reduce the pSTX3 to STX3 ratio (Figure 3B 0.140 ± 0.023 vs. 0.092 ± 0.023, n = 4,4, p = 0.1374).
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FIGURE 3. External Ca2+ is required for STX3 phosphorylation at T14 in both rod and cone photoreceptor terminals. (A) Representative confocal images through the OPL show that phosphorylation of STX3 at T14 in photoreceptors terminals in dark-adapted retinal eyecups (top panel) is abolished by the omission of Ca2+ from the external bath solution (“O Ca,” bottom panel). Scale bar = 5 μm. (B) In rod spherules, the pSTX3/STX3 ratio in dark-adapted retinal eyecups was greatly reduced in the absence of external Ca2+ (p < 0.0001) and indistinguishable from that of light-treated eyecups, with or without external Ca2+; p = 0.6035 and 0.6928, respectively. (C) In cone pedicles, the high pSTX3/STX3 ratio in dark-adapted eyecups was reduced in the absence of external Ca2+ to levels indistinguishable from that of light-treated eyecups, with or without external Ca2+; p = 0.3016; p = 0.998, respectively. For (B,C), n = 4,4 (mice). **indicates p < 0.01, ****Indicates p < 0.0001, and †indicates that p approaches significance.


In cone terminals, the ability of the light stimulus to reduce the pSTX3 to STX3 ratio attained in the dark-adapted state under normal Ca2+ conditions approached significance (Figure 3C; dark: 0.796 ± 0.074 vs. light: 0.445 ± 0.084; n = 4,4; p = 0.0551), possibly reflecting the greater ease with which isolated eyecups could be oriented to face the light stimulus relative to live mice. Importantly, removal of external Ca2+ significantly reduced the dark-adapted levels of STX3 phosphorylation at T14 (Figure 3C; 0.796 ± 0.074 vs. 0.222 ± 0.055; n = 4,4; p = 0.0023), indicating that cone terminals also exhibit Ca2+-dependent STX3 phosphorylation at T14. There was no further decrease in the pSTX3 to STX3 ratio in photoreceptor terminals in light-exposed eyecups in the absence of external Ca2+ (Figures 3B,C; rods: 0.140 ± 0.023 vs. 0.092 ± 0.023, n = 4,4, p = 0.1374; cones: 0.222 ± 0.055 vs. 0.243 ± 0.116, n = 4,4 p = 0.3802).

Rod bipolar cells are depolarized by light. Therefore, if phosphorylation of STX3B at T14 requires activity-dependent Ca2+ entry, then in RBC terminals, phosphorylation levels should be highest in light-exposed eyecups when external Ca2+ is present and remain at or near baseline levels when in the dark or when bathed in a Ca2+-free solution in the light. The results depicted in Figure 4 supports this prediction. In the presence of external Ca2+, RBC terminals in light-stimulated eyecups exhibited an approximately two-fold higher pSTX3B to STX3B ratio relative to those of dark-adapted eyecups (Figure 4B; 0.673 ± 0.027 vs. 0.295 ± 0.150, p = 0.0014, n = 2,2). That external Ca2+ was required for this light-driven doubling of the pSTX3 to STX3 ratio was evidenced by the virtual abolition of the light-driven increase in Ca2+-free external solution (0.673 ± 0.027 vs. 0.318 ± 0.032, p < 0.0019, n = 2,2) and maintenance of the pSTX3 to STX3 ratio at a level indistinguishable from that observed in the dark-adapted eyecup in the absence of Ca2+ (0.318 ± 0.032 vs. 0.238 ± 0.223, n = 2,2 p = 0.238). Taken together, the results of this set of experiments demonstrate that the light-regulated phosphorylation of STX3 on T14 in synaptic terminals of retinal photoreceptor and rod bipolar cells is dependent upon external Ca2+, which presumably enters the synaptic terminals via voltage-gated Ca2+ channels during synaptic activity (Heidelberger et al., 2005; Wan and Heidelberger, 2011).
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FIGURE 4. External Ca2+ is required for STX3 phosphorylation at T14 in rod bipolar cell synaptic terminals. (A,B) A pair of representative confocal images show that phosphorylation of STX3 at T14 in rod bipolar cell synaptic terminals in light-treated retinal eyecups is reduced by the omission of Ca2+ from the external bath solution (“O Ca”). The small bracket labeled “RBCT” indicates the region of the IPL where the rod bipolar cell terminals reside. Scale bar = 5 μm. (B) In rod terminals, the pSTX3/STX3 ratio in dark-adapted retinal eyecups was greatly reduced in the absence of external Ca2+ (p = 0.0019) and indistinguishable from that of dark-adapted eyecups, with or without external Ca2+; p = 0.9043 and 0.2382, respectively. n = 2,2 (mice). **Indicates p < 0.01.




Elevation of Intraterminal Ca2+ Drives STX3B Phosphorylation

To probe the signaling pathway downstream of Ca2+ entry, we turned to the acutely isolated rod bipolar cell preparation (Zhou et al., 2006; Wan et al., 2008, 2010). This preparation allows us to manipulate intraterminal Ca2+ and examine Ca2+ signaling pathways in the absence of local circuit interactions (Wan et al., 2010, 2012). To elevate the level of free Ca2+ in the rod bipolar cell synaptic terminal, we used a low Na+ external solution to reverse the Na+/Ca2+ exchanger. This manipulation produces a modest, sustained elevation of the spatially-averaged intraterminal Ca2+ concentration (Wan et al., 2012). As shown in the representative PKC-positive terminal cluster of synaptic boutons of an individual RBC shown in Figure 5A (upper panel, “high Ca”), elevation of intraterminal Ca2+ via the reverse mode of the Na+/Ca2+ exchanger method produced a robust pSTX3 labeling that contrasted strongly with the minimal labeling observed in nominally Ca2+-free external solution (Figure 5A, lower panel, “low Ca”). Compiled data from seven experiments, with each experiment representing the average result obtained from numerous RBC terminals, showed that there was a significant increase in the pSTX3 immunolabeling in response to elevated intraterminal Ca2+ with no change in total STX3 levels (Figure 5B), suggestive of a Ca2+-dependent rise in phosphorylation of STX3 at T14. The mean pSTX3 to STX3 ratio in RBC synaptic terminals under conditions of elevated intraterminal Ca2+ was more than two-fold higher than those of cells bathed in a nominally Ca2+-free solution (Figure 5C; 0.944 ± 0.110 vs. 0.260 ± 0.052, p < 0.0001, n = 7,7), confirming this interpretation.
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FIGURE 5. Elevation of intraterminal Ca2+ promotes phosphorylation of STX3B at T14 in rod bipolar cell synaptic terminals. (A) Confocal images of synaptic terminals of isolated rod bipolar cells, identified by their characteristic morphology and PKC immunoreactivity (green), demonstrate an increase in pSTX3 immunoreactivity (red) under conditions of elevated intraterminal Ca2+ (“high Ca2+,” top panel) when compared to those incubated on a nominally 0 Ca2+ external solution (“low Ca2+,” bottom panel). Scale bar = 5 μm. (B) The mean pixel intensity of STX3 immunolabeling was not altered by changes in intraterminal Ca2+ (p = 0.7238). By contrast, elevation of intraterminal Ca2+ led to an increase in pSTX3 immunolabeling (p = 0.0077). (C) Quantification of the pSTX3/STX3 ratio in rod bipolar cell terminals indicates that elevated intraterminal Ca2+ (“High”) significantly increased this ratio above that of cells bathed in nominally O Ca2+ (“Low”). p < 0.0001. For (B,C), n = 7,7 (mice). (D) Elevated intraterminal Ca2+ (“High”) also increased CaMKII activation, as evidenced by an increase in pCaMKII immunolabeling in synaptic terminals of rod bipolar cells relative to terminals bathed in nominally 0 Ca2+ external solution (“Low”). (p = 0.0283; n = 6,6 mice). *Indicates p < 0.05, **indicates p < 0.01, and ***indicates p < 0.001.


Given that STX3 is phosphorylated at T14 by CaMKII in vitro (Risinger and Bennett, 1999; Liu et al., 2014), we additionally asked whether CaMKII is activated via our stimulation paradigm. To this end, we performed parallel experiments in which immunolabeling for CaMKII at phosphorylated at T286/287 (pCaMKII) was used a read-out of constitutively-activated CaMKII (Colbran et al., 1989; Hudmon and Schulman, 2002). As shown in Figure 5D, elevation of intraterminal Ca2+ (“High”) produced an increase in pCaMKII labeling in RBC synaptic terminals relative to RBC terminals bathed in nominally Ca2+-free solution (“Low”) (High: 78.73 ± 7; Low: 54.99 ± 5.68; t = 2.562, p = 0.0283, n = 6,6).



CaMKII Phosphorylates STX3 at T14 in the Rod Bipolar Cell

We next took advantage of our ability to manipulate Ca2+ and pSTX3 levels in the synaptic terminals of acutely isolated RBCs to test for a role for CaMKII. To validate this approach, we first ascertained whether inhibition of phosphorylation, in general, would prevent the Ca2+-mediated increase in pSTX3. To this end, acutely isolated RBCs were treated with the non-specific kinase inhibitor staurosporine (Figure 6). As shown in the images of representative RBC terminals (Figure 6A), treatment with staurosporine (100 nM) dramatically reduced both the Ca2+-triggered elevation of pSTX3 and the expected Ca2+- dependent rise in the pSTX3 to STX3 ratio. On average, the Ca2+-triggered increase in the pSTX3 to STX3 ratio was reduced by more than 75% with staurosporine treatment (Figure 6B; 0.167 ± 0.027 vs. 0.756 ± 0.046, p < 0.0001, n = 4,4). Furthermore, staurosporine lowered the residual pSTX3 to STX3 ratio of RBC synaptic terminals bathed in Ca2+-free solution (Figure 6B; 0.090 ± 0.004 vs. 0.278 ± 0.051, p = 0.0366, n = 4,3). Staurosporine treatment was also found to suppress the Ca2+-dependent increase in pCaMKII immunolabeling (Figure 6C).
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FIGURE 6. Kinase inhibition prevents the Ca2+-dependent phosphorylation of STX3B at T14 in rod bipolar cell synaptic terminals. (A) Confocal images of synaptic terminals of isolated rod bipolar cells, identified by their characteristic morphology and PKC immunoreactivity (green), demonstrate an increase in pSTX3 immunoreactivity (red) under conditions of elevated intraterminal Ca2+ (“High Ca2+”) when compared to those incubated in a nominally 0 Ca2+ external solution (“Low Ca2+”). Treatment with staurosporine (100 nM; lower panel) blocked the expected Ca2+-evoked increase in pSTX3 immunoreactivity. Scale bar = 5 μm. (B) Quantification of the pSTX3/STX3 ratio in rod bipolar cell terminals shows that elevated intraterminal Ca2+ (“High”) significantly increased the pSTX3/STX3 ratio above that of cells bathed in external solution containing no added Ca2+ (“Low”; p < 0.0001, n = 4,4 mice). Staurosporine not only blocked this Ca2+-evoked rise in the pSTX3/STX3 ratio (p < 0.0001, n = 4,4 mice), it lowered the ratio of the low Ca2+ control group (p = 0.0366, n = 4,3 mice). (C) In parallel experiments, treatment with staurosporine suppressed the Ca2+-stimulated increase in pCaMKII immunolabeling (p < 0.0001, n = 3,3 mice). *Indicates p < 0.05, ***indicates p < 0.001, and ****indicates p < 0.0001.


To probe the ability of CaMKII to phosphorylate native STX3B at T14 in RBCs, we first turned to KN-93, a well-characterized, membrane-permeant CaMKII inhibitor that prevents the activation of CaMKII (Hudmon and Schulman, 2002). Treatment with KN-93 (1 μM, Supplementary Figure 2A) prevented the Ca2+-triggered elevation of the pSTX3 to STX3 ratio (high Ca: 0.944 ± 0.11; high Ca +KN-93: 0.375 ± 0.72; p = 0.0003, n = 7,7), holding the ratio at a level indistinguishable from that of unstimulated RBC terminals (0.260 ± 0.52, p = 0.996, n = 7,7). It also suppressed the Ca2+-induced increase in pCaMKII levels (Supplementary Figure 2B). However, treatment with 1 μM of KN-92 (Supplementary Figure 2A), an inactive analog of KN-93 that shares some but not all off-target effects with KN-93 (Pellicena and Schulman, 2014), also reduced the Ca2+-dependent rise in the pSTX3B to STX3B ratio and blocked the increase in CaMKII autophosphorylation (Supplementary Figure 2). These results raised the possibility that one or both compounds acted on targets other than or in addition to CaMKII, rendering it impossible to draw a conclusion about a possible in vivo role for CaMKII in STX3 phosphorylation using KN93.

Therefore, to probe the role of CaMKII in STX3 phosphorylation at T14, we turned to the potent and highly selective peptide inhibitor of CaMKII called autocamtide-2-related inhibitory peptide (AIP; Ishida et al., 1995). AIP, derived from the autoinhibitory domain of CaMKII, inhibits all CaMKII activity regardless of activation mode (Ishida and Fujisawa, 1995; Ishida et al., 1995; Erickson et al., 2011; Pellicena and Schulman, 2014) and does not directly affect voltage-gated ion channels (Gao et al., 2006). Figure 7A shows representative examples of acutely dissociated PKC-positive RBC terminals under low and high Ca2+ conditions and RBCs treated with mAIP, a membrane-permeant analog of AIP, under high Ca2+ conditions. Incubation in external solution containing mAIP (100 nM) blocked the Ca2+-evoked increase in pSTX3. Pooled data from multiple experiments show that the Ca2+-triggered elevation of the pSTX3 to STX3 ratio was reduced in the presence of mAIP (Figure 7B; High: 0.852 ± 0.058; High + AIP: 0.573 ± 0.076, p = 0.0171, n = 7,7) to a ratio that was not dramatically different from that observed when external Ca2+ was nominally zero (low: 0.343 ± 0.058, p = 0.0616, n = 7,6). Interestingly, mAIP did not suppress the Ca2+-evoked elevation of pCaMKII in these experiments (Figure 7C). This suggests that the inhibitory effect of mAIP on STX3 phosphorylation observed here is most likely attributable to the ability of AIP to block constitutively-activated CaMKII (Ishida and Fujisawa, 1995; Erickson et al., 2011; Murakoshi et al., 2017).
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FIGURE 7. CaMKII phosphorylates STX3B at T14 in rod bipolar cell synaptic terminals. (A) Confocal images of synaptic terminals of isolated rod bipolar cells, identified by their characteristic morphology and PKC immunoreactivity (green), demonstrate an increase in pSTX3 immunoreactivity (red) under conditions of elevated intraterminal Ca2+ (“High Ca2+”) compared to those incubated in a nominally 0 Ca2+ external solution (“Low Ca2+”). Treatment with myristoylated AIP (“mAIP,” 100 nM, and lower panel) blocked the expected Ca2+-evoked increase in pSTX3 immunoreactivity. Scale bar = 5 μm. (B,C) Quantification of the pSTX3/STX3 ratio in rod bipolar cell terminals. AIP inhibited the Ca2+-evoked rise in the pSTX3/ST3 ratio (p = 0.0171 n = 7,7) without altering the Ca2+-evoked rise in pCaMKII immunoreactivity (p = 0.9791, n = 3,3 mice).




CaMKII Regulates Exocytosis at the Rod Bipolar Cell Synaptic Terminal

The above data are consistent with a model in which STX3 is phosphorylated at T14 in a Ca2+-dependent manner by CaMKII. To address the effect of this activity-dependent modification on synaptic function, we next examined the effect of CaMKII inhibition on RBC exocytosis. Membrane capacitance measurements were used to quantify exocytosis from an individual RBC in the retinal slice configuration held under voltage-clamp control. Exocytosis was triggered via a brief train of depolarizing voltage-pulses that depletes the ribbon-associated releasable vesicle pool (Wan et al., 2008, 2010; Wan and Heidelberger, 2011). To avoid modulating effects of AIP on targets outside of the rod bipolar cell under investigation, AIP [25 μM; (Sakaba and Neher, 2001; Tatone et al., 2002; Gao et al., 2006; Mockett et al., 2011)] was delivered directly to an individual rod bipolar cell via the whole-cell patch pipette. At this concentration, AIP is expected to selectively block both the autophosphorylation of CaMKII and activated CaMKII (Ishida et al., 1995). To allow time for both K+ channel blockers and AIP to reach the synaptic terminal from the somatically-positioned recording electrode, the stimulus was given approximately 15 min after achieving the whole-cell recording configuration. In addition, effectiveness of the delivery of blockers to the synaptic terminal was confirmed prior to stimulation by visual inspection of the current–voltage relationship and isolation of the presynaptic L-type Ca2+ current (Heidelberger and Matthews, 1992; Heidelberger et al., 2005; Wan and Heidelberger, 2011). Evaluation of the Ca2+ channel current–voltage relationship did not reveal a significant effect of AIP on the voltage-gated Ca2+ current either with respect to the mean activation voltage (Control: −42 ± 2 mV; AIP: −44 ± 1 mV; p = 0.4887, t = 0.7219; n = 6,5) or the mean Ca2+ current amplitude measured at −20 mV [Control: −23 ± 6 pA (median: −18 pA); AIP: −14 ± 2 pA (median: −16 pA); p = 0.2279, t = 1.343; and n = 6,5].

As shown in Figure 8, control RBCs exhibited a mean depolarization-evoked capacitance increase at the end of the pulse train of ≈50 fF, a value slightly larger than the amplitude of the total releasable vesicle pool reported for dissociated mouse rod bipolar cells (Zhou et al., 2006; Wan et al., 2008). In the presence of AIP, however, the depolarization-evoked rise in membrane capacitance was reduced by approximately an order of magnitude (Figure 8A; Control: 50 ± 11 fF; AIP: 3.4 ± 2.7 fF; p = 0.0059, t = 4.309, and n = 6,5). These results indicate a major role for CaMKII in the regulation of exocytosis in RBC synaptic terminals. Because changes in exocytosis could also result from changes in Ca2+ entry, we additionally evaluated the effects of AIP on the train-evoked Ca2+ current. To correlate the total train evoked exocytosis with total train-evoked Ca2+ entry, we calculated the mean total Ca2+ current for the pulse train by taking the sum of each Ca2+ current evoked by an individual depolarizing voltage step within a stimulus train. As shown in Figure 8B, comparison of the total Ca2+ current for the pulse train failed to reveal a significant difference between control and AIP-treated rod bipolar cells [Control: −268 ± 85 pA (median value: −206 pA); AIP: −166 ± 24 pA (median value: −180 pA); p = 0.2948, t = 1.151; and n = 6,5]. This stimulation protocol and the levels of total Ca2+ current produced are sufficient to trigger fusion of the rapidly-releasable and releasable vesicle pools (Wan et al., 2008, 2012; Heidelberger, unpublished observations). While we cannot rule out the possibility that there could be differences in the intraterminal Ca2+ levels that might influence synaptic vesicle dynamics, the data suggest that AIP acts at a site other than Ca2+ entry to reduce exocytosis. A leading possibility, consistent with our previously published model (Liu et al., 2014), is that AIP inhibits the activity-dependent phosphorylation of STX3 at T14 by CaMKII, thereby modulating the assembly of SNARE complexes required for membrane fusion and the release of neurotransmitter.
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FIGURE 8. CaMKII inhibition suppresses exocytosis at rod bipolar cell terminals. (A) Total exocytosis, measured after ten depolarizing stimuli (−65 to −20 mV, 100 ms duration, 4 Hz; Wan et al., 2010), was significantly smaller when AIP (25 μM) was included in the internal recording solution than under control conditions (p = 0.0059). (B) The mean total ICa, summed over the pulse train, was not significantly different in the absence or presence of AIP (p = 0.2948). For A, B, control: n = 6 cells/4 mice; AIP: n = 5 cells/3 mice.




DISCUSSION

Exocytosis at retinal ribbon-style synapses relies on a core fusion machinery that is formed between STX3 and SNAP-25, located on the plasma membrane, and VAMP/synaptobrevin, located on the synaptic vesicle (Morgans et al., 1996; Weber et al., 1998; Curtis et al., 2008, 2010; Rizo and Xu, 2015; Yoon and Munson, 2018). In this study, we utilized two well-characterized antibodies to quantify changes in STX3 phosphorylation at T14 in the synaptic terminals of retinal photoreceptors and bipolar cells. Results demonstrate for the first time that STX3 is phosphorylated in vivo at T14 in a light-regulated, Ca2+-dependent manner. Our results establish that the levels of T14 phosphorylation are higher under conditions associated with active neurotransmitter release than they are at rest. For example, in the synaptic terminals of the rod photoreceptor, the pSTX3 levels were highest in the dark-adapted state, when rods are depolarized and actively releasing neurotransmitter, while in the synaptic terminal of the rod bipolar cell, the pSTX3 levels were the highest following light exposure, consistent with the depolarized membrane potential of rod bipolar cells in the light. Experiments performed in the retinal eyecup preparation, which allowed for manipulation of the external milieu, provided clear evidence that the light-regulated increase in STX3 phosphorylation at T14 was dependent upon external Ca2+, consistent with activity-dependent Ca2+ entry, while experiments performed in the isolated rod bipolar cell demonstrated that elevation of intracellular Ca2+ alone was sufficient to promote STX3 phosphorylation at T14. Taken together, out results provide clear evidence that STX3 is phosphorylated at T14 in vivo in ribbon-style synapses of the rod pathway in response to the light-regulated, activity-dependent entry of Ca2+ and elevation of presynaptic Ca2+ levels.

In cone photoreceptor terminals the phosphorylation of STX3 at T14 also required external Ca2+, consistent with an activity-dependent mechanism (Figure 3). However, we did not detect a clear effect of illumination on STX3 phosphorylation in vivo or ex vivo. This may reflect the ability of cones to adapt and remain synaptically-functional under photopic conditions (Choi et al., 2005; Dowling, 2012; Ingram et al., 2019). That their synapses undergo exocytosis implies that the local Ca2+ concentration of at least some cone ribbon-style active zones is elevated. Thus, light-regulated alterations in the Ca2+-dependent phosphorylation of STX3 at T14 in cone terminals might be expected to be more subtle, on average, than those observed in rods and as such, not as readily-resolvable by quantitative immunofluorescence. This would be particularly true when the sample size is small as in the present study performed in mouse retina, where cones make up less than 3% of the total photoreceptor population (Jeon et al., 1998). Never-the-less, the clear Ca2+-dependence of STX3 T14 phosphorylation in cone terminals suggests that they also possess an activity-dependent regulatory pathway.

Our results provide the first evidence that CaMKII phosphorylates STX3 at T14 in a living neuron. CaMKII is also the only kinase predicted by sequence analysis to phosphorylate STX3 at T14 (Yaffe et al., 2001), and it is the only kinase tested that has been found to act on STX3 in controlled, biochemical experiments (Risinger and Bennett, 1999). Consistent with a role for CaMKII at retinal ribbon-style synapses, CaMKII has been localized to the synaptic terminals (Bronstein et al., 1988; Ullrich and Sudhof, 1994; Uthaiah and Hudspeth, 2010), where it has been affinity-purified with the synaptic ribbons as part of a ribbon-associated complex (Kantardzhieva et al., 2012). In addition, CaMKII has been shown to interact in a Ca2+-dependent manner with STX1A of conventional synapses in a region that is highly conserved with STX3B, raising the possibility that CaMKII may also directly associate with STX3B, the specific STX3 isoform expressed by retinal ribbon-style synapses (Ohyama et al., 2002; Curtis et al., 2008). For these reasons, CaMKII appears to be ideally situated to provide a link between light-regulated synaptic activity, Ca2+ entry and the modulation of STX3 phosphorylation at T14.

The specific isoform of CaMKII responsible for the phosphorylation of STX3 at T14 in vivo is not yet known. The pCaMKII T286/287 antibody that produced robust synaptic labeling in stimulated rod bipolar cells terminals recognizes all four isoforms of phosphorylated CaMKII. In agreement with a previous report (Tetenborg et al., 2017), antibodies directed against CaMKIIα failed to immunolabel rod bipolar cell terminals (not shown), suggesting that an isoform other than CaMKIIα is likely to be involved. Interestingly, CaMKII2δ has been localized to the synaptic terminals of rod bipolar cells (Tetenborg et al., 2017), and analysis of isolated mouse retina ribbons has revealed a higher level of CaMKII2δ relative to other CaMKII isoforms in the ribbon-associated complex (Kantardzhieva et al., 2012). Taken together, these findings suggest that CaMKIIδ may phosphorylate STX3 at T14 at the ribbon-style synapses of rod photoreceptors and rod bipolar cells. However, additional studies, beyond the scope of the present study, would be required to test this possibility and to evaluate the extent to which other kinases, not yet examined, may also act on this site in vivo.

This study also provides the first functional evidence consistent with a role for the T14 phosphorylation site of STX3 in the regulation of exocytosis. Our results in rod bipolar cells demonstrate that the highly selective CaMKII inhibitor AIP produced a dramatic reduction in stimulus-evoked exocytosis in the absence of a significant alteration in voltage-dependent Ca2+ entry. Given that AIP was delivered selectively to a single rod bipolar cell under investigation, local circuit interactions were blocked, and exocytosis was monitored via changes in membrane capacitance in that same rod bipolar cell, the AIP-induced decrease in exocytosis must arise from a change in functionality within that same rod bipolar cell. Furthermore, because the stimulus used triggers the fusion of the ribbon-associated vesicle pool (Zhou et al., 2006; Wan et al., 2008; Wan and Heidelberger, 2011), the observed inhibition of exocytosis is consistent with a local action of CaMKII at the ribbon-style active zone rather than more broadly throughout the cell. With respect to the other members of the core fusion machinery only synaptobrevin/VAMP has been consistently shown to be in vitro phosphorylated by CaMKII (Nielander et al., 1995; Hirling and Scheller, 1996; Risinger and Bennett, 1999). But in contrast to STX3, modification of the synaptobrevin/VAMP CaMKII phosphorylation sites does not appear to effect SNARE complex assembly or exocytosis (Hirling and Scheller, 1996; Regazzi et al., 1996). In addition, a phosphoproteomics approach applied to isolated brain synaptosomes found no evidence for activity-dependent phosphorylation of either synaptobrevin/VAMP or SNAP-25 or of the syntaxin used by conventional synapses, STX1 (Kohansal-Nodehi et al., 2016). Interestingly, STX1 is not a CaMKII substrate but may be constitutively phosphorylated (Hirling and Scheller, 1996; Risinger and Bennett, 1999; Foletti et al., 2000). Thus, not only may STX3 regulate release in response to synaptic demand via a Ca2+- and CaMKII-dependent pathway, it appears to be unique in this regard.

How might STX3 phosphorylation at T14 modulate release? We have shown previously that a phosphomimetic T14 mutation of STX3 interacts more readily with its SNARE binding partner SNAP-25 than wild-type STX3 (Liu et al., 2014), suggesting a role for T14 phosphorylation in STX3 activation and the regulation of SNARE complex assembly. Furthermore, residue 14 of STX resides within a region that has a critical interaction with Munc18, which in STX1 stabilizes the STX open conformation and facilitates SNARE complex formation and exocytosis (Khvotchev et al., 2007; Rathore et al., 2010; Shen et al., 2010; Christie et al., 2012; Zhou et al., 2012). Subtle charge changes in this region, such as by phosphorylation, are predicted to alter this critical interaction and influence exocytosis (Rickman and Duncan, 2009; Shen et al., 2010; Christie et al., 2012; Colbert et al., 2013; Shi et al., 2020). Our current finding that inhibition of CaMKII, which suppresses the Ca2+-dependent phosphorylation of STX3 at T14, modulates stimulus-evoked exocytosis aligns well with these studies. However, additional studies will be needed to directly probe of the role(s) of STX3 T14 phosphorylation/dephosphorylation in the regulation of exocytosis.

Important for all neurons, Ca2+-dependent modulation of the secretory pathway is particularly relevant to the visual, auditory and vestibular systems, where information about the outside world, covering many log units of dynamic range, is encoded in a largely analog fashion by ribbon-style synapses. To maintain this ability, these synapses must efficiently replace vesicles lost to stimulus-evoked fusion with new, fusion-competent (primed) vesicles. Studies in retinal bipolar cells going back more than a decade have shown that the delivery of vesicles to the fusion-competent state is accelerated by the elevation of presynaptic Ca2+ (Mennerick and Matthews, 1996; Gomis et al., 1999; Singer and Diamond, 2006; Wan et al., 2010), however, the molecular mechanism(s) has remained elusive. At conventional synapses, two Ca2+-dependent processes regulate the availability of vesicles for release. The first involves a vesicle-associated phosphoprotein called synapsin that tethers synaptic vesicles in the cytosol to the actin cytoskeleton (De Camilli and Greengard, 1986; Cesca et al., 2010). In response to synaptic activity, CaMKII phosphorylates synapsin, freeing the vesicles from the cytoskeleton and allowing them to replenish the supply of active zone vesicles (De Camilli and Greengard, 1986; Benfenati et al., 1992; Cesca et al., 2010). The second mechanism involves Munc13. Essential for conventional synapse function, Munc13 catalyzes a required conformational change in STX1 that is permissive for SNARE complex assembly (Ma et al., 2011). Munc13 is not a CaMKII substrate, but has binding sites for Ca2+ and calmodulin and has been implicated in the activity-dependent preparation of vesicles for fusion and in Ca2+-dependent short-term plasticity at conventional synapses (Varoqueaux et al., 2002; Lipstein et al., 2013). In this regard, retinal ribbon-style synapses differ in two important ways. First, retinal ribbon-style synapses do not express synapsins (Mandell et al., 1990; Ullrich and Sudhof, 1994), an important CaMKII target of conventional synapses, and consistent with a lack of synapsins, cytosolic vesicles in retinal ribbon-style synapses are freely mobile (Holt et al., 2004). Secondly, Munc13 proteins are reportedly not required for exocytosis (Cooper et al., 2012). Together, this raises the question of what regulates STX3 activation, SNARE complex assembly and the Ca2+-accelerated progression to the fusion competent state in a retinal ribbon-style synapse. Intriguingly, both Ca2+ and calmodulin have been suggested to speed the delivery and attachment of synaptic vesicles to the synaptic ribbons (Van Hook et al., 2014). However, this action would not necessarily confer fusion competence. An additional action on SNARE complex assembly would be required. Our results suggest that the Ca2+-dependent phosphorylation of STX3B at T14 by CaMKII may subserve this function.

STX3 has two major splice forms, STX3A and STX3B. STX3A and STX3B are virtually identical from the N-terminus through approximately the middle of the SNARE binding domain, differing only in the second half of the SNARE domain and the transmembrane domain due to the use of different exons in the 3’ regions of the two mRNAs (Curtis et al., 2008). Thus, they share the identical T14 phosphorylation site. Given that STX3B expression is restricted to the retina, and in particular photoreceptors and bipolar cells, and there is no appreciable STX3A in mouse retina (Curtis et al., 2008), the current results likely reflect the light-regulated, Ca2+-dependent phosphorylation of STX3B. STX3A, on the other hand, is widely expressed throughout the body, where it plays roles in exocytosis and apical trafficking, particularly within the immune, renal and digestive systems (Lehtonen et al., 1999; Torkko et al., 2008; Zhu et al., 2013; Brochetta et al., 2014; Wiegerinck et al., 2014; Julia et al., 2019). Given the conservation of the T14 site between STX3A and STX3B, these essential processes may also be modulated via the Ca2+-dependent phosphorylation of STX3 at T14. Finally, we note that neither STX3 isoform has been reported at the ribbon-style synapses of cochlear hair cells (Uthaiah and Hudspeth, 2010). This suggests an additional level of synaptic specialization that tailors the secretory machinery utilized by ribbon-style synapses to the meet the challenges of their particular sensory systems.
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How neurons in the eye feed signals back to photoreceptors to optimize sensitivity to patterns of light appears to be mediated by one or more unconventional mechanisms. Via these mechanisms, horizontal cells control photoreceptor synaptic gain and enhance key aspects of temporal and spatial center-surround receptive field antagonism. After the transduction of light energy into an electrical signal in photoreceptors, the next key task in visual processing is the transmission of an optimized signal to the follower neurons in the retina. For this to happen, the release of the excitatory neurotransmitter glutamate from photoreceptors is carefully regulated via horizontal cell feedback, which acts as a thermostat to keep the synaptic transmission in an optimal range during changes to light patterns and intensities. Novel findings of a recently described model that casts a classical neurotransmitter system together with ion transport mechanisms to adjust the alkaline milieu outside the synapse are reviewed. This novel inter-neuronal messaging system carries feedback signals using two separate, but interwoven regulated systems. The complex interplay between these two signaling modalities, creating synaptic modulation-at-a-distance, has obscured it’s being defined. The foundations of our understanding of the feedback mechanism from horizontal cells to photoreceptors have been long established: Horizontal cells have broad receptive fields, suitable for providing surround inhibition, their membrane potential, a function of stimulus intensity and size, regulates inhibition of photoreceptor voltage-gated Ca2+ channels, and strong artificial pH buffering eliminates this action. This review compares and contrasts models of how these foundations are linked, focusing on a recent report in mammals that shows tonic horizontal cell release of GABA activating Cl− and HCO3− permeable GABA autoreceptors. The membrane potential of horizontal cells provides the driving force for GABAR-mediated HCO3− efflux, alkalinizing the cleft when horizontal cells are hyperpolarized by light or adding to their depolarization in darkness and contributing to cleft acidification via NHE-mediated H+ efflux. This model challenges interpretations of earlier studies that were considered to rule out a role for GABA in feedback to cones.
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WHAT IS FEEDBACK TO PHOTORECEPTORS?

Output signaling from photoreceptors takes place at synaptic complexes comprising the photoreceptor terminal, horizontal cell synaptic processes, and bipolar cell dendrites, where visual information transfer and processing is initiated (Thoreson and Mangel, 2012). Here, essential aspects of visual processing, including center-surround antagonistic receptive field formation, color opponency, and sensitivity to spatiotemporal change, rely on lateral inhibitory feedback to photoreceptors by horizontal cells (Baylor et al., 1971; Mangel, 1991; Burkhardt, 1993; Dacey et al., 2000; Twig et al., 2003). This feedback was recently characterized as “The Case of the Missing Neurotransmitter” (Kramer and Davenport, 2015), emphasizing that the mechanisms proposed to underlie this feedback neurotransmission are not simple, fully characterized, agreed upon, or well understood (Thoreson and Mangel, 2012).

The known common targets of horizontal cell feedback reported in virtually all vertebrate species are the voltage-gated Ca2+ (CaV) channels in the photoreceptor synaptic terminal (Verweij et al., 1996, 2003; Hirasawa and Kaneko, 2003; Vessey et al., 2005; Cadetti and Thoreson, 2006). These channels are necessary for photoreceptors to release neurotransmitters in the same manner that CaV channels are necessary for release in most other neurons, where presynaptic depolarization activates CaV channels, and this increases calcium influx that facilitates the release of neurotransmitter. However, photoreceptors hyperpolarize in response to light, meaning that during a light stimulus, the CaV channels become less activated, glutamate release decreases, and postsynaptic horizontal cells hyperpolarize. Since the horizontal cells extend lateral processes broadly, they receive input from a large number of photoreceptors, and they hyperpolarize strongly to a spatially large light stimulus but produce only a small hyperpolarization to a small spot of light.

Partial inhibition of cone CaV channel activation is the base functional state in darkness. To appreciate how the inhibition changes in response to patterned light stimulation, we describe the steps in the photoreceptor response to light, including CaV channel disinhibition during the response to a large spatial stimulus. In response to a brief, small spot of light, the cone hyperpolarizes, as seen in Figure 1. This is due to the light-induced closure of cGMP-gated channels in the photoreceptor outer segment, resulting in a reduction of the depolarization produced by those non-selective cation channels, allowing the standing K+ channel currents (IKx) to hyperpolarize the cell, typically from about −40 mV to as much as −60 mV. However, in response to a large spot of light, an identical hyperpolarization occurs initially but this is followed by inhibitory feedback from strongly hyperpolarized horizontal cells that produce a delayed depolarizing phase in the cone response. Confusing as it may seem, this depolarization is what was originally referred to as inhibitory feedback (since it was an inhibition of the hyperpolarizing response to light), but we currently recognize that the underlying mechanism is a disinhibition of the cone CaV channels.
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FIGURE 1. Center-surround antagonism in a cone photoreceptor due to feedback. The voltage response of a turtle cone to a small spot of light (70 μm diameter) and the response to a large spot (600 μm diameter) follow identical hyperpolarizing trajectories at the onset, but diverge during recovery. Both responses are plotted relative to the dark resting membrane potential of about −40 mV. The large spot response undergoes a pronounced inhibitory phase starting about 100 ms post-stimulus, becoming relatively more depolarized more quickly than the small spot response. The large spot recruited the receptive field surround of the cone via the large broad field of a horizontal cell, which feedback to the cone antagonizing the center response. Figure modified from Baylor et al. (1971).



In this review, we discuss feedback in terms of the mechanism at the level of the photoreceptor CaV channels, and we refer to the terms “inhibition” and “disinhibition” in the context of horizontal cell modulation of photoreceptor voltage-gated CaV channels. For example, inhibition of cone CaV channels occurs when horizontal cells are depolarized during steady-state conditions of darkness or low light. In earlier reports, before the role of cone CaV channels in feedback was established by Verweij et al. (1996); “inhibitory feedback” was (and remains in many reports) terminology referring not to cone CaV channels but to the delayed depolarization that occurs in response to added surround illumination, which reduces (or “inhibits”) the hyperpolarizing response to focal stimulation of a cone with light (Figure 1). However, we now appreciate that since surround illumination produces strong horizontal cell hyperpolarization, this phenomenon observed in the cone membrane potential is caused by a de facto disinhibition of the cone CaV channels.

There is evidence for several feedback mechanisms, the most prominent of which include neurotransmitter-mediated signaling via GABA (or another/additional transmitter), interstitial current-induced external voltage changes, or “ephaptic coupling,” and pH-mediated surface charge screening effects. While similar descriptions of feedback from horizontal cells to photoreceptors have been reported in the retinas of non-mammalian vertebrates, the fewer reports in mammalian species have to account for significant underlying mechanistic differences from non-mammalian species (Thoreson and Mangel, 2012; Liu et al., 2013). These differences between mammalian and non-mammalian species are important to note, as they have previously complicated attempts to understand this synaptic feedback circuit (Wu, 2010; Thoreson and Mangel, 2012; Liu et al., 2013; Kramer and Davenport, 2015).



MECHANISMS OF FEEDBACK TO PHOTORECEPTORS


GABA

The early detection of GABA in horizontal cells (Lam et al., 1978) propelled investigation into how horizontal cell release of GABA would mediate feedback. At the time, models presumed a simple inhibitory neural action and it seemed safe to assume that horizontal cells would release GABA when they are depolarized and that the released GABA would bind to presumptive GABARs on photoreceptors, increasing Cl− conductance, leading to photoreceptor hyperpolarization. Even then such a mechanism for GABA was difficult to reconcile since, as a starting point, either the hyperpolarized horizontal cell had to release a transmitter that produced a sign-inverting depolarization in the cone associated with a conductance increase, or the horizontal cell had to release a neurotransmitter that decreased conductance in cones in the dark, and when reduced by light, this led to increased cone conductance (Baylor et al., 1971). Later reports continued to support a role for horizontal cell release of GABA (Cueva et al., 2002; Hirano et al., 2005, 2016; Guo et al., 2010). In mammalian retinas, compelling evidence suggests that horizontal cells release GABA in a depolarization-dependent, vesicular manner (Hirano et al., 2016; Grove et al., 2019). In mammals, GABA and the GABA synthetic enzyme, L-glutamate decarboxylase (GAD) are localized to horizontal cells (Schnitzer and Rusoff, 1984; Wässle and Chun, 1989; Grünert and Wässle, 1990; Vardi et al., 1994; Guo et al., 2010; Schubert et al., 2010; Deniz et al., 2011) and VGAT, V-ATPase, multiple SNARE, and vesicle proteins, and CaV channels mediating vesicular release are localized to horizontal cell dendritic tips and axonal terminals (Dowling and Boycott, 1966; Brandon and Lam, 1983; Linberg and Fisher, 1988; Peters et al., 1991; Catsicas et al., 1992; Ueda et al., 1992; Löhrke and Hofmann, 1994; Grabs et al., 1996; Greenlee et al., 2001; Rivera et al., 2001; Cueva et al., 2002; Hirano et al., 2005, 2007, 2011; Schubert et al., 2006; Lee and Brecha, 2010; Liu et al., 2013). Furthermore, vesicle membrane fusion and recycling in horizontal cells is depolarization—and Ca2+-dependent (Takamori et al., 2000; Vuong et al., 2011), and the deletion of VGAT from horizontal cells abolishes horizontal cell inhibitory feedback to photoreceptor CaV channels (Hirano et al., 2016). This evidence leads to the conclusion that depolarization-mediated, Ca2+-dependent GABA release could mediate horizontal cell signaling. However, due to several additional observations, including the low concentration of vesicles in horizontal cells synaptic terminals, and the persistent GABA presence around horizontal cell synaptic endings, it has been suggested that GABA release could be continuous, increasing with depolarization, but slowly and with limited uptake and degradation in the synaptic cleft (Grove et al., 2019).

The existence of many similar features of feedback in mammalian and non-mammalian vertebrates suggests conservation of mechanisms but may serve as false flags when making comparisons, and there are critical differences concerning GABA. (1) Non-mammalian vertebrates have not been proven to have a GABA vesicular release mechanism in horizontal cells similar to that in mammals. Instead, early discoveries in several non-mammalian vertebrates concluded that reversed GABA-uptake transporters in horizontal cells mediate the release of GABA (Schwartz, 1982, 1987, 2002; Yazulla and Kleinschmidt, 1983; Ayoub and Lam, 1984). Mammalian horizontal cells do not have GABA-uptake transporters (GATs; Johnson et al., 1996; Guo et al., 2009, 2010), so they do not emulate this mechanism of action. (2) While non-mammalian vertebrates also appear to have GABA in some of their horizontal cells, many have been reported to not contain GABA and some may employ different neurotransmitters. This said, there are important similarities. Both types of vertebrates have GABA receptors on their horizontal cells and both have elevated chloride equilibrium potentials (around −30 mV). These similarities suggest that vertebrates may employ the same GABA-pH hybrid mechanism, albeit with a different means of GABA release, the details of which are discussed extensively in the body of this review.

In non-mammalian species, horizontal cell release of GABA appears to directly hyperpolarize photoreceptors (Skrzypek and Werblin, 1983; Tachibana and Kaneko, 1986; Wu, 1991, 1994; Tatsukawa et al., 2005; Endeman et al., 2012). In contrast, a direct action of GABA on photoreceptors has not been unequivocally established in mammals. Many physiological recordings in the normal mammalian retina do not show a direct action of GABAergic agents on cones (Verweij et al., 2003; Crook et al., 2009; Kemmler et al., 2014; Szikra et al., 2014; Grove et al., 2019), but there is evidence for GABAR subunit expression by mammalian photoreceptors (Greferath et al., 1993; Grigorenko and Yeh, 1994; Picaud et al., 1998; Vardi et al., 1998; Chaffiol et al., 2017). However, in cultured retinal explants (and possibly in rd1 mice lacking rods), cones may be reprogrammed and respond to GABA application (Picaud et al., 1998; Pattnaik et al., 2000), and one report indicates GABA activation of TPMPA-insensitive GABAR Cl− channels in wild-type mouse cones (Deniz et al., 2019). Further complicating the functional role for photoreceptor Cl− flux, during surround light stimulation that hyperpolarizes horizontal cells, the resulting disinhibition of CaV channels in cones in fish (Verweij et al., 1996) and macaque (Verweij et al., 2003) is accompanied by an increase in Ca2+-activated Cl− conductance. These events are not easily reconcilable with a direct ionotropic GABA action in cones and would be more confidently considered to be due to a reduction of Cl− conductance during reduced GABA release by horizontal cells.

An additional long-standing controversial issue was that GABA release by depolarized horizontal cells directly mediating feedback to cones required an atypical mechanism. Baylor et al. (1971) suggested that the inhibition of the light response defied any known neurotransmitter mechanism. Horizontal cell hyperpolarization leads to cone depolarization, which is associated with a conductance increase. A solution, reviewed here, is that horizontal cell feedback signaling is mediated by GABA acting indirectly on photoreceptors. This is supported by findings that GABA acts autaptically on horizontal cells, whose depolarization and membrane properties result in pH-regulated inhibition of photoreceptor CaV channels (Liu et al., 2013; Grove et al., 2019).

Since horizontal cell feedback affects cone synaptic output to bipolar cells, horizontal cell influences carry through to these cells. Also, horizontal cells appear to inhibit directly the dendrites of many types of bipolar cells. Horizontal cell signaling mediated by GABA to bipolar cells is consistent with GABARs on bipolar cell dendrites (Vardi et al., 1992; Enz et al., 1996; Wässle et al., 1998; Haverkamp and Wässle, 2000; Haverkamp et al., 2000; Hoon et al., 2015), although which bipolar cell types and their complement of dendritic GABAR subtypes are unknown (Chaffiol et al., 2017). Different [Cl−]i levels in bipolar cell dendrites, maintained by two types of chloride co-transporters (KCC2 and NKCC; Vardi et al., 2000; Vu et al., 2000) could account for a direct inhibitory and excitatory effect caused by GABA released by horizontal cells at ON- and OFF-bipolar cells (Miller and Dacheux, 1983; Satoh et al., 2001; Varela et al., 2005; Duebel et al., 2006). Both feedback via cones and direct feedforward signaling pathways have a strong influence on bipolar cell responsiveness and all downstream neurons in the retina and visual system.



Ephaptic Coupling and the Role of Hemichannels

The unique, enveloping structural constraints of this synapse, where horizontal cell synaptic endings invaginate rod and cone presynaptic terminals led to the proposal of the “electric feedback model” as the mechanism of feedback (Byzov, 1977; Byzov et al., 1977; Byzov and Shura-Bura, 1986). This model was based on the fact that current flow through a resistive medium (here, the tortuous extracellular paths through which current flows to enter glutamate receptor channels in the synaptic endings), constitutes a resistance, which according to Ohm’s law creates a voltage drop at the horizontal cell synaptic tips. The result is a net negative extracellular voltage in the synaptic cleft relative to ground (0 mV). By producing an external negative potential here, outside the cone membrane at the synaptic release site, the electric field across the membrane of the adjacent cone is reduced, affecting equivalent to depolarization of the cone membrane that increases the activation of the photoreceptor CaV channels responsible for glutamate release (Taylor and Morgans, 1998; Nachman-Clewner et al., 1999; Morgans, 2001). The physics of this model is solid, but there is a lack of certainty of the amplitude of the external voltage drop, and more troubling for the model, when the horizontal cell glutamate-activated postsynaptic current is reduced during a strong light stimulus, hyperpolarizing the cell, interstitial current flow to the synapse is reduced, and feedback modulation is diminished or even vanishes.

Decades later, Kamermans et al. (2001) solved this dilemma, upgrading Byzov’s model (Byzov, 1977; Byzov et al., 1977; Byzov and Shura-Bura, 1986) by incorporating the finding that hemichannels, each half of a gap junction channel and composed of connexin26, had been identified at the tips of fish horizontal cell dendrites deep within the invagination (Janssen-Bienhold et al., 2001a,b). This clever improvement circumvented the perceived problems caused by the closure of glutamate-gated channels by invoking the presence of ion channels that were not gated by glutamate and that would reliably produce the interstitial current flow required for continuous extracellular non-zero voltage modulation. According to this new hemichannel hypothesis, surround illumination that causes strong horizontal cell hyperpolarization and greater inward current through hemichannels in their synaptic endings (Kamermans et al., 2001; Fahrenfort et al., 2005), producing a voltage drop in the synaptic cleft. While interstitial voltage cannot be reliably measured, this action is revealed in voltage-clamped cones during surround illumination, acting as a shift in the activation curve of the cone CaV channel current to more positive potentials (Verweij et al., 1996, 2003) increasing glutamate release, this being the feedback that opposes the cone hyperpolarization.

Hemichannels at the photoreceptor synapse were found in goldfish, zebrafish, and turtles on the membranes of the lateral processes of horizontal cell tips, deep within the synaptic terminal (Kamermans et al., 2001; Pottek et al., 2003; Klaassen et al., 2011). Pharmacological blockade of hemichannels with carbenoxolone blocked feedback-mediated responses in non-mammalian cones and horizontal cells (Kamermans et al., 2001). According to the model, by blocking hemichannels, carbenoxolone restores the suppression of cone CaV channels through an apparent rightward shift of the activation curve, reducing the amount of glutamate is released. It should be noted that while carbenoxolone has been widely used as a functional probe for gap junctions, this diagnostic tool depends entirely on the specificity of its actions, and there are reports it can act on multiple targets. In addition to blocking gap junctions, carbenoxolone has been shown to suppress action potentials, decrease input resistance, block CaV channels, block postsynaptic NMDA receptors, and reduce inhibitory synaptic currents through a direct effect on GABARs (Rekling et al., 2000; Rouach et al., 2003; Vessey et al., 2004; Tovar et al., 2009; Beaumont and Maccaferri, 2011; Connors, 2012). Thus, the effects of carbenoxolone do not constitute conclusive evidence that gap junctions are involved, especially when GABARs and CaV channels are involved.

The hemichannel model was bolstered by comparing normal and genetically modified zebrafish that lack connexin hemichannels in horizontal cells (Klaassen et al., 2011). Feedback was reduced in the mutants, supporting the hemichannel role in feedback from horizontal cells to cones. Intracellular recordings in horizontal cells showed color-opponent responses were diminished and the mutant fish also showed decreased contrast sensitivity in behavioral tests, expanding the reach of the model to the functional level in visual processing.

The role of hemichannels in horizontal cell feedback in zebrafish was further expanded to include pH effects at the synapse. In addition to connexin hemichannels mediating rapid feedback actions, pannexin hemichannels are implicated in ATP release, which induces extracellular acidification through hydrolysis of ATP by endonucleotidases in the cleft (Kurtenbach et al., 2014; Vroman et al., 2014). Pannexin/ATP-mediated feedback is a CaV channel inhibiting mechanism occurring with depolarization of the horizontal cell, while connexin-mediated feedback produces disinhibition when horizontal cells are hyperpolarized.

Physics sets the time course of hemichannel mediated ephaptic feedback, and it must occur instantly in response to changes in current flow in the glutamate-gated or hemichannel conductances, which for both depends on the horizontal cell membrane potential, regulated primarily by changes in glutamate levels in the cleft. The speed of feedback signaling has been used as a diagnostic tool, but it remains difficult to discriminate between models due to the layering of their actions.

As is the case with GABA, there are many differences between mammalian and non-mammalian retinas concerning hemichannels. Connexin hemichannels are not found in mammalian (rodent) horizontal cell tips. Analysis of pannexins in mouse horizontal cells shows sparse localization away from the invaginating tips of the horizontal cells (Kranz et al., 2013).



Photoreceptor Synapse Modulation by pH

Over many decades an appreciation has emerged that extracellular pH (pHo) fluctuates in healthy brain tissues. Assessment of pH homeostasis in the vertebrate retina showed significant disparities from the earlier conception that pHo was one of the best-regulated homeostatic variables necessary for brain function (Yamamoto et al., 1992; Dmitriev and Mangel, 2004; Dmitriev et al., 2016). Not only did retinal measurements of pHo reveal values far from the pH 7.4 seen in the vasculature, but pHo in the retina changed dramatically, depending on light stimulation, showing that the dynamic nature of pHo in tissue with high energy consumption exceeds those in other nervous and somatic tissues. In the retina, pHo is most acidic in the dark within the outer nuclear layer (ONL—composed of the cell bodies of rod and cone photoreceptors; Figure 2), with Müller cell processes. At the level of the retinal pigmented epithelium (RPE), pH increases, approaching that of the blood (pH 7.4) owing to the proximity of the choroidal supply. At the nerve fiber (NF) layer and ganglion cell (GC) bodies, pH also increases, presumably due to the voluminous and unimpeded buffering capacity provided by the aqueous humor, to a value near 7.2. What is more profound about this spatial disparity, is that under light-adapted conditions, the bulk pH increases at all layers across the retina, and the point of greatest change is the ONL, where the mitochondria of rods and cones are maximally active in the dark, and reduced in bright light, nearly completely in the case of rods at least, when they are hyperpolarized.
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FIGURE 2. Near the photoreceptor layer, there is a notable light vs. dark difference in bulk pHo in the outer retina. In the darkness, when rod and cone photoreceptors are maximally depolarized for an extended period, the pH becomes more acidic. Figure adapted from Yamamoto et al. (1992).



This spatiotemporal pattern of pHo reflects energy use by the cells. For example, in mouse rods, to maintain tonic depolarization, a high energy demand exists for the removal of Na+ entering through CNG channels and Na+/(Ca2++K+)-exchangers of the outer segment, and replenishment of K+ that effluxes via these and voltage-gated Kx channels of the inner segment, and pumping of Ca2+ from the synaptic terminal. ATP use in mouse rods is increased by a factor of 5 in the dark compared to bright light, with most of this due to increased Na+/K+-ATPase and Ca2+-ATPase activity (Krizaj and Copenhagen, 2002; Okawa et al., 2008). In general, when neurons are depolarized their ion channels are more frequently open (except some inward rectifier K and HCN channels) and their metabolic activity increases to maintain concentration gradients for Na+, K+, Ca2+, and other ions. The active transport of these ions by the Na+/K+-ATPase and plasma membrane Ca2+-ATPase is acknowledged to be the largest energy expenditure for neurons (Ames et al., 1992; Niven and Laughlin, 2008). At excitatory synapses where Na+ influx and K+ efflux can be protracted, and especially so in the present case where second-order neurons such as horizontal cells are in a tonically depolarized state during low illumination due to the continuous release of glutamate from photoreceptors, the energy cost of active ion transport to maintain transmembrane ion gradients are high (Wong-Riley, 2010). Thus, the energy requirements of the retina are higher in the dark than in the light, and in producing ATP, the neurons extrude H+ prodigiously, making pHo low (Ames et al., 1992). It has long been appreciated that the high metabolic requirements and their dependence on illumination contribute to the sustained, low bulk pH in the outer retina in the dark and its increase during illumination (Borgula et al., 1989; Oakley and Wen, 1989; Yamamoto et al., 1992). Given this backdrop of pHo in the outer retina, it is noteworthy that an additional mechanism underlying feedback inhibition involves the regulation of pHo in the photoreceptor synaptic cleft (Thoreson and Mangel, 2012; Vroman et al., 2014; Wang et al., 2014; Beckwith-Cohen et al., 2019). Changes in pHo provide powerful modulation of voltage-gated ion channels due to membrane surface charge effects. This biophysical action occurs due to protons interacting with the fixed negative surface charge of the bilayer and membrane proteins, altering the electric field sensed by the voltage-sensors of ion channel proteins present in the membrane, leading in the present case to reduced photoreceptor CaV activation (Hille, 1968; Barnes and Bui, 1991; Barnes et al., 1993). Increased pH buffering of the retina with Hepes suppresses feedback and concentrations as low as 10 mM are enough to reversibly block it (Barnes et al., 1993; Hirasawa and Kaneko, 2003; Vessey et al., 2005; Cadetti and Thoreson, 2006; Davenport et al., 2008; Thoreson et al., 2008; Fahrenfort et al., 2009; Liu et al., 2013).

Shifts in synaptic cleft pH modulate the voltage dependence of photoreceptor CaV channel activation and this regulates glutamate release from photoreceptors (Barnes et al., 1993; Cadetti and Thoreson, 2006; Babai and Thoreson, 2009). This clear and simple relationship demonstrates how activity-driven changes in pH in the synaptic cleft can affect synaptic regulation (Figure 3). Whether adaptations to the expression of Na+/H+ exchangers (NHEs), HCO3− transporters (NBCs, AEs, NCBEs, and NDCBEs), V-ATPases, monocarboxylic acid transporters (MCTs) and carbonic anhydrase (CA; Soto et al., 2018), have occurred in the outer retina to mitigate or potentiate the contribution of acidification to this feedback mechanism is not known.
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FIGURE 3. Extreme pH sensitivity of synaptic transmission from photoreceptors to horizontal cells. Light responses to 500 ms bright light steps measured in a salamander horizontal cell under voltage-clamp were fully blocked at pH 6.94, to the same extent as in the presence of CaV channel 100 μM Cd2+ at pH 7.6. Zero current is shown by the dashed line. As pH was increased to 7.31, 7.60, and 7.83, the postsynaptic, light-induced glutamate-gated current changes were produced by the hyperpolarizing cone light responses (in the figure, the short up-going currents aligned with light stimulus timing bar) and rod response (slower and longer upward deflections) become larger. This is due to the turnoff by the light of the increased glutamate release in the dark. The exponentially increasing response amplitudes at increasing pH levels were shown to be due to surface charge screening effects on the voltage-gated CaV channels in presynaptic photoreceptors. Figure modified from Barnes et al. (1993).



As a final introductory remark, we highlight the remarkably potent effects that extracellular pH has on CaV channel activation and gating, which is shared in all tissues and all species (Barnes et al., 1993; Neumaier et al., 2015). Changes in extracellular pH produce changes in the voltage-dependent activation of ion channels, due to the change in proton concentration causing differing degrees of proton adsorption to the fixed negative surface charge of the lipid bilayer proteins and binding to exposed ion channel protein amino acid side groups. The extreme proximity of protons to the surface of the cell membrane alters the electric field sensed by the ion channel voltage sensors, in effect adjusting their activation point at a given membrane potential (Barnes et al., 1993). Increased positive surface charge adsorption, as produced by decreased pHo (i.e., increased [H+]o) alters the electric field in the membrane acting upon the channel voltage sensor moves, producing the same action that a more negative membrane potential does, i.e., decreasing the probability of channel opening and moving the measured half-maximal activation voltage to more positive potentials. The relation between the pH and activation midpoint shift is on the order of a 1 pH unit decrease causing a 10 mV negative shift of V½ (Barnes et al., 1993). This means that a greater degree of membrane depolarization is required to activate ion channels under increasingly acidic extracellular pH’s. This is how synaptic cleft pH alterations at the photoreceptor output synapse can potently alter the postsynaptic signals in horizontal and bipolar cells.

Accommodating these foundations, a new model based on the specific properties of horizontal cells in the mammalian retina, including the now-established release of GABA by horizontal cells (Hirano et al., 2016; Grove et al., 2019), demonstrated that horizontal cell-released GABA acts back, autaptically, on horizontal cell GABA receptors, and due to their intrinsic permeability to [HCO3−], facilitates its efflux, which modulates photoreceptor transmitter release via pH changes in the synaptic cleft (Liu et al., 2013; Grove et al., 2019). Also, especially given the richness of investigations in non-mammalian species (Byzov and Shura-Bura, 1986; Verweij et al., 1996; Kamermans et al., 2001; Vessey et al., 2005; Jackman et al., 2011; Klaassen et al., 2011; Kramer and Davenport, 2015) there may be other pathways by which horizontal cells affect photoreceptors (Kemmler et al., 2014).




CaV CHANNELS IN MAMMALIAN CONES ARE TONICALLY MODULATED IN A GABA- AND pH-DEPENDENT MANNER

The targets of horizontal cell feedback in photoreceptors are the voltage-gated CaV channels that mediate glutamate release from the presynaptic terminals (Verweij et al., 1996, 2003; Hirasawa and Kaneko, 2003; Vessey et al., 2005; Cadetti and Thoreson, 2006; Montgelard et al., 2008; Thoreson et al., 2008). While different mechanisms of feedback may dominate: (1) in specific species; (2) under different conditions of ambient illumination; and (3) over distinct temporal domains, here we will examine mechanisms operating under mesopic conditions using mammalian (rodent) retinas under this steady-state lighting condition (Grove et al., 2019). Due to earlier work showing a role for GABA in feedback, and with vesicular GABA release by horizontal cells being perhaps the most obvious difference between mammalian and non-mammalian horizontal cells, we review evidence for the role of GABA in the inhibition of mammalian photoreceptor CaV channel activation. The component actions reviewed below allow dissection of the sequential mechanisms underlying features of feedback by probing the steady-state response of cones and horizontal cells, under constant conditions of illumination, as a baseline to identify mechanisms underlying feedback.

First, to what extent are GABARs involved in the steady-state inhibition of cone CaV channels? The CaV channel currents of cones patch-clamped in retinal slices were found to be increased by about 60% in mice, 40% in rats, and 25% in guinea pigs when the non-competitive ionotropic GABAR antagonist picrotoxin was superfused at 100 μM. Figure 4 shows these results from rat retina, with the amplitude of CaV channel currents increased in the raw current traces, in response to voltage command steps, as well as in the current-voltage (I–V) relations made from these currents under the two conditions. When the I–V relations were divided by the driving force for Ca2+ and fit with a Boltzmann function to define the CaV channel activation curves, it was found that the half-maximal activation voltage shifted in mice, rats, and guinea pigs to a ~5 mV more negative voltage. A shift of the channel activation curve to more negative potentials in picrotoxin represents the disinhibition of cone CaV channel currents as channel open probability increases at physiological membrane potentials. These results imply that there is tonic GABA inhibition of cone CaV channels under mesopic conditions in these species.


[image: image]

FIGURE 4. CaV channels in mammalian cone photoreceptors are maintained in a pH-mediated, tonically inhibited state by GABA receptor activation. (A) The GABAAR antagonist picrotoxin increased calcium current amplitude in cones, maintained in mesopic conditions. Sample current traces and I–V relations of a rat cone before (solid line, filled circles), during (dashed line, triangles), and after (dotted line, open circles) application of 100 μM picrotoxin to the retinal slice. (B) The CaV channel activation curve for the cell underwent a leftward shift in the half-maximal activation voltage in picrotoxin (midpoint = −41 mV) vs. control (midpoint = −37 mV). (C) Same experimental protocol as above applied while clamping superfusate pH to 7.4 with 10 mM Hepes. I–V relation in Hepes alone is shown (solid line, circles) and then with picrotoxin (dashed line, triangles). Washout superimposes (dotted line, open circles). (D) Hepes eliminated the effect of picrotoxin on CaV channel activation (midpoint = −39 mV). Figure modified from Grove et al. (2019).



The observation that horizontal cells inhibit photoreceptor output by shifting their CaV channel activation curves is consistent with earlier proposals (Verweij et al., 1996, 2003; Kamermans et al., 2001). The vital distinction is that these data show an unappreciated role for the transmitter GABA as well. The classical role of GABA in feedback, as shown through the antagonism by picrotoxin observed in fish cones (Endeman et al., 2012) involves direct activation of GABARs on cones, which is not an action seen in Figure 4, where no change in steady-state conductance of a Cl− current was noted. Picrotoxin blocks the ion channel pore of ionotropic GABAA receptors (Ashiya et al., 1995), as well as glycine receptors (Johnston, 2014), and does not affect CaV channels per se. It did not decrease standing cone conductance that would have been present if GABA had been activating photoreceptor Cl− channels. No difference was observed in cone membrane conductance measured between −80 and −50 mV with and without picrotoxin in mice, rats, or guinea pigs, suggesting that the absence of a tonic, direct GABAergic input onto GABARs expressed in photoreceptors (Grove et al., 2019).

It bears mentioning that the results obtained in the fish retina were obtained using transient light flashes in a dark-adapted state, not the steady state mesopic conditions in Figure 4. The fact that the component action shown here is occluded when interstitial pH is clamped with the pH buffer Hepes (Figure 4), is interpreted as picrotoxin changing pH to modulate photoreceptor CaV channels. The pH sensitivity of horizontal cell feedback and photoreceptor CaV channels (Hirasawa and Kaneko, 2003; Vessey et al., 2005; Cadetti and Thoreson, 2006; Thoreson et al., 2008; Vroman et al., 2014; Warren et al., 2016a), together with reports in mammals regarding the actions of GABA antagonists in the rat (Liu et al., 2013), guinea pig, mouse (Grove et al., 2019) and macaque (Verweij et al., 2003), connect this action of GABA to the change of cleft pH.

Earlier suggestions that Hepes stifles feedback by acidifying the cytoplasm of all local neurons, and that due to that, the true mechanism of feedback cannot be sustained (Fahrenfort et al., 2009). This argument failed when results of numerous other pH-buffers (Davenport et al., 2008), as well as increased [HCO3−] (Vessey et al., 2005), were found to have the same effects on feedback, but without cytoplasmic acidification. A more recent theory that cleft pH changes are due instead to hydrolysis of ATP released via pannexin hemichannels (Vroman et al., 2014; Cenedese et al., 2017), is consistent with the effect of Hepes, however, the theory is mute in mammals since pannexins are not present at horizontal cell endings in the synaptic invagination (Kranz et al., 2013).



WHAT TYPE OF GABA RECEPTORS ARE RESPONSIBLE FOR THIS UNCONVENTIONAL EFFECT?

GABA receptors containing ρ-subunits (a.k.a. GABACRs) appear to play the central role in the modulation of the cone CaV channel currents. The ρ-subunit-containing GABAR inhibitor TPMPA, the GABAAR inhibitor gabazine, and the glycine receptor inhibitor strychnine were tested for their ability to produce CaV channel activation curve shifts in cones, and only TPMPA produced activation shifts. This result identified ρ-subunit-containing GABA receptors as the mediators of this action of GABA. Figure 5 shows that the superfusion of guinea pig retinal slice with the ρ-subunit-containing GABA receptor antagonist TPMPA increased the cone Ca channel current amplitude. This was accompanied by a negative shift of the CaV channel activation curve with V½ decreasing by about 10 mV. TPMPA had a similar action on mouse cones, shifting the activation curve negative by about 6 mV. Neither gabazine nor strychnine produced activation curve shifts in rodents.
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FIGURE 5. GABA receptors containing ρ-subunits mediate the modulation of cone CaV currents. Effects of GABAR blockers on Ca channel currents in cones in guinea pig retinal slices. (A,B) The ρ-subunit-containing GABAR antagonist TPMPA (50 μM) shifted CaV activation in guinea pig cones to more negative voltages, in this case by 10 mV. (C,D) The GABAAR antagonist gabazine (10 μM) did not affect CaV activation. (E) Summary of the effects of TPMPA, gabazine, and the GlyR antagonist strychnine (100 μM) on CaV channel activation (5–7 cones). In each pair the filled bar (on left) is control and the gray bar (on right) shows the change in the presence of the blocker. Figure modified from Grove et al. (2019).



Similar to the effects of picrotoxin discussed in Figure 4, TPMPA, gabazine, and strychnine did not produce conductance decreases in cones between −90 and −60 mV, a zone well away from the CaV channel activation range, suggesting that GABARs are not functional in cones under the recording conditions used here.



WHERE ARE THESE ρ-SUBUNIT-CONTAINING GABARs LOCATED?

The pharmacological results in Figure 5 indicated a role for GABA receptors containing ρ-subunits in feedback. ρ-subunit-containing GABA receptors are not found in mammalian cones but these GABARs have been identified in horizontal cells with GABA-mediated responses reported in fish, salamander, rat, guinea pig, and mouse horizontal cells (Wu and Dowling, 1980; Kamermans and Werblin, 1992; Dong et al., 1994; Takahashi et al., 1995; Verweij et al., 1998; Yang et al., 1999; Bormann, 2000; Feigenspan and Weiler, 2004; Liu et al., 2013; Grove et al., 2019).

Concerning data supporting a role for this subset of GABARs in modulating cone CaV channels, using immunohistochemical approaches, Grove et al. (2019) showed that antibodies against ρ-subunit-containing GABARs are expressed not in cones but rather in horizontal cells, and specifically in the cells’ synaptic endings where they would be localized close to the synaptic cleft (Figure 6). Super-resolution confocal images of retinal sections indicated co-localization of GABAR ρ2 subunits (and ρ1 subunits, not shown) with the horizontal cell marker calbindin in horizontal cell processes at synapses with both rods and cones(Grove et al., 2019). The structures show elements typical of electron microscopic images of horizontal cell invagination of photoreceptors and no evidence for ρ-subunit-containing GABARs in rods and cones. GABARs containing ρ-subunits have a high affinity for GABA and are non-desensitizing (Farrant and Kaila, 2007), consistent reports of a GABA-activated conductance in mammalian horizontal cells (Feigenspan and Weiler, 2004; Liu et al., 2013). The GABARs recently found in mouse cones (Deniz et al., 2019) do not include the ρ subunit-containing type shown here.
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FIGURE 6. Horizontal cells express ρ-subunit-containing GABA receptors in their synaptic endings in the mouse retina. (A) Immunolocalization of the ρ2 subunit (blue). (B) Horizontal cell marker, calbindin immunoreactivity (red). (C) Merged image shows that expression of ρ2 subunits is limited to the tips of horizontal cell synaptic endings that invaginate rod and cone photoreceptor terminals (Insets show magnified images in Panel (A), upper left, of a single cone pedicle; lower right, 3-rod spherules). Figure modified from Grove et al. (2019).





THE CELLS THAT RELEASE THE GABA RESPOND TO IT: AN AUTAPTIC MECHANISM

When currents in voltage-clamped horizontal cells, identified by their fluorescence in the Cx57-tdTomato mouse line (Hirano et al., 2016), were compared before and during the superfusion of TPMPA, the ρ-subunit-containing GABAR antagonist, a voltage-independent current reversing near the Cl− equilibrium potential, was the only difference (Figure 7). The I–V relation obtained by subtracting the currents measured in TPMPA from those in control isolates the TPMPA-sensitive current, with a reversal potential near −70 mV. The recordings had to be performed in the presence of CNQX and Hepes to eliminate input from cones and possible effects of feedback. This mostly linear current component (notwithstanding the “bump” at −40 and −30 mV), being the current blocked by TPMPA, is by definition a ρ-subunit-containing GABAR current, revealed a tonic GABA-activated Cl− current in the mouse horizontal cell.
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FIGURE 7. An autaptic mechanism: horizontal cells release GABA and respond to it via ρ-subunit-containing GABARs, and feedback to cones depends upon it. (A) Patch-clamp recording of Cx57-tdTomato labeled mouse horizontal cells in a slice bathed in CNQX (50 μM) and Hepes buffer (10 mM, pH 7.4) to isolate it from feedback and cone input. Whole-cell currents were elicited in horizontal cells with voltage steps, in control and in TPMPA (50 μM). Averaged I–V relations of steady-state TPMPA-subtracted currents showed a linear component reversing near −70 mV. Linear fitting excluded values near −40 and −30 mV. Gray shading shows the standard deviation of 5 horizontal cell recordings. (B) Same experiment and protocol as in panel (A) but recorded from Cx57-VGAT KO mouse horizontal cells that lack VGAT, which have synaptic vesicles devoid of GABA (Hirano et al., 2016). The mouse horizontal cells lacking VGAT were unaffected by TPMPA, suggesting that the tonic GABA levels in the wild-type are due to horizontal cell release and autaptic reception. (C) Recording of cone CaV channel currents in a wild-type mouse, showing current in control and in presence of TPMPA, with I–V relations. (D) Activation curves showed that the CaV channel activation midpoint shifted negative by about 5 mV in presence of TPMPA. Same experimental protocol as in panel (C) but in a Cx57-VGAT KO mouse cone, showing that the I–V relations (E) and the activation midpoints (F) were unaffected by TPMPA in cones when horizontal cells were unable to release GABA. Figure modified from Grove et al. (2019).



The existence of a tonic GABA-activated current, that can be blocked with TPMPA over a broad range of potentials suggests that under the recording conditions used, GABA is tonically present in the synaptic cleft. This could arise from GABA being tonically released, even from modestly hyperpolarized horizontal cells, released from other GABAergic cells, or not being effectively removed from the synaptic cleft. As stated earlier, mammalian horizontal cells do not express GABA-uptake transporters, so there appears to be no localized removal mechanism in the protected synaptic cleft other than diffusion from the invagination followed by uptake by Müller cells (Bringmann et al., 2013). To test whether the tonic presence of GABA in the synaptic cleft is a result of horizontal cell release, horizontal cells incapable of expressing the vesicular GABA transporter, VGAT, were recorded from in Cx57-VGAT-KO mouse retinas (Hirano et al., 2016). In horizontal cells of this mouse line, the only retinal cell type expressing Cx57, the GABA transporter that loads synaptic vesicles with GABA is selectively deleted, rendering them incapable of releasing GABA. Matching the recording protocol used in Figure 7A but recording in VGAT-KO animals, TPMPA no longer caused any change in horizontal cell currents (Figure 7B). Horizontal cells in VGAT-KO mice exhibited normal expression of ρ-subunit containing GABARs in horizontal cells, so the fact that in the Cx57-VGAT-KO mice there was no TPMPA-sensitive current to be blocked means that in the control retinas, the horizontal cells respond autaptically to the GABA they release.

Returning to the outward current bump between −40 and −30 mV in Figure 7A, it is difficult to identify the source of this but it is possible since this is the range of voltages that peak CaV channel activation occurs in horizontal cells (Liu et al., 2016), that the bump reflects TPMPA block of extra GABAR Cl− current arising from increased GABA release at those potentials. An increase of the horizontal cell CaV current due to alkalinization in the synaptic cleft, similar to that seen in cone CaV current when TPMPA is added (Figure 7C), could induce additional GABA release by the horizontal cell.



THE TONIC, AUTAPTIC GABAR CURRENT IN HORIZONTAL CELLS IS REQUIRED FOR FEEDBACK TO CONES

Do the actions of TPMPA on cone CaV channels depend on the release of GABA from horizontal cells, which are the same cells that respond to it? Using the same Cx57-VGAT KO mice in which horizontal cell GABA release was eliminated, it was shown that the cone CaV currents, that underwent negative shifts in their activation midpoint in response to TPMPA in wild-type mice (Figures 7C,D), showed no change in their CaV channel activation in Cx57-VGAT-KO mice (Figures 7E,F). Since there is no evidence that there are functional ρ-subunit containing GABARs in cones or that those GABARs directly modulate CaV channel gating, the observed CaV channel activation curve shifts in cones were interpreted to be caused by GABA, released by horizontal cells and acting locally on horizontal cells via TPMPA-sensitive GABARs. However, this means that an additional “messenger” appears required to carry the signal from horizontal cells to the cone membrane where it affects cone CaV currents.



THE EFFECTS OF PH AND GABA MERGE THROUGH A CONCERTED BIOPHYSICAL MECHANISM

The anion pore of GABA-activated channels is 20–60% as permeable to HCO3− as it is to Cl− (Bormann et al., 1987; Kaila and Voipio, 1987; Fatima-Shad and Barry, 1993; Hubner and Holthoff, 2013). A PHCO3/PCl of 0.29 was measured in rat horizontal cell GABAR channels (Liu et al., 2013). With internal and external HCO3− concentrations both being in the 10–25 mM range, the considerable flux of this ion through GABAR channels has been shown to change extracellular pH in many brain areas (Bormann et al., 1987; Kaila and Voipio, 1987). This is how the pH sensitivity of the cone CaV channel activation is linked to GABA, being mediated by the flux of the two common permeant anions of GABA-activated channels, Cl−, and HCO3−, across the horizontal cell membrane in accounting for GABA-mediated inhibition and disinhibition of cone CaV channels, in the GABA-pH model (Liu et al., 2013; Grove et al., 2019).

The foundation of the GABA-pH hybrid model includes the following concerted biophysical mechanisms: (1) GABA acting on horizontal cell GABARs autaptically and tonically (Gilbertson et al., 1991; Kamermans and Werblin, 1992; Feigenspan and Weiler, 2004; Liu et al., 2013; Grove et al., 2019); (2) these GABARs mediating the efflux of the permeant anion HCO3−; and (3) the subsequent buffering of cleft pH, modulating photoreceptor transmitter release via surface charge effects on presynaptic cone CaV channels (Barnes et al., 1993; Vessey et al., 2005; Cadetti and Thoreson, 2006; Grove et al., 2019). The sign and magnitude of the contribution of the GABAR channel to cleft pH depend on the driving force on HCO3−, which is itself a pH-dependent function of the equilibrium potential for HCO3− (EHCO3−), a value typically in the range of −10 to −20 mV (Roos and Boron, 1981), and the horizontal cell membrane potential.

Together, these concerted factors imply that, given a tonic presence of GABA in the synaptic cleft, disinhibition of cone CaV channels would be greatest when horizontal cell membrane potentials were most negative, thus producing more HCO3− efflux due to the strengthened driving force. Whether reduced HCO3− efflux at more positive horizontal cell voltages would be able to do the opposite, i.e., permit inhibition of photoreceptor CaV channels, due to the reduced alkalinizing influence, and otherwise allow acidifying influences to dominate, are questions addressed in the final section of this review.



HORIZONTAL CELL DEPOLARIZATION INHIBITS PHOTORECEPTORS

While HCO3− efflux from horizontal cells during hyperpolarization accounts for the disinhibition of photoreceptor CaV channels caused by increased alkalinity, do horizontal cell depolarization produce inward flux of HCO3− or reduce the outward driving force on HCO3− efflux sufficiently to account for the inhibition of photoreceptor CaV channels? The outward rectification provided by BK channels (Sun et al., 2017), which activate steeply positive to −30 mV, prevents horizontal cell depolarization positive to EHCO3−, a value typically in the range of −15 to −20 mV for cells (Bolton and Vaughan-Jones, 1977). This means that an inward flux of bicarbonate would not occur under normal physiological conditions. But the reduced outward driving force on HCO3− when the horizontal cell is depolarized, as occurs maximally in the dark, would lead to less pH buffering of the synaptic cleft and set the stage for acidifying influences to play an inhibitory role. What are those acidifying influences and how does activation of GABARs enhance this process?

First, the activation of GABARs themselves contributes to the depolarization of horizontal cells. The GABAR agonist muscimol elicited currents reversing near −28 mV during recordings in mouse horizontal cells made with the gramicidin perforated patch technique, which preserves physiological intracellular chloride levels (Figure 8; Grove et al., 2019). This reversal potential of GABAR-activated currents suggested that ECl of the horizontal cell is much more positive than is typical for mature neurons, and has been previously observed for horizontal cells (Miller and Dacheux, 1983; Djamgoz and Laming, 1987; Kamermans and Werblin, 1992). Current-clamp recordings confirm that depolarization caused by GABAR activation contributes to positive membrane potentials in horizontal cells (Grove et al., 2019). Thus, GABAR activation depolarizes these cells, decreasing HCO3− efflux, and this action could increase the acidifying influences on cleft pH.
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FIGURE 8. The GABA-agonist muscimol activates depolarizing currents in horizontal cells. Recordings of tdTomato-labeled mouse horizontal cells in slices produced currents in response to the voltage steps that were larger in the presence of 100 μM muscimol. Subtracting the control currents from those in muscimol produced a linear current-voltage relation reversing at −28 mV (I–V relation averaged from five horizontal cells; dotted line is a linear fit of mean subtracted currents, gray region indicates standard deviations). Gramicidin-perforated patch-clamp recording keeps intracellular [Cl−] intact, suggesting horizontal cells have a very elevated [Cl−] equilibrium potential as other studies have shown. Figure modified from Grove et al. (2019).



Relatively positive equilibrium potential for Cl− is produced in neurons by Na+/K+/Cl− cotransporters (NKCC), that move Cl− into cells electroneutrally using the Na+ and K+ gradients (Russell, 2000; Achilles et al., 2007). A specific subtype, NKCC1 (Slc12a2), has been previously identified in mammalian horizontal cells (Vardi et al., 2000) and would make any chloride conductance have a depolarizing effect. This depolarizing action of muscimol in horizontal cells (Figure 8) was shown to be due to a 7 mV positive shift of the CaV current activation curve (Figure 9; Grove et al., 2019). This outcome is consistent with the negative shifts of the cone CaV current activation curve produced by GABAR antagonists in Figures 4, 5, 7. When NKCC1 was blocked with bumetanide (Morita et al., 1999), the sign of muscimol’s cone Ca channel modulation was changed from inhibition to disinhibition. In the presence of bumetanide (50 μM), muscimol shifted the CaV current activation curve midpoint slightly negative (about 2 mV). This modest disinhibitory action induced by bumetanide could follow from the block of NKCC1 in horizontal cells, which would reduce intracellular [Cl−] to sufficiently low levels that GABAR activation no longer depolarizes them and might even produce hyperpolarization.
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FIGURE 9. The NKCC blocker bumetanide eliminates the muscimol-induced activation curve shift of cone CaV channels. (A) I–V relations with smaller CaV channel currents were produced in the presence of muscimol, which is accounted for by the strong rightward shift of the CaV channel activation curve midpoint (B). (C) Same experimental paradigm as above but slices superfused with bumetanide for 30 min. CaV channel currents in the absence and presence of muscimol produced I–V relations and activation curves having only a slight leftward activation midpoint shift with muscimol in bumetanide-treated retinas (D). Figure modified from Grove et al. (2019).



The disinhibitory action that followed the block of the inward Cl−transporter in horizontal cells suggests that the removal of the depolarizing influence of GABA allowed other actions, such as increased HCO3− efflux, to become dominant and alkalinize the synaptic cleft, leading to the pH-dependent disinhibition of cone CaV channels. With tonic, the autaptic release of GABA by horizontal cells appearing to inhibit cone CaV channels in a manner due in part to its depolarizing effect on horizontal cells, the question remaining was what other cleft acidifying processes are initiated or increased when horizontal cells depolarize.



BLOCK OF NHEs PRODUCES CLEFT ALKALINIZATION UNDERLYING DISINHIBITION OF CONE CaV CHANNELS

NHEs were implicated in feedback inhibition of photoreceptors in non-mammalian vertebrates (Warren et al., 2016a). This acid extruder is electroneutral, meaning that it has no intrinsic voltage sensitivity and is not affected by membrane potential directly. However, NHEs are more active when neurons are depolarized due to their increased ion channel activity and the metabolic activity associated with ion pumping to restore gradients. Concomitant with this major influence, NHEs are sensitive to intracellular pH (pHi) and internal calcium levels and both of these stimuli increase with depolarization (Aronson et al., 1982; Madshus, 1988; Bertrand et al., 1994; Ma and Haddad, 1997; Koster et al., 2011). Increased NHE activity in mammalian horizontal cells is associated with horizontal cell modulation of cone CaV channels (Warren et al., 2016a; Grove et al., 2019). Using the same mesopic light-adapted retinal slices, the selective NHE blocker cariporide (10 μM), by itself, shifted mouse cone CaV channel activation curves negative by about 6 mV, disinhibition consistent with the block of NHEs that had had an acidifying effect on the synaptic cleft (Figures 10A,B). The sign and magnitude of this effect are close to that seen in Figures 4, 5 where the GABAR antagonist TPMPA was used by itself. Figures 10C,D show that the addition of TPMPA (50 μM) to the cariporide treated slice produced no shift of the CaV channel activation curve. Nearly identical results were reported using another blocker of NHEs, amiloride (30 μM), suggesting that the inhibitory effects of GABARs on cone CaV channel activation is due to conditions that NHE activity produced (Grove et al., 2019).
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FIGURE 10. Alkalinization of the extracellular space produced by blocking Na+/H+ exchangers (NHEs), disinhibited cone CaV and occluded disinhibition by TPMPA. Recording of CaV currents in a mouse cone. (A) I–V relations show larger currents in the presence of cariporide (dashed line, open triangles) relative to control (solid line, filled circles). (B) The cone CaV activation curve shifts to a more negative potential following cariporide application (dashed line, open triangles). (C) In the same mouse cone bathed continuously with cariporide, I–V relations showed no effect of TPMPA on CaV current (dashed line, inverted triangles). (D) TPMPA failed to shift the CaV activation curve to more negative potentials (dashed line, inverted triangles).



Figure 1 confirms that cone CaV channels are inhibited under steady-state mesopic conditions due to elevated NHE activity. The Block of NHEs leads to alkalinization of cleft pH, altering CaV channel gating like GABAR block with picrotoxin and TPMPA, shown in Figures 4, 5. However, an earlier report showed that GABA increased rat photoreceptor CaV currents under bright light, conditions under which horizontal cell membrane potential would be very negative (Liu et al., 2016), suggesting that GABA may therefore have alkalinizing effects when horizontal cells are hyperpolarized.



GABARs AND THE HORIZONTAL CELL MEMBRANE POTENTIAL: INHIBITION WITH DEPOLARIZATION, DISINHIBITION WITH HYPERPOLARIZATION

The polarity of cone CaV channel modulation depends on the horizontal cell membrane potential.

Recordings of the modulation of CaV channels in cones from retinas adapted to mesopic illumination and maintained in low light conditions showed that horizontal cells were in a relatively depolarized state (Grove et al., 2019). This is a well-known consequence of the release of glutamate by photoreceptors in low light. Horizontal cells are depolarized by glutamate, which is released in a graded manner by photoreceptors maximally in darkness. Horizontal cells rest under this condition at membrane potentials as high as −30 mV. It is broadly appreciated that reducing glutamatergic transmission with intense illumination or with glutamate receptor antagonists, horizontal cells hyperpolarize to levels near −60 mV (Hirasawa and Kaneko, 2003). When they are depolarized, horizontal cells inhibit photoreceptor CaV channels, and when they are hyperpolarized, they produce disinhibition of those channels (Thoreson et al., 2008). During recordings from cones in low light conditions with mesopic adaptation, as seen in Figures 9, 11A,B, muscimol (100 μM) application produced inhibition, a 6 mV rightward shift of the CaV channel activation curve (Grove et al., 2019). When retinas were superfused with CNQX (50 μM), which shifted cone CaV activation leftward 6 mV by itself, the effect of added muscimol application produced an 11 mV leftward shift in the cone CaV channel activation midpoint, a strong disinhibitory influence on the cone (Figures 11C,D). This result, summarized in Figure 11E, confirms earlier reports that photoreceptor CaV channel activation depends directly on horizontal cell membrane potential (Hirasawa and Kaneko, 2003; Cadetti and Thoreson, 2006; Babai and Thoreson, 2009; Grove et al., 2019), and that GABAR-mediated cone inhibition and disinhibition are functions of the horizontal cell membrane potential (Liu et al., 2013). This implies that the sign of GABA’s tonic influence on feedback depends on the immediate (light-dependent) polarization of the horizontal cell membrane potential.
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FIGURE 11. The sign of GABA’s influence on feedback is dependent on the horizontal cell membrane potential. CaV currents in cones are inhibited or disinhibited by muscimol depending on whether CNQX is present to block glutamatergic input to horizontal cells. (A) I–V relations show smaller cone CaV currents during muscimol superfusion in the absence of CNQX, due to CaV channel activation curve shifting 7 mV positive (B) during muscimol application. (C) In the presence of CNQX, which hyperpolarizes cones, muscimol shifted activation curve V½ to a more negative voltage (D), leading to larger currents at all membrane potentials. (E) Changes to cone CaV channel activation curve midpoint caused by muscimol with or without the presence of CNQX show that the effect of muscimol depends on horizontal cell membrane potential as controlled by glutamate. Figure modified from Grove et al. (2019).



NHEs never mediate H+ influx (Löscher et al., 2013) and therefore do not account for alkalization of the synaptic cleft in a hyperpolarized horizontal cell treated with CNQX. The CaV current disinhibition in cones seen in CNQX is due to horizontal cell GABAR-mediated HCO3− efflux, which increases with horizontal cell hyperpolarization. GABAR activation with muscimol also failed to inhibit cone CaV channels in the presence of the NKCC1 blocker bumetanide and the NHE blockers amiloride and cariporide. These individual component effects support the conclusion that GABAR-mediated inhibition of cone CaV channels depends on horizontal cell depolarization and that this is outweighed by disinhibitory actions during hyperpolarization.



DISCUSSION AND CONCLUSIONS

This review integrates the guiding concepts about feedback that have emerged over the past half-century with findings from a recent report to describe a novel solution for how synaptic feedback occurs in mammalian retinas. To aid the comparison of this new GABA-pH hybrid model with earlier reports, Figure 12 summarizes the key membrane properties of photoreceptors and horizontal cells at the synaptic cleft that are central to the model. The central foundational tenet of the feedback mechanism is well-established in mammalian and non-mammalian vertebrates, namely, that horizontal cell depolarization inhibits photoreceptor voltage-gated CaV channels (Verweij et al., 1996). Two mechanisms for this channel modulation have been proposed, and both likely apply broadly, albeit with varying impacts upon the feedback process in different species. First, as described above, the electric feedback model (Byzov and Shura-Bura, 1986) and the hemichannel-mediated ephaptic coupling (Kamermans et al., 2001) posit that extracellular current flow into the synaptic invagination, terminating at the glutamate receptors and/or hemichannels at the tips of horizontal cell processes, changes the extracellular voltage, and this alters the photoreceptor CaV channel activation by changing the membrane electric field that governs channel gating. While compelling evidence for these actions comes from investigations in fish, none is available for connexion hemichannels at mammalian horizontal cell synaptic tips. Second, a host of reports show that feedback from horizontal cells is mediated by pH shifts within the synaptic cleft (Hirasawa and Kaneko, 2003; Vessey et al., 2005; Cadetti and Thoreson, 2006; Wang et al., 2014). Before this recent report (Grove et al., 2019), no convincing model of what drives the pH shifts as a function of horizontal cell membrane potential has emerged in mammals. The role of pannexin hemichannels in changing pHo has been supported in zebrafish and invokes the efflux of ATP from horizontal cells through hemichannels followed by hydrolytic generation of phosphates capable of buffering pH (Vroman et al., 2014). The presence of pannexins is supported in fish (Cenedese et al., 2017), but the evidence does not support their appropriate localization in mammalian horizontal cells (Kranz et al., 2013). Although not considered a component of inhibitory feedback, the effect on CaV channel activation of a sudden pH reduction in the synaptic cleft was described during fast depolarization-induced vesicle fusion in photoreceptors, where the acidic vesicle contents are released to produce rapid and transient inhibition of the CaV channels responsible for the vesicle fusion (DeVries, 2001). Such an action, essentially due to a quick infusion of a bolus of protons, is fundamentally different than the continuous flow of protons via NHEs, or the continuously modulated efflux of the buffer HCO3− described in this report.
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FIGURE 12. Membrane mechanisms identified in the GABA-pH hybrid model of feedback that have roles in modulating the pH of the mammalian photoreceptor synaptic cleft. Standing as the foundation of the feedback mechanism are voltage-gated CaV1.4 channels in photoreceptors that ultimately regulate glutamate release. Notwithstanding ephaptic-coupled voltage changes of the cleft, never identified in mammalian retinas, regulation of the CaV channels by surface charge screening due to cleft pH changes has proven to be a powerful modulator of glutamate release. Contributors to cleft pH implicated in the current review include: (1) tonic autaptic release and reception of GABA by horizontal cells (only mammalian horizontal cells appear to release GABA via a vesicular mechanism, but an alternate mechanism, reversed GABA uptake, operates in many vertebrates). (2) While GABA release is controlled by horizontal cell CaV channels, evidence indicates that significant GABA levels are tonically present in the cleft, under light and dark-adapted conditions, and only change via membrane potential on longer time scales. (3) Tonic activation of ρ subunit containing GABARs provides HCO3− efflux, whose amplitude is regulated by the driving force determined by the horizontal cell membrane potential, which is influenced strongly by photoreceptor glutamate release onto horizontal cell AMPARs, and the equilibrium potential for HCO3−. (4) HCO3− efflux and depolarization-modulated proton extrusion via NHEs compete to change cleft pH. These steps result in the regulation of cone glutamate release in a manner dependent on horizontal cell Vm and this underlies the surround inhibition and regulation of synaptic strength, the hallmarks of horizontal cell feedback to cones.



Another mechanism involving the efflux of a pH buffer from horizontal cells, the GABA-pH model reviewed here in the mammalian retina, is more complex and implicates GABA in mediating the pH shifts. GABA that activates Cl− and HCO3− permeable GABAR autoreceptors are released tonically (Gilbertson et al., 1991; Kamermans and Werblin, 1992; Feigenspan and Weiler, 2004; Liu et al., 2013). In keeping with the tenet of feedback, i.e., that it is driven by the membrane potential of the horizontal cell, hyperpolarization is responsible for the tonic GABAR-mediated HCO3− efflux that alkalinizes the synaptic cleft. It depends on the driving force on HCO3−, which is a function of the equilibrium potential for HCO3− (EHCO3−; typically in the range of −15 to −20 mV) and the membrane potential of horizontal cells. This means that cone CaV channel disinhibition is greatest in the most negative range of horizontal cell membrane potentials, such as during stimulation with bright light. In contrast, the −30 mV reversal potential of GABAR can add to depolarization of the cell in a manner that increases cleft acidification, which is amplified by the non-linear H+ efflux via NHEs responding to intracellular metabolically driven acidification.

The results reported in Grove et al. (2019) and reviewed here are consistent with some features of the alternative hypotheses already presented in the literature. Often this is the case due to identities, or similarities, in the step-wise mechanisms, in non-mammalian and mammalian retinas. For example, whereas vesicular GABA release and its autaptic reception by horizontal cells is a key event in the GABA-pH model reviewed here, in fish and non-mammalian vertebrate retinas, the vesicular release seems to be replaced by reversed GAT-mediated uptake (Marc et al., 1978; Schwartz, 2002), which mammalian horizontal cells lack (Blanks and Roffler-Tarlov, 1982; Pow et al., 1996). The HCO3− permeability of the GABARs should be biophysically conserved in all GABARs, requiring no species-specific claim. The pH-dependence of feedback is reported throughout studies in vertebrate retinas, and any change to the retinal environment that alters pH buffering or changes the pH is well-recognized as being capable of modulating the voltage-dependence of photoreceptor CaV channel activation. Hepes (and other pH buffers) block feedback in all models, suggesting a broadly consistent mechanism, albeit mediated by different mechanisms (pH buffering by HCO3− in mammals vs. ATP hydrolysis in fish), but given a cytoplasm-acidifying alibi in the case of hemichannel ephaptic feedback (Vroman et al., 2014). The model reported in Grove et al. (2019) might not extend to all non-mammalian vertebrate species as some horizontal cell subtypes do not stain for GABA.

Feedback is considered to consist of several components (Warren et al., 2016b; Cenedese et al., 2017) that would function over different timescales. Analysis of the data of Grove et al. (2019) suggest three components, the slowest being the “tonic” presence of GABA in the OPL, which is expected to change on a scale of 10–100 min as the presence of GABA persists in the OPL. This component blends into the temporal range of and may be considered a part of, broader mechanisms of light and dark adaptation. A second, slow component is the depolarization-induced metabolic acidification of the OPL, operating on a scale of 10–100 s; and the GABA-pH model has a third and very fast component that involves membrane potential driven HCO3− flux in GABAR channels, presumably in the millisecond range. Most of the experiments reviewed from Grove et al. (2019) studied feedback actions that involve all three components, with only the first and slowest generally held constant given the mesopic light-adapted conditions.

The speed of feedback is a very important issue and it has been argued effectively that there are fast and slow components in zebrafish. In zebrafish, the fast component is accounted for by the virtually instantaneous hemichannel-mediated ephaptic coupling, and the much slower component is caused by pannexin-mediated ATP release and resultant pH buffering action (Cenedese et al., 2017). In zebrafish, it has been suggested that GABA could also play a modulatory role in feedback, acting at the photoreceptor membrane, and switching feedback off during dark adaptation (Klaassen et al., 2011). Whereas the GABA-mediated modulation of feedback via cone GABARs is considered in zebrafish to be much slower than either of these (Klaassen et al., 2011), the GABA-pH model assigns GABA concentration as being essentially tonic, a condition that might be due to a low vesicular release rate (although still calcium-mediated) and the lack of uptake or degradation within the synaptic invagination (Grove et al., 2019). The existence of a constant HCO3− semi-permeable membrane allows the pH-influencing effect in the cleft to be the fast component of feedback in this model, albeit it is somewhat slower than the truly instantaneous ephaptic coupling. It may be under-appreciated that the GABA-pH hybrid model attributes the tonic presence of GABA in the outer retina, experimentally confirmed in many of the figures in this review, as a gate for the presence of feedback. Once given this tonic GABA presence, changes to cleft pH are temporally linked to the speed of membrane potential change, as changes in horizontal cell membrane potential immediately change the driving force on HCO3−, followed by ion flux but not channel gating.

Some features of the different models are less amenable to interspecies conservation, a good example being the requirement for hemichannels in ephaptic feedback and their absence in mammalian retinas, suggesting that there is not hemichannel mediated feedback in mammalian retinas. This does not exclude AMPARs playing the traditional electric feedback role (Byzov and Shura-Bura, 1986). However, Warren et al. (2016b) carefully determined the instrument delay-corrected feedback timescales in salamander retina, finding the fastest time constant of feedback to be 9–13 and 116–216 ms for the slower component. A ~10 ms time constant is much slower than what is expected for an instantaneous ephaptic voltage change, discounting the traditional electric feedback by AMPARs (Byzov and Shura-Bura, 1986; Kamermans et al., 2001), but not a fast ion diffusion model.


Dark-induced Acidification and Non-linear Proton Extrusion

The origin of dark-induced acidification in the OPL (Figure 2) lies with: (1) the sustained, depolarized state of photoreceptors, OFF-bipolar cells and horizontal cells in the dark; (2) their metabolic requirements to maintain ionic gradients under these conditions; and (3) the reactions by which mitochondria generate ATP. The metabolic demand arises principally from pumping ions by Na+/K+-ATPases, which utilize 1 ATP for every 3 Na+ pumped out in exchange for 2 K+ brought into the cell (Stahl, 1986), and to a lesser degree to cytosolic Ca+ extrusion by Ca2+-ATPases. The chemiosmotic theory holds that the synthesis of each ATP catalyzed by the H+-ATP synthase is coupled to the translocation of three to five protons depending on the type of synthase, from the internal mitochondrial compartment to the cytoplasm (Petersen et al., 2012) and, to maintain cytoplasmic pH, protons are extruded to the extracellular space principally via NHEs, producing extracellular acidification. When NHEs were blocked with cariporide or amiloride, inhibitory feedback was lost and there was no further regulation by TPMPA (Figure 10), providing evidence that NHE extrusion of protons into the extracellular space contributes significantly to extracellular acidification at the synaptic cleft (Warren et al., 2016a; Grove et al., 2019). This finding that horizontal cell GABAR-mediated cleft acidification is dependent on NHE proton extrusion supports a role for depolarization-mediated production and extrusion of protons in horizontal cell feedback. Although electroneutral, activation of the H+-extruder NHE is itself exponentially related to pHi (Aronson et al., 1982) and NHE increases outward proton flux steeply due to its sensitivity to intracellular calcium and pHi (Aronson et al., 1982; Madshus, 1988; Bertrand et al., 1994; Ma and Haddad, 1997; Koster et al., 2011). This causes perisynaptic NHE H+ efflux to increase exponentially with horizontal cell depolarization.

It is likely that, in low low-light conditions, depolarized photoreceptors, OFF bipolar cells, and horizontal cells contribute to this tonic acidifying influence that inhibits photoreceptor CaV channels. Since the role of the horizontal cell is to modulate photoreceptor output, horizontal cells limit this acidification by also introducing a pH buffer to the cleft pH as a function of their membrane potential. Cleft pH can rapidly increase during horizontal cell hyperpolarization due to voltage-driven efflux of HCO3− via tonically active GABARs.



GABA Was Previously and Erroneously Rejected as the Feedback Transmitter

Voltage clamp recordings of inward current induced by “pure” surround illumination upon the already standing spot response in mammals (Verweij et al., 2003) presents an outstanding example of the unintuitive nature of the actions underlying the GABA-pH hybrid model. In these experiments, a cone was stimulated with a small spot of light but was voltage-clamped at −40 mV, well within the activation range of cone Cav, allowing glutamate release. The horizontal cell synaptic tips responding to the glutamate would be depolarized in these experiments. According to the GABA-pH hybrid model, GABA should decrease pHo under these conditions. This is indeed what was found to occur; superfusion of GABA decreased feedback, while picrotoxin increased it. Surround-evoked inward currents persisted in picrotoxin and GABA, albeit with magnitudes that follow the shifted Cav activation curves shown here in cones voltage-clamped at −40 mV, and treated with picrotoxin and muscimol. Verweij et al.’s (2003) results do rule out a role for GABA if interpreted in the context that the GABARs would be on cones, not horizontal cells. The direct action of GABARs at the cone would have led to a block of surround-induced inward current changes when they applied either picrotoxin or GABA. Instead, the result presented is consistent with the autaptic GABA-pH feedback mechanism. Such an action is not predicted by any other of the existing models proposed for feedback and appears to reflect the full extent of the actions of feedback from horizontal cells to voltage-clamped cones, underscoring the differences seen in non-mammalian vertebrates, where cones express GABARs (Wu, 1991; Endeman et al., 2012).

The inconsistent effects of picrotoxin on horizontal cell feedback have been an additional confound in some earlier feedback models testing GABA as a potential transmitter. Studies that failed to find an effect with picrotoxin may have suffered from a late-emerging oversight. Due to the addition of a methionine residue in some species’ ρ2 subunits, their GABARs may be less sensitive to picrotoxin block (Zhang et al., 1995; Greka et al., 1998). The observation of GABAergic effects at relatively high concentrations of picrotoxin compared against those using standard concentrations of the selective ρ-subunit-containing GABAR antagonist TPMPA (50 μM), alongside mouse ρ2 GABAR immunostaining (Grove et al., 2019), suggest that studies testing the effects of picrotoxin using low concentrations could be compromised.



GABA and pH Linked Actions Throughout the Brain

Changes in extracellular acidity in response to GABAergic activity have been described throughout the brain (Chesler, 2003; Farrant and Kaila, 2007; Ruusuvuori and Kaila, 2014). These are fundamentally similar to the GABA- and pH-mediated signaling in horizontal cell feedback but differ in detail. Most are mechanisms that share pH changing properties that affect synaptic acidification at GABA and glycinergic synapses elsewhere in the brain. In comparison, the GABA and pH-mediated effects in the horizontal cell to photoreceptor feedback represent a new form of synaptic inhibition in a graded potential network, and related pH-mediated modulations of synaptic interactions have been described in the CNS in action potential-dependent neurotransmission (Chesler, 2003; Farrant and Kaila, 2007; Ruusuvuori and Kaila, 2014).

In the olfactory bulb, signal processing requirements differ greatly from those in the eye. Synapses formed by olfactory receptors with periglomerular interneurons utilize GABAergic presynaptic feedback to modulate presynaptic Ca channels, albeit in a different manner than at photoreceptor synapses (McGann, 2013). This presynaptic inhibition has several roles, including the regulation of synaptic gain, and the generation of odorant filters that could sharpen olfactory discrimination. In the retina, inhibitory feedback to photoreceptors by horizontal cells functions to sharpen special contrast differences and to tune the response frequencies sensed by downstream retinal neurons, in a manner that sharpens temporal sensitivity.

The mechanisms reviewed here presented as changes to voltage-clamped CaV currents in cones and probed via the net effects of pharmacological manipulations, provide insight into steady-state levels of feedback. While all interventions that modulate the activation of the CaV current are not necessarily related to feedback from horizontal cells to photoreceptors, the dissection of steady-state conditions that effect feedback clarify in a stepwise manner the pathway that accounts for feedback. To fully appreciate this synaptic mechanism, all of these aspects should be considered simultaneously. A greater understanding of this novel feedback mechanism will be achieved with further testing using non-steady-state light conditions.
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Vision, hearing, smell, taste, and touch are the tools used to perceive and navigate the world. They enable us to obtain essential resources such as food and highly desired resources such as mates. Thanks to the investments in biomedical research the molecular unpinning’s of human sensation are rivaled only by our knowledge of sensation in the laboratory mouse. Humans rely heavily on vision whereas mice use smell as their dominant sense. Both modalities have many features in common, starting with signal detection by highly specialized primary sensory neurons—rod and cone photoreceptors (PR) for vision, and olfactory sensory neurons (OSN) for the smell. In this chapter, we provide an overview of how these two types of primary sensory neurons operate while highlighting the similarities and distinctions.
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INTRODUCTION

The sensory neurons that initiate olfaction and vision are olfactory sensory neurons (OSN), also referred to as olfactory receptor neurons (ORN), and photoreceptors (PR). Both OSN and PR respond to stimuli using a biochemical signal transduction cascade to trigger changes in membrane potential that alters synaptic transmission. In the absence of an odorant, OSN is basally polarized and when an odorant binds, the OSN depolarize. This results in the generation of an action potential and the release of neurotransmitters. PR have an inverted response. In the absence of light, PR are basally depolarized and hyperpolarize in response to photon absorption. This does not result in an action potential. Instead, graded changes in membrane potential result in graded changes in the amount of neurotransmitter released. Despite the differences in how OSN and PR function there are many similarities in the mechanisms of signaling. Here, we compare these mechanisms as we describe the flow of information from stimulus detection to synaptic transmission in both OSN and PR.



ANATOMY OF THE SENSORY TISSUES


Olfactory Epithelium

Primary sensory neurons receive external cues that are relayed to higher cortical centers. These neurons must be exposed to the environment yet protected from damage. OSN are bipolar neurons surrounded by basal and support cells, that together make up the olfactory epithelium (OE) lining the roof of the nasal cavity (Figure 1A; Morrison and Costanzo, 1990). The OE is a component of the peripheral nervous system and is protected by its location deep within the nasal cavity and by a coating of mucus (Whitlock, 2004). The apical, or dendritic, compartment of OSN ends with a dendritic knob from which approximately 5–20 long cilia extend into the mucosal coating to sample inhaled odorants (Menco, 1980b). The basal compartment of OSN narrows to a long, unmyelinated axon that exits the OE to synapse in the olfactory bulb (OB). The OE and bulb are separated from each other by the ethmoid bone. The ethmoid bone has a specialized zone of small openings, the foramina in the cribriform plate (CP), that allow the OSN axons passage to the interior of the skull (Choi and Goldstein, 2018; Norwood et al., 2019). OSNs are genetically encoded to respond to specific odorants based on the single odorant receptor (OR) they express, the axons of OSN expressing the same OR converge on one to two glomeruli and synapse with mitral and tufted cells within the outer nuclear layer (ONL) of the OB (Buck and Axel, 1991; Ressler et al., 1993; Vassar et al., 1993; Mombaerts et al., 1996). The information then flows through the OB directly to the olfactory cortex (Firestein, 2001; Su et al., 2009).


[image: image]

FIGURE 1. Anatomy of olfactory sensory neurons (OSN) and photoreceptors (PR). (A) OSN are defined by the expression of a unique odorant receptor, OSN expressing the same receptor (red, green, blue, or orange) are dispersed throughout the olfactory epithelium (OE) but the axons of these OSN converge to synapse in the same glomeruli of the olfactory bulb (OB). The major compartments of OSN are the cilia for signal detection which extends from an apical dendritic knob, a bipolar cell body for housekeeping functions and housing the genome, and an axon that traverses the cribriform plate (CP) to synapse in the OB. The cell bodies and dendrites of OSN are surrounded by support cells (brown). Basal cells (gray) are stem cells that generate the immature OSN (pale red, green, blue, or orange). (B) PR consist of rods for dim light vision (gray) and cones for bright light and color vision (red, green and blue). The major compartments of PRs are organized into four layers—outer segments (OS) for signal detection, inner segments (IS) for housekeeping functions, the nucleus in the outer nuclear layer (ONL) for housing the genome, and the synaptic terminal in the outer plexiform layer (OPL). PR are supported by retinal pigment epithelial (RPE) cells (black) and by Muller Glia (brown).



OSN are surrounded by support cells, also known as sustentacular cells. The support cells span the OE with a narrow basal extension and a broad apical surface from which microvilli protrude into the epithelial mucosa (Cuschieri and Bannister, 1975a, b; Firestein, 2001). Mature OSN dendrites appear to be fully enveloped by a single support cell while immature neurons extend dendrites between support cells (Nomura et al., 2004; Liang, 2018). The function of this envelopment remains unknown but the similarities between support cells and the myelinating Schwann cells and oligodendrocytes raises the possibility that these cells function as a “pseudo-myelin sheath” around the OSN dendrite (Liang, 2020). Support cells further assist the OSN with functions typically assigned to glia such as regulation of ion homeostasis and metabolic coupling that provides the glucose needed to power odorant detection in the OSN cilia (Suzuki et al., 1996; Menco et al., 1998; Hegg et al., 2009; Tang et al., 2009; Nunez-Parra et al., 2011; Villar et al., 2017). Despite these glial functions, supporting cells also act as epithelial cells and create a barrier from the external environment. Toxic compounds such as those found in smoke or environmental pollutants are constantly being inhaled. Support cells limit the potential damage to OSN from such compounds in two ways. Diffusion of potentially toxic xenobiotics into the OE is limited by an apical junctional belt formed from the tight junctions and adherens junctions between adjacent support cells (Menco, 1980a; Steinke et al., 2008). Toxic xenobiotics that do get absorbed can be metabolized to reduce harm support cells express higher levels of the cytochrome P450 “detox” enzymes than even the liver (Sarkar, 1992; Getchell et al., 1993; Kern and Pitovski, 1997; Carr et al., 2001).

The third major cell type found in the OE is the basal cells which are stem cells. There are two classes of basal cells: the actively cycling globose basal cells which are the primary regenerative source for the OSN and the quiescent horizontal basal cells which function in renewal for both the OSN and support cells following a substantial injury to the OE (Schwob et al., 2017).

OSN axons leave the OE but still receive support from an adjacent cell. Ensheathing cells surround OSN axon bundles but do not form myelin sheets. Instead, they provide glial support (Ramón-Cueto and Avila, 1998). These cells perform immune functions and help prevent microbial infiltration from the exposed OE from reaching the central nervous system (Leung et al., 2008; Harris et al., 2009). Ensheathing cells also function in OSN renewal, phagocytosing debris from spent OSN, and providing axonal guidance to newly developing OSNs (Doucette, 1990; Su et al., 2013).



Retina

PR are entirely contained within the retina, the sensory epithelium lining the interior back of the eyeball. Unlike the OE, the retina develops from an outpouching of the forebrain making it a component of the central nervous system (London et al., 2013). The retina is protected by enclosure in the eyeball, and yet, efficiently samples light due to the focus provided by the transparent cornea and lens. The cellular organization of the retina is more complex than the OE. Information flows from PR through two major classes of neurons, bipolar then ganglion cells with lateral signal modulation provided by horizontal and amacrine cells. The ganglion cells are the first action potential firing neuron in this flow of information and their axons bundle together to leave the eyeball as the optic nerve. The optic nerve relays information primarily through the lateral geniculate nucleus of the thalamus to the visual cortex (Masland, 2001; Erskine and Herrera, 2014). There are additional pathways that transmit signals from the retina. These pathways generally route non-image-forming information through the retinohypothalamic tract to communicate to nuclei that control pupil constriction and set the master circadian clock (Foster and Hankins, 2002; Canteras et al., 2011; Szabadi, 2018). Given the complex circuitry of the retina and the amount of signal processing that occurs before information leaves the eyeball it is more accurate to think of the retina (without the PR) as analogous to the OB rather than the OE. Regardless, the similarities in structure, function, and support network for OSN and PR are remarkable.

Like OSN, PR are compartmentalized neurons. Rods are used for vision under dim light and cones are used for vision under bright light as well as providing color vision. Both rods and cones are organized as a linear array of four major compartments: outer segments (OS), inner segments (IS), nucleus, and synaptic terminal (Figure 1B). The OS are the apical-most compartment and are comprised of highly ordered stacks of membranes that are the photosensitive part of the neuron. These membranes house the machinery used to absorb photons and elicit a change in membrane potential. The IS is the cell body and houses organelles required for basic life such as mitochondria, ribosomes, ER, Golgi, endosomes, lysosomes, and proteasomes. This compartment also houses ion transporters and channels integral to setting and maintaining membrane potential. PR nuclei are found in the ONL of the retina (Baker and Kerov, 2013). The nuclei are the widest part of PR and the soma surrounding each nucleus is compressed into thin processes extending both apically and basally for variable distances. This allows for the high packing density of PR and generates the illusion of columns of multiple nuclei when in fact there is just one nucleus per PR with the cell body pushed into the anatomically distinct IS. Rod nuclei, but not cone nuclei, are further distinguished by an inverted arrangement of chromatin such that the dense heterochromatin is concentrated in the center of the nucleus instead of being dispersed in clumps around the periphery. This arrangement is speculated to add to the light-guiding properties of the retina (Solovei et al., 2009; Kreysing et al., 2010). The thin process of soma extending basally from the nucleus serves as the axon but there is no distinct boundary between the end of the IS/soma and the beginning of the axon. The synaptic terminals of rods and cones are housed in the outer plexiform layer (OPL) where they form synapses with horizontal cell processes and bipolar cells dendrites (Lamb, 2013). The rod synaptic terminals are spherical with a single invaginating ribbon synapse while cone synaptic terminals are long and flat, contain tens of invaginating ribbon synapses, and are found in the basal portion of the OPL (Blanks et al., 1974; Okada et al., 1994). The unique structure and function of ribbon vs. conventional synapses will be discussed in a subsequent section.

PR are supported by Muller glial cells and retinal pigment epithelial (RPE) cells. The Muller glia are similar to radial glia. They extend throughout the entire span of the retina and function in multiple ways to support the development, function, and health of the retina. In the region surrounding PR, the Muller glia have numerous short extensions that surround the synapses in the OPL to buffer ion fluxes and clear excess neurotransmitter. The Muller glia also sends extensions into the ONL to provide structural support (Bringmann et al., 2006; Reichenbach and Bringmann, 2013; Wang et al., 2017). Muller glia form adherens junctions with PR demarking the junction between outer nuclear and IS layers (Bunt-Milam et al., 1985; Williams et al., 1990). These junctions and the band of actin filaments running between them form a readily visible line in histological preparations of the retina and historically were given the misnomer of the outer limiting membrane (Williams et al., 1990; Omri et al., 2010). Muller glia extend microvilli past this junctional belt. The proximity of PR and Muller glia throughout the outer nuclear and basal IS layers likely facilitates homeostatic control of ion and nutrient fluxes as well as the glucose-lactate shuttle that fuels the high metabolic demands of PR (Bringmann et al., 2006; Reichenbach and Bringmann, 2013).

Unlike Muller glia, RPE cells are not part of the neural retina but they are intimately associated with PR as they send microvilli from their apical surface into the subretinal space to ensheath PR OS. The RPE provide many essential support functions for PR (Boulton and Dayhaw-Barker, 2001; Strauss, 2005). These include forming the outer blood-retina barrier for protection and filtering nutrients from the vasculature to PR. The RPE also plays a key role in the regeneration of chromophore and renewal of PR OS and these processes will be discussed in more detail in subsequent sections.




SIGNALING THE PRESENCE OF ODORANTS OR LIGHT

Unlike classical neurons that receive inputs from numerous synapses housed in branching dendrites, OSN and PR collect sensory information using modified primary cilia at their apical ends that house the signal transduction machinery for odorant or light detection. Cilia are antenna-like organelles protruding from the cell surface. The simplest type of cilium is a primary cilium which is composed of a microtubule-based axoneme ensheathed by the plasma membrane. They are typically very thin and short (0.2–0.3 μm in diameter and 2–6 μm in length; Satir et al., 2010; Yoon et al., 2019). Individual, non-motile, primary cilia are found on many different cell types, including neurons. Cilia provide a platform for signaling. By protruding from the cell, they allow ready sampling of the local environment and the small diameter of these organelles provides a high surface to the cytoplasmic ratio that allows for a high concentration of receptors and associated signaling molecules. Cilia can house different receptors depending on the cell type and therefore are integral to many cellular signaling pathways in a tissue-type dependent manner. Examples of ciliary-based signaling include pathways regulating development (sonic hedgehog), tissue homeostasis (TGFβ signaling), and neuromodulation (dopamine receptors; Mykytyn and Askwith, 2017; Anvarian et al., 2019).

In the case of sensory perception, the demand for sensitivity is high and this need is met in part by modifications to primary cilia that allow for greater surface area hence more receptors. OSN are modified to grow numerous long cilia; they are not motile but can move with the fluid flow of the nasal mucosa to sample odorants entering the nose. PR are modified such that the ciliary membrane is greatly expanded and folds in and out to form the discs of the OS. In cones, the discs remain continuous with the OS plasma membrane but in rods, the discs are enclosed and separate from the OS plasma membrane. Ciliopathies are multi-syndromic disorders arising from disruptions to the structure or function of primary or modified cilia and consequently, patients often present with loss of smell and blindness among other challenges (McIntyre et al., 2013).

OSN cilia and PR OS each house the biochemical signaling components that convert odorant or photon detection to a change in the resting membrane potential of the neuron. The biochemical signaling cascade in both sensory neurons has many similarities. Both initiate with a G-protein coupled receptor and make use of cyclic nucleotides (cAMP or cGMP) as second messengers to regulate the opening of cyclic-nucleotide gated channels (CNG). However, the response to odorants requires activation of an additional ion channel to generate the electrical response.


GPCR Signaling in Olfactory Sensory Neurons

GPCRs are characterized by their serpentine structure consisting of an extracellular N-terminus, seven transmembrane domains, and a cytoplasmic C-terminus (Rosenbaum et al., 2009). The subfamily of GPCRs that responds to odorants is collectively known as OR (Buck and Axel, 1991). The odorants that serve as ligands for these receptors are small volatile, mostly hydrophobic, molecules that are inhaled through the nasal passages and diffuse through the olfactory mucosa to reach the OSN cilia. Due to their hydrophobicity, odorants are poorly soluble in the aqueous olfactory mucosa and secreted odorant-binding proteins are thought to serve as carrier molecules to allow odorants to more efficiently reach the OR (Heydel et al., 2013).

ORs make up the largest subfamily of GPCRs; there are 339 functional OR in the human genome and 913 OR in the mouse genome (Godfrey et al., 2004; Malnic et al., 2004). ORs share sequence similarity ranging from 40 to 90% with regions in the third, fourth, and fifth transmembrane domains showing hypervariability (Pilpel and Lancet, 1999; Firestein, 2001). The hypervariable regions are thought to encompass the odorant-binding pocket with the variability providing the molecular basis for the diverse array of odorants that can be recognized by this subfamily. Individual OR are not selective for just one ligand, instead, they can be activated by multiple odorants; a particular OR may be broadly selective and able to be activated by a large number of diverse odorants or they may be more selective with an affinity for a smaller group of odorants with similar chemical signatures (Firestein, 2001; Araneda et al., 2004). While there is no “rose” or “skunk” OR, each OR does have a complex odorant response profile that makes the olfactory system exquisitely sensitive. A study using mixtures of 128 odorants calculated that humans could discriminate at least one trillion distinct odor profiles (Bushdid et al., 2014).

Ligand-activated GPCRs function as guanine nucleotide exchange factors for the cognate heterotrimeric G-protein. Exchange of guanosine diphosphate (GDP) for guanosine triphosphate (GTP) in the alpha subunit of the G-protein causes dissociation of the α subunit from the obligate βγ dimer, either of which may go on to regulate downstream effectors (McCudden et al., 2005). In both the olfactory and visual systems, the α subunit is the primary signal transducer. There are four major subclasses of heterotrimeric G-proteins: Gi/o, Gs, Gq, and G12 (Wettschureck and Offermanns, 2005; Melien, 2007). OR signal through Golf, a member of the Gs or stimulatory subclass of G-proteins (Jones and Reed, 1989).

Following odorant-binding and nucleotide exchange, the GTP-bound Gαolf is free to diffuse laterally along the ciliary membrane to allosterically activate type 3 adenylate cyclase (AC3; Figure 2; Jones and Reed, 1989; Bakalyar and Reed, 1990). Active AC3 generates a high local concentration of cAMP that favors the cAMP-bound, open conformation of the nearby CNG channel which conducts an inward Na+-Ca2+ current. This inward current is necessary, but only makes a minor contribution to depolarization of the membrane (Kleene, 1993). The added activity of a calcium-activated chloride channel, TMEM16B (also known as anoctamin 2), is required to drive membrane depolarization to the range needed for the generation of an action potential (Kleene, 1993; Stephan et al., 2009). The Ca2+ that activates TMEM16B enters the cilia via the open CNG channels and the high intracellular concentration of Cl− needed to generate the depolarizing current is maintained by the activity of a Na+-K+-2Cl− cotransporter (NKCC1; Reisert et al., 2005).
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FIGURE 2. Odorant transduction. (Top) In the absence of odorant, odorant receptors (OR; pink), are associated with the GDP bound heterotrimeric Gαolf (orange, mauve). Adenylate cyclase 3 (AC3; blue) is inactive. cyclic nucleotide gated (CNG; green) and transmembrane protein 16B (TMEM16B; dark green) channels are closed. (Middle) Activation of the cascade begins when odorant binding to an OR activates Gαolf and the GTP bound alpha subunit dissociates to activate AC3. The increase in cyclic adenosine monophosphate (cAMP) concentration opens CNG channels and the resulting influx of calcium opens TMEM16B channels. The cascade is inactivated when Ca2+-calmodulin (CaM; brown) directly inhibits CNG channels and indirectly inhibits AC3 via calmodulin-dependent kinase II (CamKII; light brown) phosphorylation. AC3 is further inhibited by regulator of G-protein signaling 2 (RGS2; reddish-brown). The OR is phosphorylated by protein kinase A (PKA) and GPCR kinase (GRK; light gray) allowing arrestin (gray) binding which inactivates the receptor.



Inactivation of this signaling cascade occurs via multiple integrated mechanisms. Consider the activation cascade in reverse, inactivation of TMEM16B will occur when intraciliary Ca2+ levels drop. The source of that Ca2+ is the open CNG channel. To inactivate the CNG channel, Ca2+ mediated feedback is employed. Ca2+-bound calmodulin (CaM) can bind to CNG which reduces the channel affinity for cAMP so that even in the presence of cAMP the channel open probability is reduced (Liu et al., 1994). Full inactivation of CNG requires degradation of cAMP, which is accomplished when Ca2+-CaM activates the cAMP to AMP conversion activity of phosphodiesterase 1C (Borisy et al., 1992). To keep cAMP levels low AC3 must be inactivated.

AC3 inactivation is the result of the convergence of several signals, inhibitory phosphorylation by CaM-stimulated CaMKII, and an atypical role for an RGS protein (Wei et al., 1998; Sinnarajah et al., 2001). RGS proteins typically function to accelerate the intrinsic GTPase activity of G alpha subunits in the Gi/o subfamily. But in the olfactory cilia, RGS2 acts to inhibit the activity of AC3 (Sinnarajah et al., 2001). Finally, Gαolf will hydrolyze GTP, converting it to the inactive GDP bound state which can re-associate with Gβγ.

The final major component of the signal transduction pathway that must be inactivated is the OR. This occurs when the receptor is phosphorylated. There are two kinases involved in this step, G-protein coupled receptor kinase 3 (GRK3) and protein kinase A (PKA; Dawson et al., 1993; Peppel et al., 1997; Mashukova et al., 2006). PKA is activated by the increased intracellular cAMP levels generated by AC3 and GRK3 is recruited by the Gβγ dimer liberated from Gαolf in response to the initial activation of the OR. Phosphorylation of the OR creates a binding site for β-arrestin-2 (Dawson et al., 1993; Boekhoff et al., 1994; Mashukova et al., 2006). This blocks the ability of the OR to activate additional Golf and more dramatically, can trigger internalization of the receptor from the ciliary membrane and translocation to the cell body. To enhance ligand removal, they can be bound by odorant-binding proteins for uptake into the support cells (Strotmann and Breer, 2011). In summary, olfactory signal transduction follows the standard layout of any GPCR signaling pathway with activation occurring via a relatively simple linear flow of events and the equally important inactivation steps occurring via multiple mechanisms that include a role for Ca2+ feedback at each step.



GPCR Signaling in Photoreceptors

OSN are defined by the specific OR expressed in the cilia and a similar definition can be made for PR by considering the GPCR expressed in the OS. Rods use rhodopsin, the apo form is referred to as opsin while “rhodopsin” specifically refers to the halo form with the ligand-binding pocket occupied by the obligate co-factor, 11-cis retinal, a derivative of vitamin A (Saari, 2016). Rhodopsin is most sensitive to green light with an absorption maximum at 500 nm (Hubbard, 1969). Despite this sensitivity to green light, information from rods is not used to compute color information. Color vision is derived from information received from cone PR, and the number of cone types expressing spectrally tuned opsins defines the range of hues that can be perceived. Most mammals are dichromats, meaning the retina of these animals has two types of cones. These are usually a UV-blue sensitive cone expressing a short-wavelength opsin (OPN1SW) tuned to the light of 410–435 nm (Hunt et al., 2001), and a green-red sensitive cone expressing a medium to long-wavelength opsin (OPN1MW or OPN1LW) tuned to the light of 500–570 nm (Mollon, 1999; Yokoyama et al., 2008; Shichida and Matsuyama, 2009). Dichromats can distinguish many different hues of blue-gray-yellow (Roth et al., 2007; Pridmore, 2014). Trichromats, which for mammals are limited to humans and a few other old-world primate species, have three cone types. These include a blue-sensitive cone expressing OPN1SW, a green-sensitive cone expressing OPN1MW, and a red-sensitive cone expressing OPN1LW (Nathans et al., 1986; Mollon, 1999; Solomon and Lennie, 2007). The addition of this one cone greatly expands the range of color vision such that humans can distinguish about 2.3 million hues (Linhares et al., 2008). Red-green color blindness is a common disorder inherited in an x-linked recessive pattern that affects about 8% of Northern European-descended men (Deeb, 2005). It is more appropriate to call such individuals color-deficient since they do not lose all color vision. Instead, they see the world in the same way as other dichromatic mammals.

The phototransduction cascade from activation of GPCR to altered membrane potential is conceptually similar to the odorant-transduction pathway in OSN but distinct with the major changes being the use of an inhibitory instead of a stimulatory class of G-protein, a different effector enzyme, the lack of a calcium-activated chloride channel, and the ultimate effect of closing rather than opening a CNG channel (Figure 3). For the sake of simplicity, we will not continue to distinguish between the different isoforms of the proteins involved in rod vs. cone phototransduction. When PR are in the dark-adapted resting state, cGMP levels are high due to the activity of a membrane-bound guanylate cyclase which generates cGMP and the low basal activity of the countering enzyme phosphodiesterase 6 (PDE6) that degrades cGMP to GMP. PDE activity is low due to autoinhibition by the gamma subunit of the enzyme (PDEγ). cGMP is an activator of the nearby CNG channels found at the edge of cone discs or in the plasma membrane surrounding rod discs. The inward Na+/Ca2+ current or “dark current” carried by CNG is what keeps PR depolarized at rest (Arshavsky et al., 2002; Arshavsky and Burns, 2012; Michalakis et al., 2018). This is opposite to the resting state in OSN where CNG channels are closed.
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FIGURE 3. Phototransduction. (Top) In the absence of light, inactive, 11-cis retinal bound, rhodopsin (pink) is associated with the GDP bound heterotrimeric GαT (orange, mauve). Phosphodiesterase 6 (PDE6; blue) is basally autoinhibited. Guanylate cyclase (not shown) generates cyclic guanosine monophosphate (cGMP) that keeps CNG channels (green) open. (Middle) Activation of the cascade begins when photon absorption isomerizes 11-cis-retinal to the all-trans conformation. The activated rhodopsin activates GαT; the GTP bound alpha subunit dissociates to bind PDEγ thus removing the autoinhibition of PDE6. The decrease in cGMP concentration closes CNG channels. (Bottom) The cascade is inactivated when the GTPase Activating Complex consisting of R9AP (brown), Gβ5 (light brown), and RGS9 (reddish-brown) activates GTP hydrolysis on GαT. Rhodopsin is phosphorylated by GRK (light gray) allowing arrestin (gray) binding which inactivates the receptor.



Activation of the phototransduction cascade occurs when photon absorption causes isomerization of the rhodopsin-bound chromophore, from 11-cis retinal to all-trans-retinal. This forces rhodopsin into the activated conformation. Activated rhodopsin transduces the signal by exchanging GDP for GTP in the alpha subunit of transducin or GT which belongs to the Gi/o subclass of heterotrimeric G-proteins. The GTP-bound GαT dissociates from Gβγ, diffuses along the disc membrane, and binds the gamma subunit of the effector enzyme, PDE6. Association with GαT relieves inhibition of PDE which can then catalyze the degradation of cGMP to GMP (Arshavsky and Burns, 2014). Decreased cGMP concentrations lead to the closure of CNG channels, inactivating the dark current and driving the cell to hyperpolarize (Arshavsky et al., 2002; Arshavsky and Burns, 2012).

Inactivation of the phototransduction cascade requires inactivating each component like what occurs in OSN. To reopen the CNG channels cGMP levels must increase thus PDE activity must be inhibited. This is accomplished by inactivating transducin so that PDEγ can be released. Inactivating GαT is the rate-limiting step of inactivation and is accomplished by a GTPase accelerating complex composed of RGS9, Gβ5, and R9AP (Krispel et al., 2006; Arshavsky and Wensel, 2013). RGS9 enhances the GTPase activity of GαT and the Gβ5-R9AP subunits serve to regulate the stability, targeting, and membrane localization of RGS9 (Arshavsky and Wensel, 2013). Once GTP is hydrolyzed to GDP, GαT can re-associate with Gβγ.

Ultimately the GPCR must be inactivated and that process for rhodopsin is similar to that for the ORs. Rhodopsin is targeted by G-protein coupled receptor kinase (GRK1, also called rhodopsin kinase) which phosphorylates the cytoplasmic C-terminal tail of rhodopsin to create a binding site for arrestin. This blocks the ability of rhodopsin to activate additional GT but it does not trigger internalization as is seen with ORs—rhodopsin remains in the disc membranes of the OS (Burns and Arshavsky, 2005; Arshavsky and Burns, 2012).

A major difference between the inactivation of OR and rhodopsin is that odorants reversibly bind to OR and release as concentrations drop while the chromophore for rhodopsin must be regenerated into the 11-cis isomer to absorb another photon. The regeneration of chromophore is a multi-enzymatic pathway called the visual cycle. Some steps of the visual cycle occur in PR OS but the key step of isomerizing the bond at the 11th carbon of retinal from the trans to cis confirmation is carried out by an isomerase found in the adjacent RPE cells. Interestingly, there is a secondary visual cycle thought to primarily serve cones where the key isomerase is found in the other major support cell for PR, the Muller Glia (Tsin et al., 2018).

As with odorant signaling, calcium feedback is also involved in inactivating the phototransduction cascade. Ca2+ influx through CNG channels is countered by Ca2+ extrusion through the coupled K+-Na+/Ca2+ ion exchanger (NCKX) which continues after CNG channels close. This results in a light-induced drop in intracellular Ca2+ concentration. Intracellular Ca2+ levels regulate phototransduction at two steps through two different Ca2+ binding proteins: recoverin and guanylate cyclase-activating protein (GCAP). Recoverin in the Ca2+ bound state inhibits GRK1, but when the calcium levels drop this inhibition is released and GRK1 phosphorylates rhodopsin to inhibit further signaling. GCAP is also inhibited when bound to Ca2+, but as active phototransduction results in decreased Ca2+ levels, free GCAP activates guanylate cyclase (GC; Burns and Arshavsky, 2005; Arshavsky and Burns, 2012). GC produces cGMP which can bind to CNG channels and reestablish the dark current.



Sensory Adaptation

The ability of the olfactory and visual systems to undergo sensory adaption—the reduction of sensory sensitivity with continued stimulation—is striking. We experience this adaption daily as we go “nose-blind” to powerful odors such as our perfume or air fresheners and have to wait for our “eyes to adjust” to sudden changes in brightness such as encountered when walking out of a dim lecture hall into a brightly lit lobby. Sensory adaptation is a complex process involving changes at multiple levels of circuitry and the level of stimulus detection by the primary sensory neurons (Demb, 2008; Pellegrino et al., 2017). The chief mechanism of adaptation in both OSN and PR is feedback inhibition of the ciliary signaling cascades.

Feedback inhibition of the odorant transduction cascade employs the tools of inactivation so that the response becomes reduced with prolonged stimulation. In response to odorants, calcium entering the cilia through open CNG channels is bound by calmodulin which is a central coordinator of feedback inhibition. Ca2+-calmodulin activates phosphodiesterase 1C which degrades cAMP while signaling through CaMKII to inhibit AC3 thus preventing synthesis of new cAMP molecules (Borisy et al., 1992; Yan et al., 1995; Wei et al., 1998; Cygnar and Zhao, 2009). In addition to modulating the intra-ciliary levels of cAMP, Ca2+-calmodulin directly desensitizes CNG channels so that more cAMP is required to open the channels and it is thought that this is the primary mechanism of adaptation (Chen and Yau, 1994; Kurahashi and Menini, 1997). A second, dramatic way to reduce the response to any given combination of odorants is to remove the receptors from the ciliary membrane. This is accomplished when phosphorylation of the OR creates a binding site for β-arrestin-2. This triggers clathrin-mediated internalization of the receptor from the ciliary membrane into endosomes residing in the cell body (Mashukova et al., 2006). By reducing the available receptor as well as dampening its ability to transduce an effect, the signal generated by continued odorant exposure is reduced.

The ability to desensitize the response to odorant has two very practical outcomes. It allows other OSN to respond to a changing odorant landscape as newly introduced odors will elicit relatively stronger signals. This means that instead of being limited to responding to one strong odorant, a complex odorant profile can be detected which provides a deeper, more accurate perception of the environment. Second, it is essential to desensitize the response to very noxious odorants. Afterall, a common response to walking into a space that smells horrible is to hold our breath. That is not a sustainable solution.

Adaptation to prolonged light is fundamentally different from adaptation to prolonged odorants even though similar mechanisms are employed. Adaptation involves reducing PR sensitivity to prevent saturation and increases temporal resolution. Rods are so sensitive they can report the presence of a signal photon and become saturated in medium light intensity environments. Cones are less sensitive and can adapt so that they essentially do not saturate. The combination of these two systems creates a dynamic range covering ~11 orders of magnitude (Pugh et al., 1999; Govardovskii et al., 2000; Arshavsky and Burns, 2012).

It can be tempting to assume light adaptation in rods is not needed since the cone system takes over in bright light. However, rods can respond to a range of ~1–10,000 photons per second, but without adaptation, it has been estimated that the rods would become unresponsive at just ~100 photons per second (Govardovskii et al., 2000). Light adaptation consists of cellular desensitization, acceleration of response inactivation, and extension of the operating range. All three of these phenomena are the result of multiple converging mechanisms that include calcium-dependent and independent processes (Pugh et al., 1999; Govardovskii et al., 2000; Arshavsky and Burns, 2012). For the sake of comparison to OSN where Ca2+-calmodulin plays a major role, we will just highlight the major calcium-dependent processes in PR.

Light causes a transient drop in intracellular calcium since entry via CNG channels is decreased. There are three major calcium-sensing proteins active in PR, GCAPs, Ca2+-calmodulin, and recoverin. GCAP in the calcium-free state activates GC and increases levels of cGMP, this is the major route by which the operating range of PR is increased (Mendez et al., 2001; Burns et al., 2002). Range extension is also influenced by the release of CNG inhibition by Ca2+-calmodulin (Weitz et al., 1998). The effect of Ca2+-calmodulin on CNG channels in OSN and PR is the opposite because of the fundamental difference in the open state of the CNG channels at rest in these two sensory neurons. Both GCAPs and regulation of CNG are at play in cones, however, cone CNG channels are regulated by CNG-modulin instead of Ca2+-calmodulin (Rebrik et al., 2012). Recoverin can function indirectly by buffering calcium and directly by inhibiting GRK—the release of this inhibition in low calcium will result in GRK binding to and phosphorylating active rhodopsin, thus inactivating the receptor and causing desensitization (Pugh et al., 1999; Higgins et al., 2006; Komolov et al., 2009; Chen et al., 2012).

Finally, where OSN can be desensitized by translocation of the ORs, this does not happen for either rhodopsin or cone opsins. However, there are three proteins in PR that do undergo translocation—transducin, recoverin, and arrestin (Arshavsky, 2003; Calvert et al., 2006). In response to light, transducin moves from the OS to the IS (Sokolov et al., 2002; Majumder et al., 2013). This reduces activation of PDE and thereby degradation of cGMP so results in reducing sensitivity to prolonged light exposure. Recoverin also moves out of the OS in response to light. This reduces the inhibition of GRK, allowing more efficient phosphorylation of activated rhodopsin which enhances arrestin recruitment (Strissel et al., 2005). Arrestin moves in the opposite direction. In response to light, it moves into the outer segment (Broekhuyse et al., 1985; Mirshahi et al., 1994). Increased arrestin in proximity to activated rhodopsin will blunt the response to prolonged light exposure and accelerate recovery.




PROPAGATING THE ELECTRICAL SIGNAL

OSN and PR are bipolar neurons and the electrical signal initiated in the apical cilia or outer segment must reach the basal synapse to alter neurotransmitter release and communicate the signal onto the next neurons in the circuit. OSN and PR achieve this by two different means with both requiring the coordinated action of voltage-gated ion channels. OSN are firing neurons and the depolarization initiated by the odorant signaling cascade triggers a depolarizing wave, or action potential, that propagates down the axon. This action potential is an all or nothing event, similar to flipping a light switch. Action potentials are of consistent strength and duration, but the frequency of firing is proportional to the amount of stimulation, i.e., odorant concentration (Rospars et al., 2003). Conversely, PR do not fire action potentials. Instead, the synaptic output is responsive to graded changes in membrane potential (Rodieck, 1998). The overall PR response is more like dialing up or down a dimmer switch where stimulus intensity or duration is proportional to the activation state of the phototransduction cascade.


OSN Voltage Response

Under basal conditions, that is in the absence of odorant, ORs are polarized. An exact measure of the resting membrane potential of OSN has proven difficult to obtain, but there seems to be a consensus that it lies between −75 and −50 mV (Dubin and Dionne, 1994; Narusuye et al., 2003; Pun and Kleene, 2004). Activation of the odorant-transduction cascade depolarizes the OSN which is translated into an action potential that propagates down the axon to the synapse. While the exact complement of ionic currents found in vertebrate OSN varies slightly across species, the general mechanism of action potential firing is conserved.

Depolarization triggers the opening of voltage-gated sodium (Nav) channels along the length of the axon (Narusuye et al., 2003). In the majority of species examined, these sodium channels are tetrodotoxin sensitive and studies in rodents revealed the principle channel to be Nav1.7 (Narusuye et al., 2003; Ahn et al., 2011). Nav1.7 is critical for OSN function and Nav1.7 knockout mice exhibit anosmia due to failure of the OSN to generate a synaptic signal despite still generating action potentials. This suggests that Nav1.7 is not required for action potential generation but instead is involved in the propagation of the action potential to the synaptic terminal. Other Nav channels including Nav1.3 and Nav1.5 are expressed in OSN and Nav1.3 localizes to the axon suggesting a potential function in action potential generation (Weiss et al., 2011; Bolz et al., 2017). Regardless of the molecular identity of the Nav channels involved, the inward Na+ flux further depolarizes the membrane driving the rising phase of the action potential. In response, voltage-gated potassium (Kv) channels, of the delayed rectifier and A-type, open, and the resulting K+ efflux repolarizes the membrane of the axon (Narusuye et al., 2003). In some species, Ca2+ currents also contribute to the action potential. In the newt Cynops pyrrhogaster OSN, T-type Cav channels open at more negative potentials than the axonal Nav channels and the resulting Ca2+ current enhances OSN sensitivity by reducing the threshold required to generate an action potential (Kawai et al., 1996).

The ion channels responsible for setting resting membrane potential are poorly defined (Frenz et al., 2014). But OSN are intrinsically noisy due to the presence of basal electrical activity even in the absence of a stimulating odorant (Lowe and Gold, 1991; Reisert, 2010). This basal electrical activity shapes the resting membrane potential and regulates the firing capacity of the OSN (Reisert, 2010). Spontaneous firing occurs at a rate up to 3 Hz compared to the ~30–50 Hz maximal rate evoked by odorant binding to OR (Reisert and Matthews, 1999; Rospars et al., 2003). A component of this basal activity is due to the spontaneous opening of Nav1.5 channels in the dendritic knob (Dionne, 2016). The basal activity is thought to prime the response to odorant-binding in mature OSN and facilitate axon development in immature OSN as well as stabilize the connection with postsynaptic mitral and tufted cells (Yu et al., 2004; Nakashima et al., 2013; Dionne, 2016).

While the major mechanism of OSN adaptation occurs at the ciliary signaling cascade as described, OSN also experiences spike frequency accommodation where the action potential frequency generated by a depolarizing current is reduced with time. This is thought to be due to the action of a Ca2+ gated K+ channel as pharmacological inhibition of this channel impedes OSN accommodation (Kawai, 2002).



PR Voltage Response

Unlike OSN, PR are not firing neurons and the graded voltage response generated by phototransduction directly controls the synaptic output. However, this does not occur without modulation and the PR voltage response is shaped by voltage-gated ion channels in the inner segment, primarily, heteromeric Kv2.1/Kv8.2 channels and HCN1 channels (Bader et al., 1982; Barnes and Hille, 1989; MacLeish and Nurse, 2007).

Kv2.1 is a shab-like Kv channel broadly expressed in the nervous system while Kv8.2 is a regulatory subunit expressed in photoreceptors (Pinto and Klumpp, 1998; Bocksteins, 2016; Gayet-Primo et al., 2018). Assembly of Kv2.1 with Kv8.2 creates a channel that activates at more negative potentials and is slower to inactivate compared to Kv2.1 alone (Barnes, 1994; Czirják et al., 2007; Gayet-Primo et al., 2018). The current carried by this hybrid channel is referred to as Ikx. Ikx is the primary hyperpolarizing current at rest. In combination with the electrogenic activity of Na+/K+-ATPase in the IS and NCKX in the OS, Ikx directly opposes the depolarizing dark current carried by the CNG channels in the OS (Beech and Barnes, 1989; Barnes, 1994; Moriondo and Rispoli, 2010; Hart et al., 2019). In the larger PR of amphibians, but not in rodent PR, an additional outward K+ current carried by Ca2+ activated BK channels (IKCa) is thought to help clamp the resting membrane potential (Moriondo et al., 2001; Xu and Slaughter, 2005; Pelucchi et al., 2008; Tanimoto et al., 2012). Altogether, the activity of these channels and transporters results in a resting (dark) membrane potential of about −35 mV (Beech and Barnes, 1989).

Recovery from light-induced hyperpolarization is mediated by both Kv2.1/Kv8.2 and HCN1 channels which operate over different voltage ranges and thus lighting conditions. Ikx has a half activation voltage of −46 mV and Kv2.1/Kv8.2 channels open in the dark begin closing as the PR hyperpolarizes. Kv2.1/Kv8.2 channels are most sensitive to voltage changes between −35 and −50 mV where even small voltage changes will have a significant impact on the number of channels open. Thus, Ikx inactivation occurs even in response to the dim light that weakly hyperpolarizes the PR membrane. Reduction of the hyperpolarizing Ikx facilitates PR recovery to the depolarized, dark state (Beech and Barnes, 1989; Gayet-Primo et al., 2018). Under bright sustained light, the PR membrane potential reaches further hyperpolarization which triggers the opening of the hyperpolarization gated HCN1 channels which have a half activation voltage of −75 mV. HCN1 channels carry an inward mixed cation current referred to as Ih. This current is the primary driver of depolarization and functions to quickly push the PR back toward the resting depolarized state (Bader et al., 1979; Baylor et al., 1984; Beech and Barnes, 1989; Barrow and Wu, 2009). Full recovery back to the dark state is achieved when phototransduction inactivates and CNG channels open to reestablishing the dark current. Reactivation of the dark current is slower than Ih activation, and while the dark current alone is sufficient to return the PR to the dark state, recovery is delayed without Ih. Prolonged PR hyperpolarization in the absence of Ih results in saturation of the downstream neural circuits, preventing them from properly modulating and carrying on the signal (Knop et al., 2008; Seeliger et al., 2011).

In summary, Kv2.1/Kv8.2 channels play a prominent role in setting the dark-adapted resting membrane potential. In response to light-driven hyperpolarization, Kv2.1/Kv8.2 works in concert with HCN1 to exert temporal control over rod output. While the voltage modulation in the PR differs from the action potential firing in OSN, they are similar in that both involve coordination of opposing currents carried by voltage-gated ion channels to drive the activation and recovery of the voltage response.



Conventional vs. Ribbon Synapses

When an action potential reaches the presynaptic terminal of the OSN in the OB, N-type Cav2.2 channels open and the resulting influx of Ca2+ triggers the fusion of synaptic vesicles with the plasma membrane and release of glutamate into the synaptic cleft (Figure 4; Weiss et al., 2014). AMPA and NMDA receptors on the post-synaptic dendrites of mitral and tufted cells are activated and the signal propagates through the OB. It should be noted that OSN are not homogenous and one subpopulation can be identified by expression of an alternate synaptic Cav channel, the P/Q-type Cav2.1 channel (Pyrski et al., 2018). Unraveling the function of this OSN subpopulation will be required to understand the physiological significance of expressing Cav2.2 vs. Cav2.1 in the synapse. Presynaptic terminals require more than just a correctly tuned Cav channel and synaptic vesicles to communicate. The molecular architecture of OSN terminals is to our understanding poorly defined. But we can make inferences based on the organization of other conventional synapses.


[image: image]

FIGURE 4. Conventional vs. Ribbon synapses. (Top) OSN make conventional flat synapses with the dendrites of mitral and tufted cells in the OB. The arrival of an action potential depolarizes the membrane. This triggers the opening of Cav2.1 channels and the resulting calcium influx triggers the fusion of synaptic vesicles. (Bottom) PR terminals are invaginated with bipolar dendrites and horizontal cell processes forming a triad synapse. In the dark, Cav1.4 channels are open and synaptic vesicles are fusing to release neurotransmitters. Activation of the phototransduction cascade causes graded hyperpolarization of the membrane which causes Cav1.4 channels to close and synaptic vesicle fusion to slow.



Conventional presynaptic terminals are host to a collection of proteins known as the cytomatrix at the active zone (CAZ); this includes bassoon, piccolo, CAST, ELKS, RIM, RIM-binding proteins, Munc13, and liprins (Szule et al., 2015). CAZ components share overlapping roles in providing structural organization to the active zone and in regulating several aspects of the synaptic vesicle cycle including tethering, priming, and fusion. This network of proteins can be dynamically regulated by phosphorylation, altered gene expression, or enhanced protein degradation so that individual synapses can tune firing rates in response to overall neuronal network activity (Lazarevic et al., 2013; Torres and Inestrosa, 2018). Individual synapses may be further distinguished by the exact complement of CAZ proteins expressed in that terminal since many of the CAZ proteins exist as small multi-gene families subject to cell-type-specific expression and alternative splicing. Further investigation is needed to determine if any subpopulations of OSN presynaptic terminals may be molecularly and functionally distinguished based on the potential diversity provided by the CAZ complex.

The PR synapse is not like the conventional synapse of OSN (Figure 4). It is an invaginating ribbon-type synapse. Ribbon synapses are defined by the presence of a ribbon organelle that tethers synaptic vesicles adjacent to the active zone. This type of synapse is rare but not unique to PR. Ribbon synapses are also found in the bipolar neurons downstream of PR and in auditory and vestibular hair cells. These synapses are related in that they release neurotransmitters in direct correlation to graded changes in membrane potential instead of in response to an action potential (Matthews and Fuchs, 2010). Like any other synapse, the active zone of a ribbon synapse is marked by clusters of voltage-gated calcium channels that generate the high calcium microdomains that trigger the fusion of synaptic vesicles with the plasma membrane. In PR ribbon synapses, this calcium channel is the L-type Cav1.4 (Bech-Hansen et al., 1998; Mansergh et al., 2005). Two major features distinguish Cav1.4 from the Cav2.2 channels in OSN and make them better matched to the physiology of PR. First, Cav1.4 opens at more negative potentials, so conducts current in the dark-adapted PR and the channel is responsive to small changes in membrane potential in the range elicited by smaller changes in light intensity or duration. Second, Cav1.4 is resistant to calcium-dependent inhibition so channels can stay open longer to support the tonic release of neurotransmitters in the dark (Joiner and Lee, 2015).

Rods and cones use glutamate as the neurotransmitter and signal to both bipolar and horizontal cells, whose processes invaginate the terminal. The benefit of having the synaptic cleft invaginated has been suggested to improve the fidelity of information flow by preventing neurotransmitter spillover (Rao-Mirotznik et al., 1998). The function of the horizontal cell is to aid the integration of PR signaling and through inhibitory feedback, signaling generates the center-surround receptive fields that provide exquisite contrast sensitivity and edge detection to our vision (Thoreson and Mangel, 2012; Boije et al., 2016). The function of the bipolar cells is to relay the light signal through to ganglion cells, the output neuron of the retina. There are 10–13 types of bipolar cells divided into two functional groups, the ON and OFF cells (Masland, 2001). ON-bipolar cells are sign-inverting. They use metabotropic glutamate receptors that signal through a heterotrimeric G-protein cascade to inhibit an ion channel so that they are hyperpolarized in the dark (Martemyanov and Sampath, 2017). When PR hyperpolarize in response to light and glutamate release decreases this inhibition is relieved and the ON-bipolar cell depolarizes. OFF-bipolar cells are sign-conserving. They respond to glutamate in the dark using AMPA or kainite ionotropic glutamate receptors which conduct a depolarizing current (DeVries, 2000; Ichinose and Hellmer, 2016). This complexity of PR synaptic organization allows the relatively simple two receptor (rod vs. cone) system to encode a wide variety of temporal, contrast, and color information. This contrasts with the OSN synapse where the diversity of receptors rather than connections seems to provide detailed information flow. We would be remiss not to point out that the OSN synapse has not been studied at nearly the depth of PR synapses so there could be more similarities than we currently know.

Rod and cone presynaptic terminals are quite distinct (Moser et al., 2020). Rod presynaptic terminals are large, spherical, and contain a single long ribbon. The ribbon curves around the processes invaginating the PR terminal thus creating an extensive active zone. Within each invagination, there are two central dendrites from rod-ON bipolar cells and two flanking processes from horizontal cell axons. The rod ribbon synapse is often mistakenly described as only containing one bipolar dendrite because it requires labor-intensive 3D reconstructions of electron micrographs to visualize the second bipolar dendrite (Tsukamoto and Omi, 2013). Cone presynaptic terminals are long and flat with tens of invaginating ribbon synapses. The ribbons are of variable length but are shorter than the one found in rods. Each invagination is formed by invading horizontal cell dendrites and cone ON-bipolar dendrites. Cone to cone OFF-bipolar cells synapse at flat contact sites, more like conventional synapses, adjacent to the invaginated ribbon synapses.

The defining organelle of a ribbon synapse is the ribbon itself. The molecular core of all ribbons independent of number, shape, or length is a self-organizing structural protein called RIBEYE (Magupalli et al., 2008). The ribbon generally functions to tether hundreds of synaptic vesicles and facilitates their movement to the plasma membrane for fusion. The exact mechanisms employed by ribbons have been a subject of debate and we refer readers to a recent review for a discussion on this topic (Moser et al., 2020). Further complicating the matter, recent studies of RIBEYE knockout animals have reported surprisingly mild or variable defects in synaptic function (Wan et al., 2005; Lv et al., 2016; Maxeiner et al., 2016). However, in these models, the ribbon is not completely absent in all ribbon containing cells, or there remains a “ghost” ribbon to which synaptic vesicles remain tethered. Investigations of the functions and dynamics of ribbons will continue to be a rich area of research for the near future.

Ribbon synapses express many of the same CAZ proteins as conventional synapses (Zanazzi and Matthews, 2009). An additional function for the CAZ complex of ribbon synapses is to anchor the ribbon to the active zone. This is likely accomplished through an array of protein-protein interactions from RIBEYE through bassoon and RIM-BP to Cav1.4 (Dick et al., 2003; Luo et al., 2017; tom Dieck et al., 2005). Earlier we noted that there is a large degree of diversity in the synaptic expression of different CAZ genes or isoforms. One example of a ribbon synapse-specific CAZ protein is Piccolino. Piccolino is a shorter splice isoform of piccolo which is abundant in conventional synapses. Piccolo functions include integrating the active zone complex with actin dynamics and regulating CAZ protein turnover (Ivanova et al., 2016; Torres and Inestrosa, 2018). Piccolino functionally differs from piccolo in that it binds to RIBEYE and participates in forming the extended plate-like structure of the rod ribbon (Regus-Leidig et al., 2014; Müller et al., 2019).

In summary, studies of PR signal transduction are comprehensive and have led to the elucidation of many foundational principles of ciliary-based signal transduction. The state of detailed knowledge concerning the development, structure, and function of PR synapses is still a developing field. As progress is made in this area, we expect to be able to better define the similarities and differences among primary sensory neurons such as PR and OSN.




DEALING WITH DAMAGE THROUGH RENEWAL

OSN and PR are under constant environmental stress, either from inhaled compounds or light damage. To deal with this stress, OSN, and PR both undergo constant renewal. OSN have a limited lifespan averaging only 30 days before undergoing apoptosis (Farbman, 1990; Cowan and Roskams, 2002). These OSN are constantly being replaced by newly developed neurons that arise from the basal cells of the OE. Two groups of stem cells exist in the OE, the quiescent horizontal basal cells which serve as a reserve stem cell population that activates following severe OE injury, and the actively cycling globose basal cells which are the primary progenitor for OSN renewal and recovery following minor injury (Schwob et al., 2017). The development of new OSN takes roughly 10 days as marked by both expressions of mature OSN markers and glomeruli innervation (Liberia et al., 2019). One challenge inherent in this process is the need to constantly rewire the OE to the OB. The mechanisms that guide axon targeting are a rich area of ongoing research, and recent work has suggested that OR present at the axon terminal play a role in axon guidance by directly responding to molecules originating from the OB (Zamparo et al., 2019). Importantly, OSN are unique in their capacity for constant neurogenesis throughout life. In the few other neural populations where neurogenesis occurs, it is typically more limited.

The renewal options for PR is species dependent. In amphibians and fish, new-born PR are added at the ciliary margin at the far periphery of the retina as the eye continues to grow even in adulthood (Harris and Perron, 1998). And Muller glia can be reprogrammed to replace PR in response to acute injury (Hamon et al., 2016; Wan and Goldman, 2016; Langhe et al., 2017). Neither is the case in mammals—a damaged photoreceptor is lost forever. However, in all species, the outer segments undergo constant renewal. New membranes packed with OS structural proteins and the proteins of the phototransduction cascade are added at the base of the OS constantly (Young, 1967). The net length of the OS is maintained by the process of disc shedding where packets of discs are engulfed and digested by the RPE every day, typically in the morning (Young and Bok, 1969; LaVail, 1980). In mice and humans, the rate of disc shedding equates to each photoreceptor having an entirely new OS about every 10 days (Young, 1967; Jonnal et al., 2010). This is an efficient system for PR but places a great deal of stress on the RPE cells that need to clear all the “garbage” from the photoreceptor OS, in addition to the other critical roles they play in keeping PR functioning.

These renewal systems are far from perfect solutions towards a form of eternal cellular life. The very existence of these unique renewal processes, as imperfect as they may be, highlights the importance of keeping OSN and PR functioning in the face of probable environmental damage. That OSN and PR have evolved different renewal mechanisms just emphasizes the parallel nature of these two primary sensory neurons.



SUMMARY

In this overview of how OSN and PR function we have highlighted the parallels in the anatomy, signaling cascades, modulation of the electrical responses, and organization of the synapse. Yet, there are many, sometimes opposite, aspects of these features. This demonstrates the facility with which evolution has crafted these two different sensory systems. Were we to expand this comparative analysis to other primary sensory neurons such as auditory and vestibular hair cells, gustatory cells, and mechanosensitive neurons, we would likewise find many similarities among the adaptations that serve each sensory modality.

We have done our best to provide a balanced set of information, however, it is likely apparent that far more details are known about PR than about OSN. Prioritizing research on the visual system has been driven by the relative differences in the negative impact on daily life imposed by blindness vs. anosmia. We are proponents of the maxim that specific exceptions help to prove general rules and thus are advocates for continued investigations that will let us make more accurate comparisons among the sensory systems.

Future research directions will hopefully include delving into solving some of the unknowns we highlighted, such as the identity of ion channels that propagate and modulate action potentials in OSN, the molecular makeup of OSN synapses, especially if OSN synapses are less uniform than we currently assume. Even in PR, there are a lot of unknowns regarding how the differing structure and molecular makeup of rod vs. cone synapses support function. We elected to focus this review on adult cells, but a thorough review of how the retina and OE develop, coupled with focused investigations into the molecular drivers of the renewal processes we discussed could advance therapeutic options for neuronal damage and degeneration. Finally, the reductionist approach of focusing on just the primary sensory neurons needs to be complemented with experiments that can lead to a more integrated view of how these individual neurons work in concert with their respective support cells, how selective circuits are formed, how various types of sensory stimuli is processed, and how signals might be modulated under differing environmental conditions. Once the palette of options that have evolved to process sensory information can be fully elucidated, we will be in a stronger position to effectively combat disease and perhaps even expand our capabilities—could we learn to use our sensitivity for odorant profiles to navigate the world with the precision of a rat, or could we modify our PR so we can see in the UV or infrared?
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ABBREVIATIONS

OSN, Olfactory sensory neuron; PR, Photoreceptor; OE, olfactory epithelium; OS, outer segment; IS, inner segment; ER, endoplasmic reticulum; RPE, retinal pigmented epithelium; TGFβ, transforming growth factor-beta; GPCR, G-protein coupled receptor; OR, odorant receptor; GDP, guanosine diphosphate; GTP, guanosine triphosphate; AC3, adenylate cyclase 3; cAMP, cyclic adenosine monophosphate; CNG, cyclic nucleotide-gated; Na, sodium; Ca, calcium; TMEM16B, transmembrane protein 16B; Cl, chloride; NKCC1, Na+-K+-2Cl− cotransporter I; CaM, calmodulin; AMP, adenosine monophosphate; CaMKII, calmodulin-dependent kinase II; RGS, regulator of G-protein signaling; GRK3, GPCR kinase 3; PKA, protein kinase A; OPN1MW, medium wavelength opsin 1; OPN1LW, long-wavelength opsin 1; OPN1SW, short-wavelength opsin 1; PDE6, phosphodiesterase 6; cGMP, cyclic guanosine monophosphate; GMP, guanosine monophosphate; GRK1, GPCR kinase 1; NCKX, Potassium-dependent sodium-calcium exchanger; GC, guanylate cyclase; GCAP, guanylate cyclase-activating protein; Nav, voltage-gated sodium channel; Kv, voltage-gated potassium channel; Cav, voltage-gated calcium channel; Ikx, non-inactivating voltage-sensitive M-like potassium current; Ih, hyperpolarization-activated current; IKCa, calcium-activated potassium current; HCN1, hyperpolarization-activated cyclic nucleotide-gated 1; BK, large-conductance calcium-activated potassium channels; AMPA, α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid; NMDA, N-Methyl-d-aspartic acid; CAZ, cytomatrix at the active zone; CAST, CAZ-associated structural protein; RIM, Regulating synaptic membrane exocytosis protein; RIM-BP, RIM binding protein.
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Neurons typically receive synaptic input in their dendritic arbor, integrate inputs in their soma, and send output action potentials through their axon, following Cajal’s law of dynamic polarization. Two notable exceptions are retinal amacrine cells and olfactory granule cells (GCs), which flout Cajal’s edict by providing synaptic output from the same dendrites that collect synaptic input. Amacrine cells, a diverse cell class comprising >60 subtypes, employ various dendritic input/output strategies, but A17 amacrine cells (A17s) in particular share further interesting functional characteristics with GCs: both receive excitatory synaptic input from neurons in the primary glutamatergic pathway and return immediate, reciprocal feedback via GABAergic inhibitory synapses to the same synaptic terminals that provided input. Both neurons thereby process signals locally within their dendrites, shaping many parallels, signaling pathways independently. The similarities between A17s and GCs cast into relief striking differences that may indicate distinct processing roles within their respective circuits: First, they employ partially dissimilar molecular mechanisms to transform excitatory input into inhibitory output; second, GCs fire action potentials, whereas A17s do not. Third, GC signals may be influenced by cortical feedback, whereas the mammalian retina receives no such retrograde input. Finally, A17s constitute just one subtype within a diverse class that is specialized in a particular task, whereas the more homogeneous GCs may play more diverse signaling roles via multiple processing modes. Here, we review these analogies and distinctions between A17 amacrine cells and granule cells, hoping to gain further insight into the operating principles of these two sensory circuits.

Keywords: retina, olfactory bulb, reciprocal synapse, inhibition, parallel processing, local feedback, sensory processing


CIRCUITRY

Both the retina and olfactory bulb are strictly layered early sensory processing areas with myriad interneuron types that provide local and lateral interactions between sensory input channels (Figure 1A). In the retina, these channels correspond to the local receptive fields of photoreceptors which transduce incident light from the visual world into a neural signal that is passed through glutamatergic synapses to bipolar cells and then onto the retinal projection neurons, the ganglion cells (RGCs; Figure 1B). In the olfactory bulb, the channels correspond to the glomerular modules that are innervated exclusively by one of several 100s-2,000 olfactory receptor neuron types—each expressing a distinct olfactory receptor—in the nose. These receptor neurons are excited by volatile odorants and pass a glutamatergic signal to mitral and tufted cells (MTCs), the bulbar projection neurons (Figure 1C).


[image: image]

FIGURE 1. Neuronal circuit architectures. (A) General network elements common to the retina and olfactory bulb: two layers of inhibitory interactions are mediated by segregated subsets of local interneurons. (B) Mammalian retinal circuitry, with the rod pathway highlighted. Rod photoreceptors (R) contact rod bipolar cells (RB), which in turn contact A17 and A2 amacrine cells. The A2 relays the ON signal from rod bipolar cells to the cone pathway. C, cone photoreceptor; H, horizontal cell; CB, cone bipolar cell; RGC, retinal ganglion cell. Orange oval highlights reciprocal synapse between RB and A17. (C) Olfactory bulb circuitry. Olfactory sensory neurons (OSN) project into glomeruli, contacting glomerular neurons (GN) and the apical dendritic tufts of mitral (and tufted) cells (MC). The MC lateral dendrites form reciprocal synapses (orange oval) with granule cell (GC) and other interneuron dendrites. GN, glomerular neurons.



While the bulb contains no direct neuronal analog to retinal bipolar cells, we propose that the highly excitable dendritic tufts of MTCs, which can produce regenerative signals on their own (Chen et al., 1997; Yuan and Knöpfel, 2006) may represent their counterparts. In both systems, neighboring excitatory projection neurons (RGCs and MTCs) typically are not directly interconnected via chemical or electrical synapses, although MTC tufts within the glomeruli may interact via glutamate spillover between synapses or electrical coupling (Schoppa and Westbrook, 2001, 2002).

Signals in both primary sensory pathways are sculpted in two stages by distinct, laterally structured inhibitory networks: in the outer retina, horizontal cells feed back onto photoreceptors to craft center-surround receptive fields (Baylor et al., 1971). In the outer layer of the bulb, a diverse set of glomerular neurons (GN) mediates intra- and interglomerular interactions between the sensory axons and the dendritic tufts of MTCs (reviewed in Wachowiak and Shipley, 2006; Burton, 2017). In the inner retina, amacrine cells (ACs) provide feedback and feedforward inhibition to both bipolar cells and/or RGCs, and in the inner bulb, MTCs interact with local interneurons that consist mostly of granule cells, although other interneuron subtypes contribute substantially to odor processing (Toida et al., 1994; Lepousez et al., 2010; Huang et al., 2013; Kato et al., 2013; Miyamichi et al., 2013). Both GCs and some ACs make GABAergic feedback inhibitory synapses onto the same synaptic terminals that provide them excitatory input (Rall et al., 1966; Kolb and Famiglietti, 1974). Both GCs and many ACs are connected by gap junctions (Reyher et al., 1991; Vaney, 1994; Menger and Wässle, 2000). GCs also receive powerful glutamatergic, centrifugal inputs (Price and Powell, 1970c; Balu et al., 2007; Pressler and Strowbridge, 2017), whereas ACs do not.

ACs are molecularly and morphologically diverse: 63 molecularly defined subtypes also differ concerning dendritic arbor size, branching patterns, projection depth in the inner plexiform layer (IPL), and synaptic partners (Diamond, 2017; Yan et al., 2020). GC subtypes are less well characterized; the current count of six morphological subtypes likely underestimates their molecular diversity, especially considering differences between GCs born neonatally and during adult neurogenesis (Breton-Provencher and Saghatelyan, 2012; Nagayama et al., 2014; Takahashi et al., 2018); there is no adult neurogenesis of ACs. Greater interneuron diversity in the retina may be required to support more parallel output channels: the number of distinct RGC types (currently Baden et al., 2016; Rheaume et al., 2018; Laboissonniere et al., 2019; Tran et al., 2019) may exceed that of MTC projection neurons by an order of magnitude (Imamura et al., 2020).

GCs make all of their synaptic outputs from apical dendritic spines that receive excitatory inputs primarily from the lateral dendrites of MTCs (Price and Powell, 1970b; Naritsuka et al., 2009). Because this prominent feature equips GCs for parallel processing, we compare them here with A17 cells, the AC subtype that is most similar concerning synaptic interactions: A17 cells also perform local signal processing within reciprocal synapses that are contained in dendritic varicosities from which they provide reciprocal feedback onto rod bipolar cells (RBCs; Chávez et al., 2006; Grimes et al., 2010). In the rod pathway which mediates night vision, A2 ACs relay RBC signals to the cone pathway (Famiglietti and Kolb, 1975; Pourcho and Goebel, 1985; Strettoi et al., 1992), whereas A17s interact exclusively with RBC terminals to modulate signal transfer to the A2s. Glutamatergic inputs from RBCs to A2s and A17s occur at “dyad” synapses in which each RBC active zone is apposed to two postsynaptic elements, usually one A2 and one A17. Individual GCs and A17s contain similar numbers of reciprocal synapses (150–200; Price and Powell, 1970a; Grimes et al., 2010; Geramita et al., 2016).



BIOPHYSICAL CHARACTERISTICS

A17s and GCs exhibit distinctive morphological and membrane properties that enable them to provide reciprocal feedback inhibition in parallel through a large number of dendrodendritic synapses that can operate largely independently of one another within the same cell. They achieve these analogous goals using markedly different strategies. The similar outcomes highlight interesting parallels between the two systems, and the differences may provide insights into distinct computational requirements of different sensory circuits.


Morphological Specializations Isolate Feedback Synapses

The clearest morphological similarity between GCs and most ACs—the absence of an axon—was first pointed out more than a century ago by Ramón y Cajal (1911) and posed a counterpoint to his Law of Dynamic Polarization (Ramón y Cajal, 1891). Cajal typically identified distinct, segregated input and output regions to infer the direction of information flow through a neuron, but these clues are absent in GCs and most ACs. In A17s, for example, dozens of very thin (~130 nm diameter; Grimes et al., 2010) dendrites radiate, unbranched, from the soma like spokes on a wheel, extending deep into the inner plexiform layer and studded with varicosities (~1 μm diameter) at ~20 μm intervals (Zhang et al., 2002; Grimes et al., 2010; Figure 2A). Synaptic outputs are confined to the varicosities, which also receive synaptic inputs from RBCs (Nelson and Kolb, 1985). Models of this distinct morphology predicted that synaptic potentials would attenuate rapidly along the thin dendrites, possibly isolating neighboring varicosities from each other (Ellias and Stevens, 1980). Accordingly, imaging experiments showed that synaptic activation of single varicosities typically elicits only comparatively small Ca2+ signals in neighboring varicosities (Grimes et al., 2010).
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FIGURE 2. Dendritic and synaptic anatomy. (A) Top, confocal image (z projection) of an A17, filled with lucifer yellow. PKC-positive RBC terminals are red. Inset, Magnified view of a single RBC-A17synaptic contact. Bottom, Side view of 3D confocal stack showing A17 dendrites extending to the deepest part of the inner plexiform layer (IPL; modified from Grimes et al., 2015). (B) Schematic of reciprocal feedback synapses in an A17 dendritic varicosity. Two synapses are made onto the same presynaptic RBC and each contacts a distinct population of GABA receptors (Grimes et al., 2015). At one synapse, Ca2+ influx through GluARs triggers GABA release. (C) Two-photon scan (z projection) of an olfactory GC filled with Alexa 594 via a patch pipette. Note the large reciprocal spines in the distal region. (D) Schematic of reciprocal feedback synapse in a GC. Both Cavs and GluNRs contribute Ca2+ to trigger GABA release. See text for further abbreviations.



GCs morphologically isolate their synapses differently. Each GC soma extends a large primary dendrite up to a branched arbor in the external plexiform layer (EPL) and only a few smaller dendrites down in the GC layer (Figure 2C). The dendrites are studded with prominent spines that receive synaptic input; in the EPL, a subset of particularly large spines (“gemmules;” Rall et al., 1966), deliver reciprocal synaptic outputs to MCs. GC apical dendrites are quite thick (~350–1,100 nm diameter; Rall and Shepherd, 1968) and, together with active conductances detailed below, enable membrane depolarizations to traverse the GC dendritic arbor (Egger et al., 2003). GC spine necks are long (nearly 2 μm) and thin (~230 nm diameter) and often contain mitochondria (Woolf et al., 1991) that likely increase their axial resistance. These spine necks reduce the extent to which signals in one spine influences neighboring spines, while also creating an electrotonically compact postsynaptic compartment that is more easily depolarized by synaptic and active conductances contained within (Bywalez et al., 2015).



Active Dendritic Signaling

Active membrane conductances confer complex properties onto the dendrites of many neurons (London and Häusser, 2005). Voltage-gated sodium (Nav) channels in particular can initiate dendritic action potentials and/or propagate somatic action potentials retrogradely into the dendritic arbor (Stuart and Sakmann, 1994). In GCs, Navs play both roles: large action potentials generated in the soma readily propagate into the EPL dendrites (Egger et al., 2003; Pressler and Strowbridge, 2019), and Navs within the spines underlie local, regenerative events (“spine spikes”) that amplify postsynaptic potentials within the spine and allow a single MC input to elicit reciprocal feedback inhibition (Bywalez et al., 2015; Nunes and Kuner, 2018; Lage-Rupprecht et al., 2020). In most species, by contrast, A17s do not fire action potentials and (in rat) they express only relatively small Nav conductances (~3nS; Grimes et al., 2010) that do not contribute significantly to dendritic signal propagation or reciprocal inhibition (Chávez et al., 2006, 2010; Grimes et al., 2010). Although A17 Nav channels may underlie some heretofore unidentified local function, larger voltage-gated potassium (Kv) conductances prevent Navs from exerting more global influence (Menger and Wässle, 2000; Grimes et al., 2010). GC dendrites express A-type and delayed rectifier Kvs (Hwang et al., 1993; Veh et al., 1995; Schoppa and Westbrook, 1999) that may limit interactions between spines, but they do not appear to influence signals from within reciprocal spines (Bywalez et al., 2015).

GCs employ distinct voltage-gated calcium (Cav) channel subtypes for different tasks: T-type and L-type channels mediate Ca2+ influx into dendrites and spines (Egger et al., 2003, 2005; Pinato and Midtgaard, 2003, 2005; Pressler and Strowbridge, 2019; Müller and Egger, 2020), but N/P/Q-type Cavs (along with NMDA receptors, see below) provide the Ca2+ required for synaptic release (Isaacson, 2001; Lage-Rupprecht et al., 2020). A17s, together with most non-spiking cells in the retinal circuitry (Pangrsic et al., 2018), express primarily L-type Cav channels (Grimes et al., 2010). In A17 varicosities, L-type Cavs also activate large-conductance, Ca2+-activated Kv (BK) channels (Grimes et al., 2009), which regulate one component of neurotransmitter release (discussed in greater detail below). GCs also express BK channels (Isaacson and Murphy, 2001), although they do not appear to be present in the reciprocal spines (Bywalez et al., 2015).

Many neurons amplify intracellular Ca2+ signals via Ca2+-induced Ca2+ release (CICR) from intracellular stores (Parekh and Putney, 2005). CICR, a common signaling motif in amacrine cells (Warrier et al., 2005; Chávez and Diamond, 2008; Chávez et al., 2010), enhances Ca2+ signals and GABA release in A17 varicosities (Chávez et al., 2006; Grimes et al., 2009). CICR may contribute to postsynaptic Ca2+ signals in GC spines (Egger et al., 2005; Bywalez et al., 2015), but its effect on feedback GABA release remains unclear.




SYNAPTIC CHARACTERISTICS

In both systems, circuit geometry conspires to limit the number of reciprocal synaptic connections between individual cell pairs. MTCs send their dendrites laterally across many orthogonally oriented GCs so that a particular GC rarely contacts an MTC more than once (Woolf et al., 1991). Varicosities on A17 dendrites are spaced 20 μm apart on average (Grimes et al., 2010), a distance greater than the breadth of an RBC synaptic terminal, again limiting most connected pairs to one synapse (Vaney, 1986; Zhang et al., 2002). In GCs and A17s, the presynaptic and postsynaptic machinery required for reciprocal feedback is co-localized within dendritic spines and varicosities, respectively, to facilitate direct coupling between synaptic input and output. GABA release from both cells relies conventionally on Ca2+ influx provided, at least in part, by unconventional sources.

In the mammalian retina, glutamate release from RBCs onto A17s activates primarily calcium-permeable AMPA receptors (GluARs; Hartveit, 1999; Chávez et al., 2006), although A17 varicosities also express extrasynaptic NMDA receptors (GluNRs; Zhou et al., 2016; Veruki et al., 2019; Figure 2B). Reciprocal feedback inhibition is mediated in RBC terminals by both GABAARs and GABACRs (Fletcher et al., 1998; Hartveit, 1999; Chávez et al., 2006, 2010; Eggers and Lukasiewicz, 2006; Frazao et al., 2007). A17 varicosities typically contain two feedback synapses that exhibit distinct characteristics and activate distinct GABAR populations (Fletcher et al., 1998; Grimes et al., 2015): one synapse, located closest to the presynaptic ribbon, contains GluARs and apposes primarily GABAARs, whereas a second, more distant synapse (~500 nm from the ribbon) expresses BK channels and apposes mostly GABACRs (Grimes et al., 2015). A17s express L-type Cavs (Hartveit, 1999; Menger and Wässle, 2000; Grimes et al., 2009), but varicosities can release GABA in response to GluAR-mediated Ca2+ influx alone (Chávez et al., 2006). Stronger stimulation recruits the second component of release that is triggered by Cavs, regulated by BK channels, and activates primarily GABACRs (Grimes et al., 2009, 2015). Distinct physiological roles for these two components of A17 feedback have yet to be identified.

MTC-released glutamate activates calcium-impermeable GluARs and GluNRs on GC spines (Trombley and Shepherd, 1992; Isaacson and Strowbridge, 1998; Schoppa et al., 1998; Isaacson, 2001; Figure 2D); GABA released from GCs activates GABAARs on MC dendrites (Nicoll, 1971). GluAR-mediated depolarization, amplified locally by Navs in GC spines (Halabisky et al., 2000; Bywalez et al., 2015), activates (N and P/Q) Cavs and relieves the Mg2+ block of GluNRs, enabling both to provide Ca2+ to trigger GABA release (Isaacson and Strowbridge, 1998; Schoppa et al., 1998; Halabisky et al., 2000; Isaacson, 2001), most likely via a cooperative mechanism (Lage-Rupprecht et al., 2020). Although GCs possess the machinery necessary to propagate and amplify depolarizations and Ca2+ signals in their dendrites and spines (Egger et al., 2003, 2005; Bywalez et al., 2015), it remains unclear whether GC spines can release GABA without direct glutamatergic input from MTCs.

In both systems, circuit anatomy, cellular biophysics, and synaptic characteristics ensure that feedback inhibitory input is largely decorrelated, possibly providing a low-noise inhibitory tone that may enhance the fidelity of feedforward signals.



SENSORY PROCESSING

In sensory systems, the term “parallel processing” may refer to analogous computations duplicated simultaneously across some dimension, i.e., processing within each glomerular column, or the retinotopic representation of the visual world. Alternatively, it can refer to the task of encoding multiple stimulus features of an olfactory or visual stimulus. Here, we use the term to encompass both.

ACs diversify bipolar cell signals, thereby enabling contrast, orientation, motion and many other visual features to be encoded in dozens of parallel channels (Gollisch and Meister, 2010; Franke and Baden, 2017; Franke et al., 2017). Similarly, GCs have been proposed to contribute to decorrelation and gain control of MTC activity via the asynchronous release of GABA, so far mostly in the context of pattern separation required to distinguish between similar odorants (Friedrich et al., 2004; Abraham et al., 2010; Gschwend et al., 2015). It should be noted, however, that other interneurons may contribute, and the overall impact of GCs on MTC spiking frequency has been questioned (e.g., Fukunaga et al., 2014; Burton, 2017).

Spatial sensory maps are most apparent in the retina because neighboring cells and circuitry respond to similar regions of the visual world. The olfactory bulb may employ spatial chemotopic maps for subsets of odorants (e.g., Yokoi et al., 1995), but this may not constitute a general rule (reviewed by Murthy, 2011). In the retina, AC-mediated lateral inhibitory interactions underlie contrast enhancement and a more complex center-surround receptive field (e.g., Turner et al., 2018). Analogous roles have been proposed for GCs (Yokoi et al., 1995), but lateral interactions between MTCs were found later to be sparse and spatially dispersed (Fantana et al., 2008; Kim et al., 2011; Lehmann et al., 2016). Evidence suggests that reciprocal MTC-GC interactions underlie fast oscillations that pace MTC spiking (Lagier et al., 2004; Fukunaga et al., 2014) and, potentially, synchronize MTC activity across parallel active glomeruli. A17 reciprocal feedback inhibition has been proposed to increase the gain and sharpen the time course of transmission between RBCs and A2s, effects that may enhance the fidelity of signals in the rod pathway evoked by single photons (Grimes et al., 2015).

GC spines provide independent feedback inhibition (e.g., Isaacson and Strowbridge, 1998) in response to local unitary MTC input (Lage-Rupprecht et al., 2020), casting GCs, like A17s, as parallel processors. Accordingly, GC outputs are probably not activated solely by propagating dendritic action potentials, even though thresholds for such global signals are low (Lage-Rupprecht et al., 2020; Müller and Egger, 2020), although definitive experiments with paired MTC-GC recordings have remained elusive (Isaacson, 2001; Kato et al., 2013; Pressler and Strowbridge, 2017). These results suggest that GCs may be unable to inhibit MTCs in neighboring, quiescent glomeruli, a critical component of olfactory contrast enhancement, as observed in vivo (Fukunaga et al., 2014). Yet, GCs may mediate lateral interactions when they are activated more broadly, i.e., if neighboring glomeruli are activated simultaneously (Lage-Rupprecht et al., 2020). Moreover, centrifugal inputs onto GCs may drive GC spiking and facilitate lateral inhibitory signaling. Coincident activation of many A17 varicosities may enable them to interact (Grimes et al., 2010), although the required visual stimuli are unlikely to occur during scotopic (night) vision (Dunn et al., 2006).
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Direction selectivity represents an elementary sensory computation that can be related to underlying synaptic mechanisms. In mammalian retina, direction-selective ganglion cells (DSGCs) respond strongly to visual motion in a “preferred” direction and weakly to motion in the opposite, “null” direction. The DS mechanism depends on starburst amacrine cells (SACs), which provide null direction-tuned GABAergic inhibition and untuned cholinergic excitation to DSGCs. GABAergic inhibition depends on conventional synaptic transmission, whereas cholinergic excitation apparently depends on paracrine (i.e., non-synaptic) transmission. Despite its paracrine mode of transmission, cholinergic excitation is more transient than GABAergic inhibition, yielding a temporal difference that contributes essentially to the DS computation. To isolate synaptic mechanisms that generate the distinct temporal properties of cholinergic and GABAergic transmission from SACs to DSGCs, we optogenetically stimulated SACs while recording postsynaptic currents (PSCs) from DSGCs in mouse retina. Direct recordings from channelrhodopsin-2-expressing (ChR2+) SACs during quasi-white noise (WN) (0-30 Hz) photostimulation demonstrated precise, graded optogenetic control of SAC membrane current and potential. Linear systems analysis of ChR2-evoked PSCs recorded in DSGCs revealed cholinergic transmission to be faster than GABAergic transmission. A deconvolution-based analysis showed that distinct postsynaptic receptor kinetics fully account for the temporal difference between cholinergic and GABAergic transmission. Furthermore, GABAA receptor blockade prolonged cholinergic transmission, identifying a new functional role for GABAergic inhibition of SACs. Thus, fast cholinergic transmission from SACs to DSGCs arises from at least two distinct mechanisms, yielding temporal properties consistent with conventional synapses despite its paracrine nature.

Keywords: acetylcholine, direction selectivity, GABA, neural circuits, optogenetics, paracrine transmission, retina, synaptic transmission


INTRODUCTION

The direction-selective (DS) circuit in the mammalian retina represents a model system for linking a sensory computation to its underlying cellular and synaptic mechanisms. At the output of this circuit, DS ganglion cells (DSGCs) fire strongly to motion in a “preferred” direction and weakly to motion in the opposite, “null” direction (Barlow and Levick, 1965; Oyster, 1968). Critical to DSGC output is the convergence of three major synaptic inputs, provided by bipolar cells (BCs) and starburst amacrine cells (SACs). BCs, which receive direct input from photoreceptors, provide untuned (i.e., non-DS) excitatory glutamatergic input to DSGCs (Yonehara et al., 2013; Chen et al., 2014; Park et al., 2014; but see Matsumoto et al., 2019; Percival et al., 2019). BCs also provide excitatory glutamatergic input to SACs, which drives the release of both excitatory acetylcholine (ACh) and inhibitory GABA onto DSGCs (Brecha et al., 1988; Vaney and Young, 1988; O'Malley et al., 1992; Fried et al., 2002; Lee et al., 2010). Cholinergic input from SACs is untuned (Park et al., 2014; Sethuramanujam et al., 2016), acting in concert with glutamatergic BC input to provide non-DS excitation to DSGCs. GABAergic input from SACs to a DSGC, however, is strongly tuned to the DSGC's null direction (Fried et al., 2002; Lee et al., 2010; Wei et al., 2011), acting to counter excitatory input and, consequently, suppress DSGC spiking in response to stimulus motion in the null direction.

Each SAC neurite is depolarized preferentially by centrifugal motion [i.e., motion from the soma toward the distal tips of the neurite (Euler et al., 2002; Hausselt et al., 2007; Chen et al., 2016; Vlasits et al., 2016; Koren et al., 2017; Morrie and Feller, 2018; Poleg-Polsky et al., 2018), where synaptic release sites are located (Famiglietti, 1991; Ding et al., 2016)]. The non-directional nature of cholinergic input to DSGCs would predict that a DSGC receives synapses from SAC neurites oriented in all directions, with GABA transmitted only at synapses from null-directed neurites (Lee et al., 2010). Instead, a DSGC receives synapses predominantly from SAC neurites oriented in the DSGC's null direction (Briggman et al., 2011), generating the hypothesis that DSGCs receive direction-tuned GABAergic input from SACs via conventional synapses but untuned cholinergic input via paracrine (i.e., non-synaptic) transmission (Briggman et al., 2011; Sethuramanujam et al., 2016; Brombas et al., 2017; Hanson et al., 2019).

In paracrine transmission, released transmitters diffuse relatively long distances to their target receptors, which should prolong the time course of postsynaptic signals (Barbour et al., 1994; Digregorio et al., 2002; Nielsen et al., 2004; Szapiro and Barbour, 2007). Yet, in the retinal DS circuit, cholinergic transmission appears to be more transient than GABAergic transmission (Lee et al., 2010; Sethuramanujam et al., 2016; Hanson et al., 2019). This paradox is functionally relevant because the DS computation depends, in part, on the temporal mismatch between transient cholinergic excitation and prolonged GABAergic inhibition (Sethuramanujam et al., 2016; Hanson et al., 2019). Despite the computational significance of fast non-synaptic cholinergic transmission in this circuit, though, the mechanisms that enable it have yet to be fully elucidated.

Therefore, we developed an approach combining cell type-specific optogenetic stimulation, whole-cell electrophysiology, and linear systems analysis to examine mechanisms generating fast cholinergic transmission from SACs to DSGCs. While pharmacologically blocking endogenous light responses, we optogenetically evoked transmitter release from SACs using white-noise stimuli and recorded the resulting cholinergic or GABAergic postsynaptic currents (PSCs) in ON-OFF DSGCs. Under these conditions, cholinergic transmission exhibited faster kinetics than GABAergic transmission. Measurements of unitary PSCs were combined with a deconvolution-based analysis to reveal that transmitter-specific differences in postsynaptic receptor kinetics underlie the overall difference in transmission kinetics. Independently, GABAA receptor blockade prolonged cholinergic transmission, identifying a role for presynaptic GABAA receptors—likely activated by mutual inhibition between SACs—in modulating the kinetics of ACh release from SACs. Together, these results demonstrate the roles of specific receptors in shaping the temporal properties of cholinergic transmission and, additionally, suggest constraints on the cellular architecture of paracrine ACh transmission in retinal DS circuitry.



MATERIALS AND METHODS


Animals

All animal procedures were approved by the Institutional Animal Care and Use Committee at Yale University and were in compliance with National Institutes of Health guidelines. Mice of both sexes were maintained on a C57BL/6 background and studied between postnatal days 28 and 90 (P28-P90). For all experiments, homozygous ChAT-IRES-Cre mice (B6;129S6-Chattm2(cre)Lowl/J; The Jackson Laboratory #006410) were crossed with homozygous Ai32 mice (Madisen et al., 2012; B6.Cg-Gt(ROSA)26Sortm32(CAG−COP4*H134R/EYFP)Hze/J; The Jackson Laboratory #024109) to produce offspring that were heterozygous for each transgene. In retinas of these mice, Cre expression is driven by endogenous ChAT regulatory elements and enables selective expression of a channelrhodopsin-2 (ChR2)/enhanced yellow fluorescent protein (EYFP) fusion protein in ON and OFF SACs.



Electrophysiology

Mice were dark-adapted for ~1 h before euthanasia, immediately after which both eyes were enucleated and transferred to a dissection dish filled with Ames medium (A1420, Sigma-Aldrich) supplemented with 22.6 mM NaHCO3 (Sigma-Aldrich) and suffused with 95% oxygen/5% carbon dioxide at room temperature. Retinal dissections were performed under infrared illumination using stereomicroscope-mounted night vision goggles (B.E. Meyers). Following extraction of the retina from the eyecup, the vitreous humor was removed and a deep relaxing cut was made along the nasotemporal axis toward the optic disc. Retinas were mounted onto mixed cellulose ester filter membranes (HAWP01300, EMD Millipore) and maintained in the dissection dish at room temperature for up to 5 h until recording. Immediately prior to recording, mounted retinas were placed in a custom recording chamber and secured beneath a tissue harp. During experiments, the recording chamber was perfused with Ames medium flowing at 4–6 mL/min and maintained at 32–34°C.

Electrophysiological recordings were obtained using patch pipettes pulled from borosilicate glass capillaries (1B120F-4, World Precision Instruments). Pipette tip resistances were 4–6 MΩ for ganglion cell recordings and 5–8 MΩ for amacrine cell recordings. Pipettes were filled with internal solutions containing the following (in mM): 120 K-methanesulfonate, 10 HEPES, 0.1 EGTA, 5 NaCl, 4 ATP-Mg, 0.4 GTP-Na2, and 10 phosphocreatine-tris2, at pH 7.3 and 280 mOsm for current-clamp recordings; or 120 Cs-methanesulfonate, 5 TEA-Cl, 10 HEPES, 10 BAPTA, 3 NaCl, 2 QX-314-Cl, 4 ATP-Mg, 0.4 GTP-Na2, and 10 phosphocreatine-tris2, at pH 7.3 and 280 mOsm for voltage-clamp recordings. In a subset of recordings, the internal solution was supplemented with 0.05% (w/v) Lucifer yellow to fluorescently label cells for subsequent immunohistochemistry and visualization (Park et al., 2015, 2018). All compounds included in internal solutions were acquired from Sigma-Aldrich. During all recordings, membrane potential or current was amplified (MultiClamp 700B, Axon Instruments), digitized at 5 or 10 kHz (Digidata 1440A, Molecular Devices), and recorded (pClamp 10.0, Molecular Devices). During voltage-clamp recordings, excitatory or inhibitory currents were isolated by clamping at the reversal potential for chloride (ECl; ~−67 mV) or cations (Ecations; ~0 mV), respectively. Series resistance (10–25 MΩ) was compensated by 50%, and recordings were corrected for a −9-mV liquid junction potential.

To identify unlabeled DSGCs, loose-patch spike recordings were obtained from ganglion cells while visual stimuli were presented by a modified video projector (λpeak = 395 nm) focused through a sub-stage condenser lens onto the retina (Borghuis et al., 2013, 2014). The mean luminance of visual stimuli was typically ~104 photoisomerizations cone−1 s−1 (Borghuis et al., 2014). ON-OFF DSGCs and ON DSGCs were initially identified and distinguished by their categorically distinct spike responses to a ~5-s spot stimulus (400-μm diameter) of positive contrast: ON-OFF DSGCs fired transiently at stimulus onset and offset, whereas ON DSGCs responded with sustained firing that continually decayed over the course of stimulus presentation (Weng et al., 2005; Sun et al., 2006; Dhande et al., 2013). Most putative DSGCs were also presented with drifting grating stimuli to test direction selectivity (Park et al., 2014). During subsequent voltage-clamp recordings, DSGC identity was confirmed by the presence of both IPSCs and EPSCs during optogenetic stimulation of ChR2+ SACs (Sethuramanujam et al., 2016). Fluorescent dye-filled cells that exhibited these physiological properties always visibly co-stratified their dendrites with the EYFP+ neurites of SACs, as was further indicated by subsequent immunostaining against choline acetyltransferase (Park et al., 2015, 2018). To target ON SACs, EYFP+ somata in the ganglion cell layer were visualized using a custom-built two-photon laser-scanning microscope that was controlled by ScanImage (Vidrio Technologies) (Borghuis et al., 2013). Two-photon excitation was provided by a tunable Coherent Chameleon Ultra II laser (λpeak = 910 nm).

During optogenetic experiments, ChR2+ SACs were photostimulated using an LED (λpeak = 470 nm; M470L3, Thorlabs) projected through the aperture (400-μm diameter) of an iris diaphragm (CP20S, Thorlabs), driven by a T-Cube LED driver (LEDD1B, Thorlabs), and focused through a sub-stage condenser lens onto the retina. The maximum light intensity (Φmax) at the sample plane was 4.8 × 1017 quanta cm−2 s−1. Optogenetic stimuli were gamma-corrected to account for a nonlinear relationship between voltage input to the LED driver and light output of the LED, as measured at the sample plane. Conventional photoreceptor-mediated input was pharmacologically blocked via bath application of the following drug cocktail (in μM): 50 D-AP5 (Alomone), 50 DNQX (Alomone), 20 L-AP4 (Alomone), and 2 ACET (Tocris) (Park et al., 2015, 2018). For a subset of experiments, voltage-gated calcium channels were blocked by adding 200 μM CdCl2 (Sigma-Aldrich) to the cocktail described above, and Ames medium was replaced by a Ringer solution consisting of the following (in mM): 120 NaCl, 3.1 KCl, 1.15 CaCl2, 1.24 MgSO4, 6 glucose, and 22.6 NaHCO3. All compounds included in the Ringer solution were obtained from Sigma-Aldrich.



Linear-Nonlinear Cascade Analysis

Linear-nonlinear (LN) cascade analysis was performed as previously described (Jarsky et al., 2011). Quasi-white-noise (WN) stimuli comprised 10 consecutive 10-s trials (100 s total), each consisting of 7.5 s of a unique sequence followed by 2.5 s of a repeated sequence. For each cell, responses to unique stimuli were used to generate an LN model while responses to repeated stimuli were used to test the predictive accuracy of the model. WN stimuli were initially generated by repeated draws from a Gaussian distribution and subsequently filtered to emphasize low, physiologically-relevant frequencies. Due to low-pass filtering associated with ChR2-mediated modulation of graded membrane potential (Tchumatchenko et al., 2013; Figure 2) and to the gradual reduction of postsynaptic current (PSC) reliability during continuous ChR2 stimulation (Figure 3F), WN stimuli were ideally low-pass filtered at 30 Hz (i.e., higher frequencies were removed). This low-pass filtering increased the signal-to-noise ratio of whole-cell recordings and thereby enabled construction of LN models from individual cells across all conditions; however, this filtering also generated ringing in linear filters. For analysis, stimuli were mean-subtracted and normalized by the maximum amplitude.

For each WN recording, trial-to-trial reliability (i.e., similarity) was measured using responses to the repeated stimulus sequence. Specifically, for the ith of n trials, similarity (si) was computed as the Pearson correlation coefficient (ρ) between that trial's repeat response (ri) and the mean of all other trials' repeat responses ([image: image]):

[image: image]

These coefficients si were then averaged to compute an overall measure of reliability [image: image].

A linear filter f(t) is typically obtained by cross-correlation of a stimulus s(t) with a response r(t) followed by deconvolution with the stimulus autocorrelation, as shown here in the frequency (ω) domain:

[image: image]

where [image: image] is the inverse Fourier transform operator, ŝ(ω) is the Fourier transform of s(t), [image: image] is the Fourier transform of r(t), * indicates complex conjugation, and S(ω) is the Fourier transform of the stimulus autocorrelation. However, because S(ω) contained very low power at high frequencies due to stimulus design, division by S(ω) amplified high frequency noise present in [image: image], which heavily contaminated f (t). Therefore, we omitted this division step and instead computed the linear filter as [image: image]. Linear filter width was measured as the full width at 25% of the maximum. The linear filter f (t) was then convolved with the stimulus s (t) to generate a linear prediction rL (t) of the recorded response r (t). Equivalently:

[image: image]

where [image: image] is the Fourier transform of f (t). Next, for each time point ti, r (ti) was plotted against rL (ti) to directly compare the recorded and predicted responses. Plotted points were divided into 100 bins along the linear prediction (x-) axis, with each bin containing an equal number of points. Within each bin, points were averaged along both the recorded and predicted response dimensions. The resulting 100 points were then fit with a Gaussian cumulative distribution function N (x):

[image: image]

where α and σ scale N vertically and horizontally, respectively; and δ and μ offset N vertically and horizontally, respectively. N (x) was then used to convert the linear prediction rL (t) into the final LN response prediction rLN (t):

[image: image]

To quantify the rectification of the modeled response, a rectification index irect was computed using N (x) as follows:

[image: image]

where rL[bin] is the set of 100 values obtained after binning and averaging along the linear prediction axis, as described above.

The predictive accuracy of an LN model was measured by comparing the predicted and recorded responses to the repeated stimulus sequence. Specifically, the squared Pearson correlation coefficient (r2) was computed between (1) the predicted response to the repeated stimulus, generated by the LN model; and (2) the mean of all responses recorded during 10 trials of the repeated stimulus. For all conditions studied using LN analysis, these r2 values are reported in the corresponding figures.



Event Analysis

Evoked monophasic IPSCs (emIPSCs) were recorded in DSGCs following brief (<10 ms) optogenetic stimulation of ChR2+ SACs. For each cell, stimulus intensity and duration were empirically determined such that roughly one-third of trials evoked no IPSC event. For each trial, the recorded trace was band-pass filtered and then thresholded to detect the rapid rising phase of an evoked IPSC. Thresholds were typically defined as 4 or 5 times the standard deviation of the pre-stimulus baseline of the filtered trace. Trials were discarded if no suprathreshold rising phase was detected (failure) or if multiple discrete rising phases were detected (multiphasic IPSC). Trials containing a single suprathreshold rising phase indicated a monophasic IPSC. Prior to analysis, emIPSCs were aligned to the first point at which the filtered trace exceeded the detection threshold. For each emIPSC, amplitude was measured as the peak of each event. Additionally, the time constant of decay (τdecay) was measured by fitting an exponential function to the decay phase of each emIPSC. Similar detection and analysis procedures were applied to spontaneous GABAergic IPSCs and cholinergic EPSCs. The averages of all unitary IPSCs and EPSCs were computed separately and fit with functions f(t) of the following forms:

[image: image]

where ai are amplitude-scaling constants and τi are time constants. To facilitate comparison to the time courses of WN-derived linear filters, the full width at 25% of the maximum also was measured for fEPSC and fIPSC.

Because spontaneous cholinergic EPSCs have lower amplitudes and signal-to-noise ratios than GABAergic emIPSCs (Figures 4A–C), there is more uncertainty associated with identification of their onsets and peaks. Specifically, because an sEPSC cannot be detected until it has risen above the noise, there is an expected bias toward late detection and, as a result, underestimation of the latency to peak. The function fit to the sEPSC average (Figure 4D) and used in the hybrid EPSC analysis (Figure 5) does not account for this source of uncertainty and/or bias in the peak time. The expected effects on measurement of hybrid EPSC filters would be systematic underestimation of both (1) the mean of the filter peak times and (2) the error associated with the mean estimate (Figure 5D1), with virtually no effect on filter width measurements (Figure 5D2).



Wiener Deconvolution

Wiener deconvolution was used to estimate presynaptic dynamics from IPSCs recorded in ON-OFF DSGCs during optogenetic WN stimulation of ChR2+ SACs. This procedure assumes approximately linear summation of unitary events, which is supported by a weak correlation between amplitude and decay time constant in emIPSCs recorded in DSGCs (Kendall's τ coefficient = 0.025, p = 0.596; Figure 4C); i.e., emIPSC kinetics were approximately invariant across amplitudes (James et al., 2019).

In the context of this study, an optogenetic WN-evoked IPSC i(t) was modeled as the convolution of a presynaptic vesicle release record r(t) with an empirically-determined postsynaptic low-pass filter p(t) (see Figures 4, 5), plus noise n(t):

[image: image]

In standard deconvolution, an estimate of r(t) is recovered by deconvolving i(t) with p(t). In the frequency (ω) domain, this can be equivalently expressed as

[image: image]

where ř(ω) is an estimate of the Fourier transform of r(t), î(ω) is the Fourier transform of i(t), [image: image] is the Fourier transform of p(t), and [image: image] is the Fourier transform of the inverse of p(t). However, inversion of a low-pass filter generates a high-pass filter, which amplifies high-frequency noise present in i(t). Wiener deconvolution reduces this noise amplification by weighting [image: image] according to the signal-to-noise ratio (SNR) at each frequency ω:

[image: image]

where [image: image] is the Fourier transform of the SNR-weighted inverse filter and N(ω) and S(ω) are the power spectral densities of n(t) and r(t), respectively. î(ω) and [image: image] were obtained by Fourier transformation of i(t) and p(t), respectively, which were acquired experimentally. To estimate N(ω), a 1-s period of the recording prior to stimulus onset was used to construct an amplitude histogram, which was then fit with a Gaussian distribution of variance [image: image]. For Gaussian-distributed noise with variance [image: image], [image: image] for all ω. S(ω) was estimated as the power spectral density of a Savitzky-Golay low-pass filtered version of i(t) (James et al., 2019). These terms jointly enabled calculation of ř(ω) via Wiener deconvolution:

[image: image]

Subsequently, ř(ω) was utilized in two ways. For visualization of presynaptic dynamics (Figure 5A), inverse Fourier transformation of ř(ω) generated ř(t), which consisted of a series of δ function-like events of variable amplitude that presumably correspond to rapid bursts of vesicle release (James et al., 2019). For LN analysis of hybrid EPSCs (Figures 5B–D), ř(ω) was first multiplied by the Fourier transform of a function previously fit to the sEPSC average, and the result was subjected to inverse Fourier transformation to generate hybrid EPSCs.



Statistics

Consistent with comparable studies and conventions in the field, each group included 4–10 cells from at least two mice of either sex. Unless otherwise stated, summary values are reported as mean ± SEM and statistical comparisons were performed using two-tailed Student's t-tests. Exact p-values are reported up to p < 0.001. Statistical significance levels are indicated in figures as follows: *p < 0.05, **p < 0.01, and ***p < 0.001.




RESULTS


Channelrhodopsin-2 Enables Physiological, Reliable, and Dynamic Control of Synaptic Transmission From Starburst Amacrine Cells

Combined with pharmacological blockade of native light responses, channelrhodopsin-2 (ChR2) photostimulation has been used extensively to study synaptic connectivity between identified retinal neurons (Lagali et al., 2008; Lee et al., 2016; Tien et al., 2016, 2017; Kim and Kerschensteiner, 2017; Park et al., 2018; Jia et al., 2020), especially in DS circuitry (Yonehara et al., 2011; Beier et al., 2013; Lee et al., 2014; Krishnaswamy et al., 2015; Park et al., 2015; Sethuramanujam et al., 2016; Hanson et al., 2019). Though ChR2-based neural circuit analysis is well-established in this context, we sought to expand the use of ChR2 as a tool for quantitative study of the temporal dynamics of synaptic transmission, particularly that from SACs to ON-OFF DSGCs (Figure 1A).


[image: Figure 1]
FIGURE 1. Optogenetic stimulation of starburst amacrine cells evokes postsynaptic currents in ON-OFF direction-selective ganglion cells. (A) An ON-OFF DSGC receives excitatory cholinergic and inhibitory GABAergic input from ON and OFF SACs. Neighboring SACs also provide GABAergic inhibition to each other. SACs express channelrhodopsin-2 (ChR2, blue), which is activated after blocking conventional glutamatergic transmission from photoreceptors and cone bipolar cells (CBCs; see Materials and Methods). (B) ChR2-evoked postsynaptic currents (PSCs) depend on voltage-gated calcium channels. Left, ChR2-evoked GABAergic IPSCs (IGABA) and cholinergic EPSCs (IACh) recorded in separate ON-OFF DSGCs before (ctrl) and during bath application of cadmium (Cd2+, 200 μM). Stimulus intensity, 4.8 × 1017 quanta (Q) cm−2 s−1. Right, peak amplitude of ChR2-evoked PSCs before and during Cd2+ application (n = 5 cells). IGABA–ctrl vs. Cd2+: *p = 0.014, t = 4.2; IACh–ctrl vs. Cd2+: **p = 0.003, t = 6.6 (paired t-tests). Error bars here and below indicate ± SEM across cells. (C) ChR2-mediated modulation of SAC Vm. Left, ChR2-modulated Vm of ON SAC before and during bath application of Cd2+. Right, mean ChR2-evoked depolarization before and during Cd2+ application (n = 6 cells). (D) Dynamic range of ChR2-mediated responses. Within a range of stimulus intensity [20-100% Φmax (4.8 × 1017 Q cm−2 s−1)], ON SAC Vm remains saturated while IPSCs increase. (E) Normalized input-output relations for ChR2-modulated ON SAC Vm (n = 4 cells) and ON-OFF DSGC IPSCs (n = 4 cells); light traces indicate individual cells. r(Φ) is the response to a stimulus of intensity Φ.


Toward this goal, we first tested whether ChR2-evoked synaptic transmission from SACs depends on Ca2+ influx through voltage-gated calcium channels (VGCCs) [i.e., the conventional mechanism (Lee et al., 2010)], rather than through ChR2 itself (Nagel et al., 2003; Krishnaswamy et al., 2015). We found that ChR2-evoked inhibitory postsynaptic currents (IPSCs) and excitatory PSCs (EPSCs) recorded in DSGCs were blocked completely by cadmium (Cd2+), a non-selective VGCC blocker: peak IPSC and EPSC amplitudes were reduced by 100.0 ± 0.1% (p < 0.001, t = −800.1) and 99.7 ± 0.8% (p < 0.001, t = 123.5), respectively (Figure 1B). By contrast, ChR2-dependent graded depolarization of ON SAC membrane potential (Vm) was unaffected by Cd2+ (p = 0.51, t = 0.71; Figure 1C). Here and below, we recorded ON SACs because their somas reside in the ganglion cell layer and are therefore more accessible to patch-clamp recording than OFF SACs (Figure 1A). We conclude that ChR2-evoked synaptic transmission from SACs to DSGCs is driven solely by Ca2+ influx through endogenous VGCCs in SACs.

Next, we calibrated our ChR2-activating light stimulus by determining the relationship between ChR2-dependent depolarization of ON SACs and ChR2-evoked IPSCs recorded in DSGCs. Lower light intensities depolarized somatic ON SAC Vm monotonically without evoking synaptic transmission, whereas higher intensities saturated somatic Vm while evoking monotonic increases in IPSC amplitude (Figure 1D). These results suggest that somatic and synaptic Vm differ (Figure 1E), as might be expected in an electrotonically complex cell such as the SAC, in which release sites are located within the tips of thin, highly branched neurites (Miller and Bloomfield, 1983; Ding et al., 2016). The discrepancy between somatic and synaptic Vm precluded a direct mapping of SAC Vm onto IPSC amplitude, and consequently, our experiments utilized stimulation intensities within the dynamic range of ChR2-evoked IPSCs.

To quantify temporal properties of SAC transmission, we adopted a linear-nonlinear (LN) cascade analysis-based approach (Chichilnisky, 2001) used previously to study visual adaptation at various stages of retinal circuitry (Kim and Rieke, 2001; Baccus and Meister, 2002; Zaghloul et al., 2003; Beaudoin et al., 2007; Jarsky et al., 2011). We first presented a stochastic, white-noise (WN) stimulus, filtered at 30 Hz (see Materials and Methods), to evoke depolarization of ChR2+ SACs and PSCs in DSGCs. From each response, we constructed an LN model consisting of a linear filter, describing the kinetics of the modeled response; and a static nonlinearity, capturing time-invariant response properties such as rectification and saturation (Figure 2A). The output of the LN model is generated by first convolving the linear filter with the stimulus and then passing the result through the static nonlinearity, which serves as a lookup table. By capturing nonlinear features in a separate stage, LN model-based analysis enables isolation of linear filtering properties. Below, we measure the width of the linear filter to quantify the kinetics of the modeled response (e.g., EPSCs), with a “narrower” filter indicating more transient kinetics (see Materials and Methods). Finally, in addition to their application in LN analysis, WN stimuli also feature complex temporal structure that better resembles naturalistic stimuli than do conventional pulsatile stimuli.


[image: Figure 2]
FIGURE 2. Reliability and kinetics of ChR2-mediated white-noise stimulation of starburst amacrine cells. (A) Construction of linear-nonlinear model from responses to optogenetic white-noise stimulation. (B) Top, optogenetic white-noise stimulus sequence. Maximum light intensity (Φmax), 3.2 × 1017 Q cm−2 s−1. Middle, ChR2 currents (IChR2) recorded in an ON SAC. Gray traces show responses to the repeated stimulus (trials 1 and 10). The average of all 10 responses (black) is overlaid with the output of the LN model (blue) generated from responses to unique stimuli. Bottom, same as middle for ChR2-modulated membrane potential (Vm) in a different ON SAC. (C) Linear filter (left) and static nonlinearity (right) obtained from recording IChR2 in ON SAC shown in (B). For the static nonlinearity, the horizontal line indicates the response corresponding to a linear prediction of 0 (in arbitrary units, a.u.). Solid curves are fits to measured nonlinearities (black points). (D) Same as (C) for Vm in ON SAC shown in (B). Inset shows linear filters for IChR2 (inverted) and Vm superimposed on an expanded timescale. Dashed lines indicate filter peak times. (E) Measurements of LN model components obtained from recordings of IChR2 (n = 7 cells) or Vm (n = 9 cells) in ON SACs. *p < 0.05; ***p < 0.001.


We first directly examined the ability of ChR2+ SACs to encode optogenetic WN stimuli. The fidelity and temporal bandwidth of ChR2-mediated depolarization in non-spiking neurons like SACs has been studied rarely (Tchumatchenko et al., 2013) and never in the context of an intact neural circuit. Optogenetic WN stimulation reliably and rapidly modulated ChR2-mediated current (IChR2) and Vm recorded in ChR2+ SACs, eliciting remarkably stereotyped responses across repeated trials (IChR2: reliability [[image: image]] = 0.985 ± 0.002; Vm: [image: image] = 0.943 ± 0.013; Figure 2B). Resulting LN models accurately predicted responses to a validation stimulus that was not used for model construction (Figure 2B). Linear filters revealed IChR2 to be a modestly filtered representation of the stimulus, while Vm was a more strongly filtered representation: IChR2 filters peaked earlier than Vm filters (p < 0.001, t = −7.7) and were also narrower (p = 0.011, t = −3.2; Figures 2C–E). The IChR2 filter reflects the ChR2 conductance itself, whereas the wider Vm filter reflects the additional influence of the membrane time constant. For both signals, static nonlinearities exhibited mild rectification, which was slightly more pronounced in Vm than in IChR2 (p = 0.016, t = 2.7; Figures 2D,E). This apparent rectification likely reflects partial saturation of the ChR2-mediated conductance at the soma, whereas the Vm at synapses likely exhibits less saturation within this stimulus range (Figures 1D,E). In summary, though, these results demonstrate that ChR2+ SACs reliably encode dynamic light stimuli.



Transmitter-Specific Temporal Properties of SAC→DSGC Transmission

We combined WN light stimulation of ChR2+ SACs with LN analysis to compare computational properties of GABAergic and cholinergic transmission from SACs to DSGCs. The two transmitter systems exhibited significant differences in temporal filtering: compared to linear filters obtained from GABAergic IPSCs, filters from cholinergic EPSCs peaked earlier (p = 0.002, t = −3.9) and were narrower (p < 0.001, t = −7.3; Figures 3A–D). EPSCs and IPSCs exhibited similar rectification (p = 0.126, t = 1.63; Figures 3A–D). Similar to LN models of spike responses of ChR2+ GCs to optogenetic WN stimuli (Ferrari et al., 2020), our LN models exhibited high predictive accuracy that was limited primarily by the reliability of PSCs across trials (Figure 3E). Notably, PSC reliability decreased gradually during continuous stimulation, despite the stability of presynaptic Vm (Figure 3F). Therefore, we restricted our recordings to a stimulus period (100 s) during which PSCs were relatively stable.
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FIGURE 3. Transmitter-specific kinetics of SAC→DSGC transmission. (A) LN models obtained from IPSCs (IGABA) and EPSCs (IACh) recorded in ON-OFF DSGCs during optogenetic white-noise stimulation of SACs. Black traces indicate averaged response to 10 stimulus repeats (Φmax = 4.8 × 1017 Q cm−2 s−1). Colored traces show LN model output. Dashed horizontal lines indicate the response at a linear prediction of 0 [see (B),(C)]. (B,C) Linear filters (left) and static nonlinearities (right) obtained from IPSCs (B) and EPSCs (C) shown in (A). Horizontal line overlaid on each static nonlinearity indicates the response at a linear prediction of 0; this value is used to calculate rectification (see Materials and Methods). (D) Measurements of LN model components obtained from IPSCs (n = 10 cells) and EPSCs (n = 5 cells) recorded in ON-OFF DSGCs. (E) Relation between LN model performance and data reliability [average similarity; see (F), Materials and Methods] for all PSC recordings. Dashed line indicates unity. (F) Similarity of ChR2-evoked responses to repeated stimuli on a trial-by-trial basis for SAC Vm (n = 9 cells; black) and ON-OFF DSGC IPSC (n = 10 cells; IGABA, magenta). Similarity is the Pearson correlation coefficient between the response during the nth trial and the mean of responses during all other trials. (G) Frequency analysis of IPSCs and EPSCs recorded in ON-OFF DSGCs. IPSCs were recorded in the absence (ctrl, magenta) or presence (gray) of hexamethonium (50 μM), a nicotinic ACh receptor (nAChR) antagonist. Prior to averaging across cells, each power spectrum was normalized to its power at 2.5 Hz. Power spectra are derived from the entire 100-s WN PSC recording. **p < 0.05; ***p < 0.001.


We also performed an additional analysis to evaluate, independently of LN modeling, the possibility of transmitter-specific temporal filtering. Indeed, normalized power spectra computed directly from each raw PSC recording confirmed that, compared to GABAergic transmission, cholinergic transmission better passes high-frequency stimulus components to DSGCs (p < 0.001; Figures 3A,G). Because a subset of GABAergic and glycinergic ACs express nicotinic ACh receptors (nAChRs) (Dmitrieva et al., 2001, 2003, 2007), we also tested whether the relative prolongation of IPSCs could be explained by a polysynaptic circuit (SAC[ACh]→non-SAC AC[GABA/glycine]→DSGC) that provides delayed inhibition to DSGCs. IPSCs recorded in the presence of the nAChR antagonist hexamethonium, however, yielded power spectra similar to controls (Figure 3G), suggesting that the observed temporal difference results instead from intrinsic synaptic mechanisms.



Postsynaptic Basis for Transmitter-Specific Temporal Filtering

The time course of evoked PSCs (Figure 3) reflects the combined time courses of a sequence of at least three major pre- and postsynaptic processes: ChR2-mediated depolarization (Figure 2), presynaptic Ca2+ dynamics, and postsynaptic receptor kinetics. Therefore, we next sought to parse the relative contributions of pre- and postsynaptic mechanisms to the observed temporal difference between cholinergic and GABAergic transmission from SACs to DSGCs. To do so, we first assessed postsynaptic receptor kinetics by examining the waveforms of unitary EPSCs and IPSCs recorded from DSGCs. Because SACs provide the only cholinergic input to DSGCs, we estimated postsynaptic filtering in cholinergic SAC→DSGC transmission simply by measuring spontaneous EPSCs (sEPSCs) recorded in DSGCs while blocking ionotropic glutamate receptors (Figure 4A). Inhibitory input to DSGCs, however, arises from several AC types in addition to SACs (Park et al., 2015; Pei et al., 2015; Bleckert et al., 2018); thus, not all sIPSCs recorded in DSGCs originate from SACs. To resolve this ambiguity, we designed an experiment to evoke unitary IPSCs from SACs only. We briefly (<10 ms) stimulated ChR2+ SACs to evoke small, sIPSC-like events in DSGCs (4 ON-OFF DSGCs and 1 ON DSGC); we refer to these events as evoked monophasic IPSCs (emIPSCs; Figure 4B). Following automated detection, sorting, and alignment (see Materials and Methods), we measured individual and averaged sEPSCs and emIPSCs. Compared to cholinergic sEPSCs (n = 884 events from 4 cells), individual GABAergic emIPSCs (n = 212 events from 5 cells) exhibited waveforms with much slower decay kinetics (p < 0.001, D = 0.77, Kolmogorov-Smirnov test; Figure 4C). On average, cholinergic sEPSCs decayed rapidly (fit to mean sEPSC: τdecay = 5.5 ms; width = 10.2 ms; Figure 4D). By contrast, the emIPSC average exhibited a prolonged “tail” during the decay phase—obscured by noise in individual emIPSCs—that was captured by a second, slow exponential decay term (τdecay(fast) = 11.9 ms; τdecay(slow) = 54.2 ms; width = 28.5 ms; Figure 4D). Spontaneous IPSCs recorded in the same DSGCs, on average, also exhibited a prolonged tail (τdecay(fast) = 8.6 ms; τdecay(slow) = 30.8 ms; width = 23.4 ms) but exhibited slightly faster decay kinetics than emIPSCs (p < 0.001, D = 0.245, Kolmogorov-Smirnov test; Supplementary Figure 1), likely reflecting a proportion of synapses from non-SAC ACs. Overall, these results suggest that postsynaptic mechanisms prolong GABAergic, relative to cholinergic, transmission from SACs to DSGCs.
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FIGURE 4. Transmitter-specific postsynaptic filtering in SAC→DSGC transmission. (A) Isolation and measurement of spontaneous cholinergic EPSCs in ON-OFF DSGCs. Top, spontaneous EPSCs (sEPSCs) recorded from an ON-OFF DSGC during blockade of AMPA (50 μM DNQX) and NMDA (50 μM D-AP5) receptors. Bottom left, expanded view of boxed region. Dots indicate individual spontaneous EPSCs. Bottom right, alignment and averaging of cholinergic sEPSCs. One hundred individual sEPSCs (light gray) superimposed with the mean (green) of all sEPSCs. Dotted line indicates baseline holding current. (B) Schematic diagram illustrating experimental generation and recording of evoked monophasic IPSCs (emIPSCs) in an ON-OFF DSGC. Brief (<10 ms) optogenetic stimulation of presynaptic SACs evokes a small, monophasic IPSC (red). Following m trials, n monophasic events are distinguished from multiphasic events and failures. (C) Comparison of all sIPSCs and emIPSCs recorded in DSGCs. Amplitude is plotted against decay time constant (τdecay) for all sIPSCs (n = 884 events in 4 ON-OFF DSGCs) and emIPSCs (n = 212 events from 4 ON-OFF DSGCs and 1 ON DSGC). Marginal probability distributions of amplitude and τdecay are shown at right and above, respectively. PSC amplitude—sEPSC vs. emIPSC: ***p < 0.001, D = 0.82 (Kolmogorov-Smirnov test). (D) Averaged time courses of sIPSCs and emIPSCs. The average of all sIPSCs (green) is fit (black, dashed; see Materials and Methods) with a single exponential decay term. The average of all emIPSCs (inverted, magenta) is fit with two exponential decay terms. Traces are normalized to their respective maxima.


To infer how much the observed differences in postsynaptic filtering (Figure 4) contribute to overall differences in transmitter-specific filtering observed in WN-evoked responses (Figure 3), we developed a deconvolution-based analysis. In this approach, we first used Wiener deconvolution to estimate instantaneous presynaptic release rates from GABAergic IPSCs recorded in ON-OFF DSGCs during WN stimulation of presynaptic SACs (Figure 5A; see Materials and Methods; James et al., 2019). We then generated “hybrid” EPSCs by convolving the estimated release rate at GABAergic SAC→DSGC synapses with the average cholinergic sEPSC (Figure 4D). These hybrid EPSCs were then subjected to LN analysis to extract temporal filters. If postsynaptic filtering (i.e., sEPSC waveform) accounts fully for transmitter-specific filtering at SAC synapses, then the linear filters of hybrid EPSCs should be indistinguishable from those of recorded EPSCs. Indeed, LN analysis revealed nearly identical filter widths for hybrid EPSCs compared to those for recorded EPSCs (p = 0.94, t = 0.074; Figures 5B–D). The peak times of filters for hybrid EPSCs were slightly shorter (by <2 ms) than those for recorded EPSCs, which was marginally significant (p = 0.047, t = −2.19; Figure 5D). While this difference in filter peaks could reflect a small but genuine delay in cholinergic transmission, it instead could be explained by the technical challenge of accurately determining the onset times of small sEPSCs (see Materials and Methods). Overall, though, these results suggest that differences in postsynaptic dynamics alone suffice to explain transmitter-specific filtering in SAC→DSGC transmission (Figure 5C).


[image: Figure 5]
FIGURE 5. Differential postsynaptic kinetics explain transmitter-specific filtering in SAC→DSGC transmission. (A) Protocol for generation of hybrid PSCs. Wiener deconvolution of ON-OFF DSGC IPSCs removes the contribution of GABAergic postsynaptic kinetics (i.e., emIPSC time course) to estimate presynaptic release dynamics. The result is convolved with an estimate of cholinergic postsynaptic kinetics (i.e., sEPSC time course) to generate hybrid EPSCs. (B) Comparison of recorded and hybrid EPSC responses to optogenetic WN stimulation of SACs. Top, optogenetic WN stimulus. Maximum light intensity (Φmax), 4.8 × 1017 Q cm−2 s−1. Mean responses (black) and LN models (colored) for cholinergic EPSCs recorded in an ON-OFF DSGC (IACh, middle) and hybrid EPSCs (Ihybrid, bottom) combining i) presynaptic dynamics of GABAergic transmission in a different ON-OFF DSGC with ii) postsynaptic kinetics of cholinergic transmission. (C) Comparison of linear filters from recorded PSCs and hybrid EPSCs. Linear filters obtained from GABAergic IPSCs (magenta) and cholinergic EPSCs (green) recorded in separate ON-OFF DSGCs, overlaid with linear filter from hybrid EPSCs (gray) shown in (B). For direct comparison, hybrid EPSC filter shown was generated using the IPSC recording whose filter is overlaid. (D) Peak times (D1) and widths (D2) of linear filters obtained from IPSCs (n = 10 cells) and EPSCs (n = 5 cells) recorded in ON-OFF DSGCs and hybrid EPSCs (n = 10 cells). Linear filter peak time—IGABA vs. Ihybrid: ***p < 0.001, t = 66.4; linear filter width—IGABA vs. Ihybrid: ***p < 0.001, t = 18.0 (paired t-tests). Recorded PSCs analyzed are from Figure 3. *p < 0.05.




GABAA Receptors Modulate Cholinergic Transmission Kinetics

Visually-evoked Ca2+ influx into SAC neurites appears to be modulated by activation of GABAA receptors (GABAARs) on these neurites, indicating a role for GABAergic inhibition in modulating the computation of direction selectivity (Lee and Zhou, 2006; Chen et al., 2016; Ding et al., 2016; Poleg-Polsky et al., 2018). Therefore, we examined how GABAergic inhibition might modulate temporal filtering of cholinergic transmission from SACs to ON-OFF DSGCs. Bath application of the GABAAR antagonist gabazine increased both the amplitude (p < 0.001, t = 8.8) and charge transfer (p = 0.016, t = 3.6) of ChR2-evoked cholinergic EPSCs (Figures 6A,B). Further, LN analysis of EPSCs evoked by WN stimulation revealed that GABAAR blockade slows the kinetics of cholinergic transmission: linear filters in the presence of gabazine were delayed (p < 0.001, t = 4.6) and wider (p < 0.001, t = 7.3) compared to filters measured under control conditions (Figures 6C–F). By contrast, GABAAR blockade did not visibly alter filtering properties of ChR2-evoked depolarization in ON SACs (Supplementary Figure 2), though GABAAR-dependent changes in synaptic Vm may simply be difficult to detect using somatic Vm recordings (Figures 1D,E). Rectification of cholinergic EPSCs was also insensitive to gabazine (p = 0.78, t = 0.29; Figures 6C–F). These results provide direct evidence that the kinetics of cholinergic transmission to DSGCs are regulated by GABAARs on presynaptic SACs.


[image: Figure 6]
FIGURE 6. GABAA receptors accelerate cholinergic SAC→DSGC transmission. (A) ChR2-evoked cholinergic EPSCs in an ON-OFF DSGC before (control, black) and during (gray) bath application of gabazine (25 μM). (B) Peak amplitude (Ipeak) (B1) band charge transfer (Qtrans) (B2) of ChR2-evoked EPSCs recorded in ON-OFF DSGCs before (ctrl) and during gabazine application (gbz; n = 6 cells). (C) Linear-nonlinear models of ChR2-evoked cholinergic EPSCs (IACh) recorded in the absence or presence of gabazine. (D) Linear filter (left) and static nonlinearity (right) obtained from a control recording of ChR2-evoked cholinergic EPSCs in an ON-OFF DSGC. (E) Same format as (D) in a different ON-OFF DSGC during application of gabazine. (F) Measurements of LN model components obtained from EPSCs recorded in the absence (ctrl; n = 5 cells) or presence (gbz; n = 9 cells) of gabazine. *p < 0.05; ***p < 0.001.





DISCUSSION


An Integrated Optogenetic and Computational Approach to Studying Retinal Synapses

We combined cell type-specific optogenetic stimulation, whole-cell electrophysiology, and linear systems analysis in a technical framework that permitted a quantitative study of synaptic transmission from interneurons in the mouse retina. Provided genetic access to a homogenous neuronal population, optogenetic stimulation confers multiple advantages over conventional paired recording. For example, all genetically-identified neurons presynaptic to a single postsynaptic neuron can be stimulated simultaneously, dramatically increasing the signal-to-noise ratio of recorded PSCs. Further, substituting ChR2 for a patch pipette and stimulating electrode circumvents dialysis of presynaptic neurons and, consequently, washout of any soluble components required for normal synaptic transmission. This approach also presents specific limitations, including the requirements of cell type-specific genetic access and pharmacological blockade of endogenous light responses. Notably, ChR2-evoked PSCs gradually (>100 s) decay during continuous WN stimulation (Figure 3F), limiting the duration over which PSCs can be evoked. PSC decay does not result from ChR2 desensitization (Figure 3F) and instead could be due to synaptic acidification caused by ChR2-mediated proton influx (Nagel et al., 2003; Lin et al., 2009) or to illumination-induced tissue heating, which can produce temperature-dependent physiological changes independent of an optogenetic actuator (Yizhar et al., 2011; Owen et al., 2019).

Using ChR2, we activated SACs with a quasi-WN light stimulus that spanned a physiologically- and ethologically-relevant range of temporal frequency (0–30 Hz) (Dong and Atick, 1995; Simoncelli and Olshausen, 2001; Wang et al., 2011). Linear systems analysis of PSCs evoked by optogenetic WN stimulation of SACs enabled quantitative comparison of temporal filtering implemented by cholinergic and GABAergic transmission to DSGCs. Application of LN cascade analysis isolated temporal filtering characteristics from static nonlinear features, such as rectification and saturation (Figure 3). We also developed a deconvolution-based analysis that generated an estimate of presynaptic release rate and, subsequently, hybrid PSCs; this analysis revealed the relative contributions of pre- and postsynaptic mechanisms to transmitter-specific synaptic filtering (Figure 5). Finally, though we compared two transmitter systems that convey signals from one presynaptic cell type to a second postsynaptic cell type, the technical and analytical framework described here can be adapted to a wide range of applications. This approach can be used, for example, to study the computational heterogeneity of synaptic outputs that diverge from one presynaptic cell type to multiple postsynaptic types; inversely, it can be applied to compare synaptic inputs that converge from multiple presynaptic cell types onto a single postsynaptic cell type.



Mechanisms for Fast Cholinergic Transmission in the Retinal DS Circuit

A central conclusion of this study is that cholinergic transmission from SACs to DSGCs exhibits a time course comparable to that of conventional synaptic transmission (Figure 3) despite the fact that the underlying synaptic architecture suggests it to be paracrine (Briggman et al., 2011). Indeed, SACs release ACh sufficiently close to postsynaptic nAChR clusters on DSGCs to generate detectable sEPSCs (Figure 4; Sethuramanujam et al., 2020). The discrepancy between untuned cholinergic EPSCs and the tuned orientation distribution of presynaptic SAC neurites in a DSGC argues against conventional cholinergic synapses; yet, the naturally compact arrangement of SAC output varicosities and DSGC dendrites apparently enables rapid, short-range transmission (Sethuramanujam et al., 2020). This model (Figure 7) also implies that nAChRs on a DSGC dendrite cluster near a SAC varicosity at a density sufficient to transduce sEPSCs. While such a quasi-synaptic architecture would be the principal basis for fast cholinergic transmission in DSGCs, our deconvolution-based analysis suggests that, given this architecture, postsynaptic receptor kinetics alone accelerate cholinergic transmission relative to GABAergic transmission (Figure 5D). By extension, cholinergic and GABAergic SAC→DSGC presynapses appear to be equivalent in their temporal filtering properties.
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FIGURE 7. A cellular architecture consistent with fast, non-synaptic, and non-DS cholinergic transmission from SACs to DSGCs. Dendrites of a DSGC preferring leftward motion (gray) express GABAA receptors (GABAARs, magenta) at conventional synapses from a SAC neurite preferring rightward motion (blue). Nearby, SAC neurites oriented in other directions provide GABAergic synapses onto dendrites of other DSGCs (dashed outlines). On the central DSGC, nicotinic ACh receptors (nAChRs, green) localize near any SAC varicosity positioned sufficiently close, regardless of its direction preference (blue arrows).




A Role for GABAA Receptors in Regulating Cholinergic Transmission Kinetics

We identified a novel function for GABAergic synapses onto SACs: modulating the kinetics, as well as the amplitude, of cholinergic transmission from SACs to DSGCs (Figure 6). Consistent with this result, GABAergic synapses from wide-field ACs modulate the amplitude of cholinergic transmission from OFF SACs to ON-OFF DSGCs in a stimulus-dependent manner (Huang et al., 2019). With GABAA receptor signaling intact, differences in postsynaptic receptor kinetics fully explain differences in temporal filtering between cholinergic and GABAergic transmission (Figure 5D). Thus, presynaptic GABAA receptors provide for independent regulation of cholinergic transmission dynamics. Although GABAA receptors were blocked broadly in our experiments, it seems likely that SAC→SAC inhibition (Zheng et al., 2004; Lee and Zhou, 2006; Ding et al., 2016) mediates the observed effect on cholinergic transmission because (1) SACs were the only SAC-targeting GABAergic neurons stimulated directly using ChR2; (2) spontaneous IPSCs in SACs, which could originate from other AC types, are infrequent (>0.3 Hz) when glutamate receptors are blocked (Chen et al., 2016); and (3) SACs provide ~93% of GABAergic synapses onto other SACs (Ding et al., 2016). Alternatively, given that some GABAergic ACs express nAChRs in rabbit retina (Dmitrieva et al., 2001, 2007), it is also possible that ChR2-evoked ACh release from SACs drives a subset of these cholinoceptive ACs to release GABA back onto SACs in mice.

Regardless of which AC types provide the relevant GABAergic input, multiple mechanisms downstream from GABAARs on SACs could act to prolong cholinergic transmission to DSGCs during GABAAR blockade. For example, given that GABAAR blockade dramatically increases the amplitude of ChR2-evoked cholinergic EPSCs in our preparation (Figures 6A,B), it is likely that ACh release from SACs is increased under these conditions. Sufficiently amplified ACh release could saturate acetylcholinesterase, an extracellular hydrolase that breaks down released ACh, thereby prolonging the decay of extracellular ACh concentration. Additionally, increased ACh release could promote diffusion of ACh to distant nAChRs, with diffusion acting as a low-pass filter (DeVries et al., 2006). Enhanced low-pass filtering in cholinergic EPSCs also might be explained by an increase in vesicle release probability at SAC presynapses (Zucker and Regehr, 2002; Abbott and Regehr, 2004; Korber and Kuner, 2016). It is worth noting, finally, that bath-applied gabazine also blocks GABAARs on DSGC; in principle, this could increase the input resistance of a recorded DSGC enough to alter measurements of cholinergic EPSC kinetics, even without changes in ACh release from presynaptic SACs. This postsynaptic mechanism, however, is likely negligible given that blockade of nAChRs on DSGCs did not affect IPSC kinetics (Figure 3G).



Consequences of Fast Cholinergic Transmission for Retinal DS Circuit Function

While the dominant mechanism for DS tuning in DSGCs is the null direction-tuned amplitude of GABAergic IPSCs generated by SACs (Fried et al., 2002; Wei et al., 2011), an additional mechanism is generated by a spatial offset in excitatory and inhibitory input fields (Hanson et al., 2019). For example, in a reduced preparation, DS tuning to optogenetic SAC stimulation persisted under conditions in which SAC GABA release was rendered non-DS by deletion of GABAA receptors on SACs (Hanson et al., 2019). In this case, the GABAergic input field was spatially offset toward the DSGC's null side by ~25 μm relative to the cholinergic input field. Consequently, during null-direction motion, a stimulus first drives GABA release before subsequently driving ACh release. For inhibition to fully null the excitatory drive of ACh, though, GABAergic transmission must be sufficiently prolonged to interact with excitation evoked by stimulation of the preferred-side edge of the cholinergic input field (i.e., after the stimulus has exited the offset GABAergic input field).

Our reported difference in cholinergic and GABAergic synaptic filtering (~20 ms difference in filter width; Figure 3D) is consistent with computational models suggesting that temporal offsets as short as 10 ms can disrupt DSGC output (Jain et al., 2020). For example, given a 25-μm spatial offset between cholinergic and GABAergic input fields of a DSGC (Hanson et al., 2019), prolongation of GABAergic transmission by 20 ms would enable inhibition to fully outlast excitation at stimulus velocities above 1250 μm/s during null-direction motion (~42°/s, assuming 30 μm of retinal arc per 1° of visual angle; Ding et al., 2016). Furthermore, our estimated differences between linear filter widths likely represent lower bounds imposed by technical constraints related to continuous optogenetic stimulation (see Materials and Methods). Such interaction of temporal and spatial offsets between inputs to DSGCs could underlie a classical observation in rabbit retina: above some stimulus velocity threshold, null-direction motion evokes no spiking in DSGCs; at stimulus velocities below this threshold, however, weak null-direction spike responses emerge (Barlow and Levick, 1965).
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Feedback inhibition by horizontal cells regulates rod and cone photoreceptor calcium channels that control their release of the neurotransmitter glutamate. This inhibition contributes to synaptic gain control and the formation of the center-surround antagonistic receptive fields passed on to all downstream neurons, which is important for contrast sensitivity and color opponency in vision. In contrast to the plasmalemmal GABA transporter found in non-mammalian horizontal cells, there is evidence that the mechanism by which mammalian horizontal cells inhibit photoreceptors involves the vesicular release of the inhibitory neurotransmitter GABA. Historically, inconsistent findings of GABA and its biosynthetic enzyme, L-glutamate decarboxylase (GAD) in horizontal cells, and the apparent lack of surround response block by GABAergic agents diminished support for GABA's role in feedback inhibition. However, the immunolocalization of the vesicular GABA transporter (VGAT) in the dendritic and axonal endings of horizontal cells that innervate photoreceptor terminals suggested GABA was released via vesicular exocytosis. To test the idea that GABA is released from vesicles, we localized GABA and GAD, multiple SNARE complex proteins, synaptic vesicle proteins, and Cav channels that mediate exocytosis to horizontal cell dendritic tips and axonal terminals. To address the perceived relative paucity of synaptic vesicles in horizontal cell endings, we used conical electron tomography on mouse and guinea pig retinas that revealed small, clear-core vesicles, along with a few clathrin-coated vesicles and endosomes in horizontal cell processes within photoreceptor terminals. Some small-diameter vesicles were adjacent to the plasma membrane and plasma membrane specializations. To assess vesicular release, a functional assay involving incubation of retinal slices in luminal VGAT-C antibodies demonstrated vesicles fused with the membrane in a depolarization- and calcium-dependent manner, and these labeled vesicles can fuse multiple times. Finally, targeted elimination of VGAT in horizontal cells resulted in a loss of tonic, autaptic GABA currents, and of inhibitory feedback modulation of the cone photoreceptor Cai, consistent with the elimination of GABA release from horizontal cell endings. These results in mammalian retina identify the central role of vesicular release of GABA from horizontal cells in the feedback inhibition of photoreceptors.

Keywords: retina, horizontal cell, GABA, exocytosis, tonic current


INTRODUCTION

Horizontal cells receive synaptic input from thousands of photoreceptors and feedback this broad spatial information back to photoreceptors as well as feeding it forward to bipolar cells to generate receptive field surrounds (Thoreson and Mangel, 2012). In 1970, Baylor et al. demonstrated that turtle retinal horizontal cells contribute a negative feedback signal to the cone photoreceptor light response. When our studies began over 30 years later, the proposed cellular mechanisms of horizontal cell neurotransmission were multiple, controversial, and unconventional: voltage- and sodium-dependent, calcium-independent plasmalemmal γ-aminobutyric acid (GABA) transporter (GAT) activity, as characterized in non-mammalian vertebrates (Schwartz, 2002), ephaptic coupling between photoreceptor calcium channel gating and current flow in horizontal cell glutamate receptors and hemichannels shown in fish retina (Byzov and Shura-Bura, 1986; Kamermans et al., 2001), and photoreceptor calcium current regulation by synaptic cleft pH (Hirasawa and Kaneko, 2003; Vessey et al., 2005; Cadetti and Thoreson, 2006; Kreitzer et al., 2012; Wang et al., 2014; Kramer and Davenport, 2015; Tchernookova et al., 2018; Grove et al., 2019). The apparent lack of the cone surround response block by GABAergic pharmacological agents in turtle, goldfish, mouse, and primate retinas (Thoreson and Burkhardt, 1990; Verweij et al., 1996, 2003; Endeman et al., 2012; Kemmler et al., 2014) was used to argue against a direct role for GABA in feedback inhibition. In contrast, early studies reported GABA in horizontal cells (Lam et al., 1978; Mosinger et al., 1986) suggesting that it may be a neurotransmitter used by horizontal cells. However, GABA immunoreactivity in horizontal cells was not consistently observed in adult mammalian retinas (Lam et al., 1978; Schnitzer and Rusoff, 1984; Mosinger et al., 1986; Chun and Wässle, 1989; Wässle and Chun, 1989) raising doubts about its role as a feedback transmitter. Further, unlike other GABAergic neurons, horizontal cells in adult mammalian retina did not take up 3H-GABA or 3H-muscimol (Blanks and Roffler-Tarlov, 1982; Wässle and Chun, 1989) and GATs were not expressed in these cells (Honda et al., 1995; Johnson et al., 1996; Casini et al., 2006; Guo et al., 2009, 2010). In contrast, horizontal cells in cat and monkey retinas showed GABA immunoreactivity (Agardh and Ehinger, 1982; Chun and Wässle, 1989; Pourcho and Owczarzak, 1989; Wässle and Chun, 1989; Grünert and Wässle, 1990). The GABA synthetic enzymes, glutamic acid decarboxylase65, and 67 (GAD65 and GAD67), were localized to mammalian horizontal cells (Vardi et al., 1994; Johnson and Vardi, 1998). Although like GABA, the GABA synthetic enzymes, GAD65 and GAD67 were observed in horizontal cells during development, and they were not consistently detected in adult horizontal cells (Brandon et al., 1979; Schnitzer and Rusoff, 1984; Mosinger and Yazulla, 1985). In contrast to the lack of GATs, the vesicular GABA transporter (VGAT/VIAAT, vesicular inhibitory amino acid transporter), which loads inhibitory amino acid transmitters into synaptic vesicles (McIntire et al., 1997; Sagné et al., 1997), was observed in amacrine and horizontal cells in multiple mammalian species (Haverkamp et al., 2000; Cueva et al., 2002; Jellali et al., 2002; Guo et al., 2010; Lee and Brecha, 2010; Hirano et al., 2011). The presence of VGAT in horizontal cell synaptic endings suggested that these unconventional neurons may release the neurotransmitter GABA via vesicular release. When VGAT was deleted from horizontal cells, these cells failed to feedback to photoreceptors (Hirano et al., 2016a) and the same mouse line revealed a lack of autaptic GABA reception by horizontal cells and no influence on cone calcium channels (Grove et al., 2019; Barnes et al., 2020), ending debate, at least in mammalian retinas, about whether horizontal cells utilize vesicular GABA release to send feedback to photoreceptors. Here we marshal evidence for the hypothesis that mammalian horizontal cells possess the cellular structures and proteins that mediate vesicular transmitter release. These include the presence and synthesis of GABA as a neurotransmitter, the essential molecular machinery for vesicular release, the structural basis of vesicular release, namely synaptic vesicles, and the regulated fusion and recycling of synaptic vesicles in mammalian horizontal cells. These findings show that the cellular mechanism underlying feedback inhibition in mammals involves vesicular GABA release by horizontal cells, and this stands to support a new GABA-pH hybrid model wherein autaptic reception of GABA by horizontal cells regulates pH in the synaptic cleft via depolarization and the bicarbonate permeability of the GABA receptors, resulting in the modulation of presynaptic calcium channels in photoreceptors (Grove et al., 2019; Barnes et al., 2020).



GABA IS THE TRANSMITTER IN MAMMALIAN HORIZONTAL CELLS


Presence of GABA in Horizontal Cells

Several convergent findings show that GABA is the mammalian horizontal cell transmitter. Mammalian retinas contain typically two morphological types of horizontal cells, an axonless A-type whose dendrites contact only cones and an axon-bearing B-type whose dendrites contact cones and the axonal terminal system, the rods. Some rodents, including mouse and rat, possess only the B-type (Peichl and González-Soriano, 1994). The lack of immunoreactivity for GABA and its synthetic enzymes GAD65 and GAD67 in adult horizonal cells in some studies was used to argue against a role for GABA in horizontal cell neurotransmission. However, many studies have shown evidence for GABA in horizontal cells of cat, rabbit, rat, mouse, guinea pig, and primate retina (Nishimura et al., 1985; Mosinger et al., 1986; Osborne et al., 1986; Agardh et al., 1987; Mosinger and Yazulla, 1987; Wässle and Chun, 1988, 1989; Chun and Wässle, 1989; Pourcho and Owczarzak, 1989; Grünert and Wässle, 1990; Pow et al., 1994; Vardi and Auerbach, 1995; Kalloniatis et al., 1996; Johnson and Vardi, 1998; Koulen et al., 1998b; Guo et al., 2010; Deniz et al., 2011; Herrmann et al., 2011), albeit at lower levels than in amacrine cells (Pourcho and Owczarzak, 1989; Wässle and Chun, 1989; Vardi et al., 1994; Johnson and Vardi, 1998; Marc et al., 1998). In cat and monkey, horizontal cells in peripheral retina lacked GABA immunoreactivity, whereas they were immunoreactive in central retina (Wässle and Chun, 1989; Grünert and Wässle, 1990). Unlike non-mammalian horizontal cells in which not all subtypes contained GABA (Marc, 1992; Schwartz, 2002; Yang, 2004) both mammalian subtypes appeared to show GABA immunoreactivity (Wässle and Chun, 1989; Grünert and Wässle, 1990; Johnson and Vardi, 1998; Guo et al., 2010). In mouse and rabbit, horizontal cells exhibited high levels of GABA during early retinal development, which then dropped with maturation (Schnitzer and Rusoff, 1984; Osborne et al., 1986; Messersmith and Redburn, 1993; Pow et al., 1994). An example of the GABA immunolabeling is shown in horizontal cells of the adult guinea pig retina, which contains both A- and B-types (Figure 1, Guo et al., 2010) similar to cat and macaque retinas (Pourcho and Owczarzak, 1989; Wässle and Chun, 1989; Grünert and Wässle, 1990). GABA immunoreactivity, like the punctate staining of neurotransmitter receptors in retina (Wässle and Chun, 1989; Greferath et al., 1995) was highly sensitive to fixation conditions, favoring weak fixation (e.g., shorter fixation times, lower aldehyde concentrations) for visualization (Guo et al., 2010; Deniz et al., 2011). This lability as well as antibody specificity differences may account for reports of little to no immunostaining observed in well-fixed tissue (Agardh et al., 1986; Osborne et al., 1986; Versaux-Botteri et al., 1989; Messersmith and Redburn, 1992; Yamasaki et al., 1999; Loeliger and Rees, 2005).


[image: Figure 1]
FIGURE 1. GABA immunoreactivity is localized to horizontal cell bodies and their processes. (A–C) A vertical section through the guinea pig retina was double labeled with antibodies to GABA (A) and calbindin-28K (calbindin, B). Weak, yet distinct, GABA immunolabeling occurs in the outer retina, in contrast to the strong GABA immunolabeling distributed to amacrine cell and displaced amacrine cell bodies and processes in the inner plexiform layer (IPL). (C) Merged image shows the co-localization in horizontal cell bodies and processes. (D–F) Higher magnification views of the outer plexiform layer (OPL) show the GABA immunoreactivity (D) in the calbindin-identified horizontal cells (E) in the merged image (F). Images are maximum intensity projections of 6 optical sections, z = 5 μm. Scale bar, 20 μm in C (applies to A–C), (F) (applies to D–F). ONL, outer nuclear layer; INL, inner nuclear layer; GCL, ganglion cell layer. [Modified from (Guo et al., 2009)].




Glutamic Acid Decarboxylase (GAD)

The GABA-synthesizing enzyme L-glutamate decarboxylase (GAD) exists as two principal isoforms, GAD65 and GAD67 (Erlander et al., 1991; Kaufman et al., 1991). One or both of the GAD isoforms are found in mammalian horizontal cells at both the mRNA (Sarthy and Fu, 1989; Guo et al., 2010; Deniz et al., 2011) and protein levels (Schnitzer and Rusoff, 1984; Vardi et al., 1994; Vardi and Auerbach, 1995; Johnson and Vardi, 1998; Yamasaki et al., 1999; Dkhissi et al., 2001; Guo et al., 2010; Deniz et al., 2011). In rabbit retina, GAD65 and GAD67 immunoreactivities were detected in horizontal cells (Johnson and Vardi, 1998). Several studies report GAD67 immunostaining is present at high levels in horizontal cells of the developing and juvenile mouse, rat, and rabbit retina (Schnitzer and Rusoff, 1984; Osborne et al., 1986; Versaux-Botteri et al., 1989; Pow et al., 1994; Schubert et al., 2010), but at low or non-detectable levels in adult horizontal cells (Brandon et al., 1979; Schnitzer and Rusoff, 1984; Brandon, 1985; Osborne et al., 1986; Wässle and Chun, 1989; Brecha et al., 1991; Yazulla et al., 1997; Koulen et al., 1998b), including mouse (Haverkamp and Wässle, 2000; Schubert et al., 2010; Herrmann et al., 2011). GAD65 immunostaining (Figure 2) and mRNA were detected in adult guinea pig horizontal cells (Guo et al., 2010). Note the concentration of GAD65 immunoreactivity in the horizontal cell endings (Figure 2, arrows) and the scleral portion of the cell body. In rabbit horizontal cells, there are different subcellular localizations of GAD65 and GAD67 protein (Johnson and Vardi, 1998): GAD67 immunolabeling occurred in the dendritic terminals of A type and the dendritic and axonal terminals of the B type horizontal cells; whereas, GAD65 immunolabeling was found in A type somata and primary dendrites within the visual streak. In mouse, horizontal cells appear to express both GAD65 and GAD67 mRNA and protein (Deniz et al., 2011), but whether there is subcellular distribution difference between the two GAD isoform remains an open question.
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FIGURE 2. GAD65 immunoreactivity is localized to horizontal cells. (A–C) A vertical section through the guinea pig retina was double labeled with antibodies to GAD65 (A) and calbindin (B). In the outer retina, weak GAD65 immunostaining is present in the cell bodies and processes in the OPL; whereas, strong GAD65 immunoreactivity is in amacrine cell and displaced amacrine cell bodies and processes in the IPL. (B) Horizontal cell somata and processes are labeled with calbindin antibodies. (C) Merged image demonstrates GAD65 immunostaining co-localized with calbindin immunostaining in the outer retina. (D–F) Higher magnification views of the OPL showing the localization of GAD65 immunoreactivity in horizontal cell somata, processes, and endings. (D) GAD65 immunolabeling in the OPL. (E) Calbindin immunolabeling of horizontal cells. (F) Merged image shows the co-expression of GAD65 and calbindin immunoreactivities in the OPL, indicating that GAD65 immunoreactivity is localized to horizontal cell bodies, processes, and tips. Arrows in (D–F) point to GAD65 in horizontal cell endings. Images are maximum intensity projections of 6 optical sections, z = 5 μm. Scale bar, 20 μm in (C) (applies to A–C), (F) (applies to D–F). [Modified from (Guo et al., 2009)].


The Gad1 gene, encoding GAD67, is highly transcriptionally regulated by DNA methylation of the promoter, and exhibits alternative promoter usage and alternative splicing (Martin and Rimvall, 1993; Tao et al., 2018; Lee et al., 2019), that may account for some of the detection variability. Alternative splicing of Gad1 produces proteins of differing molecular weights: the GAD67, GAD44, and GAD25 isoforms (Behar et al., 1993; Trifonov et al., 2014). Whereas GAD67 is thought to be constitutively active, GAD65 activity can be induced by neuronal activity (Lee et al., 2019). In the CNS, GAD65 is enriched in axonal terminals of GABAergic neurons (Esclapez et al., 1994). It is possible that the state of light adaptation and visual experience before collection of the tissue may influence the levels of protein detected (Connaughton et al., 2001). A transiently expressed GAD25/ES isoform was reported in retina (Connaughton et al., 2001; Dkhissi et al., 2001) and may account for the observed loss of GAD67 immunolabeling with retinal maturation. In addition to GAD67, there are at least 10 alternatively spliced isoforms of the full-length Gad1 gene comprised of 19 exons, producing a GAD44 isoform that has enzymatic activity and several GAD25s that do not (Chessler and Lernmark, 2000; Liu et al., 2010; Trifonov et al., 2014; Tao et al., 2018). The Gad2 gene encoding GAD65 appears to produce two splice variants, including a full-length mRNA and a truncated version of undefined function (Davis et al., 2016).

There is also post-transcriptional regulation of GAD, including palmitoylation, phosphorylation, and protein cleavage (Baekkeskov and Kanaani, 2009; Lee et al., 2019) that alters GAD protein activity and conformation, intracellular protein localization, and possibly antibody-targeted epitopes. GAD65 and GAD67 can form heterodimers, during targeting of GAD65 and GAD67 to synaptic vesicles in presynaptic terminals (Dirkx et al., 1995; Kanaani et al., 2010). GAD65 can form a complex with the synaptic vesicle proteins, VGAT, cysteine string protein, and heat shock protein 70 (Wei and Wu, 2008), and thus influence GABA loading into synaptic vesicles (Wei and Wu, 2008; Lee et al., 2019).

The detection of GAD or GABA in the adult retina may be influenced by numerous factors, including the differential expression of GAD isoforms, regulations of levels of Gad transcripts and GAD proteins, and GABA synthesis in horizontal cells, as well as technical issues related to fixation composition, fixation protocols (perfusion or immersion) and antibody specificity (Wässle and Chun, 1989; Pow and Crook, 1994; Vardi et al., 1994; Vardi and Auerbach, 1995; Kalloniatis et al., 1996; Johnson and Vardi, 1998; Deniz et al., 2011). Schubert et al. (2010) confirmed expression of GAD67 during neonatal development in mouse, but never detected GAD65 in horizontal cells. Some investigators observed the volatility of GABA immunoreactivity (Kalloniatis et al., 1996; Deniz et al., 2011) and suggested that it may be due to technical issues with harvesting the retina (Pow and Crook, 1994). GABA immunolabeling in mice was maintained by cardiac perfusion, but not post-dissection, fixation, and under physiological conditions that promoted GAD activity with L-glutamate/glutamine incubation with co-factor pyridoxal phosphate) or intracardiac perfusion with CNQX and cadmium to inhibit transmitter release from horizontal cells prior to fixation (Deniz et al., 2011).

There is evidence that GAD activity and/or level of expression may be regulated by light (Herrmann et al., 2011) and light adaptation (Connaughton et al., 2001) and this may contribute to inconsistencies in detection of GABA in horizontal cells. The GABA immunostaining in horizontal cells increased as mice were subjected to increasing intensity of background light (Herrmann et al., 2011), indicating light increased GABA immunoreactivity. In addition to changes in GAD activity, light stimulation of the retina would result in membrane hyperpolarization of horizontal cells and presumably less release of transmitter. In fish, the levels of the full-length GAD67 mRNA and protein (Connaughton et al., 2001) and GABA were increased in light-adapted retina (Lam, 1972; Starr, 1973; Connaughton et al., 2001). Finally, GAD65 and GAD67 mRNA expression in mouse horizontal cells is consistent with the GFP expression in GAD65-eGFP and GAD67-GFP adult reporter mice (Deniz et al., 2011). These findings suggest expression of both GAD65 and GAD67 in adult mouse horizontal cells occurs (Deniz et al., 2011), but see (Schubert et al., 2010).



GABA Receptors in Outer Retina

The localization of GABA receptors in the outer retina to photoreceptors, bipolar cells, and horizontal cells (Brecha, 1992; Yang, 2004) is congruent with both feedback and feed-forward roles for GABA released from horizontal cells. In non-mammalian retina, such as turtle, fish and salamander, photoreceptors clearly possess functional GABAA receptors, as GABA application generated a chloride conductance (Wu and Dowling, 1980; Tachibana and Kaneko, 1984; Kaneko and Tachibana, 1986; Yazulla et al., 1989; Wu, 1992). Reports of clear-cut expression of GABAA receptors in mammalian photoreceptors are scant, although there are reports of GABAA receptor subunit mRNAs by photoreceptors by in situ hybridization (ISH), single-cell RT-PCR, and GABAA receptor subunit immunohistochemistry (Greferath et al., 1993; Grigorenko and Yeh, 1994; Vardi et al., 1998). In rat retina, GABAA receptor subunit α2 is reported to be expressed at cone photoreceptor terminals and the β1, δ, γ2 mRNAs are expressed in the outer nuclear layer (ONL) (Greferath et al., 1995). However, the α1 subunit mRNA was not detected in the ONL of rat retina (Brecha et al., 1991), consistent with the lack of α1 and ρ1 immunoreactivities in mouse cone pedicles by immunoelectron microscopy (Kemmler et al., 2014). In neonatal rabbit retina, cone photoreceptors transiently express GABAA receptor subunits α1 and β2/3 (Mitchell and Redburn, 1996; Mitchell et al., 1999), when GABA and GAD67 levels are high in horizontal cells (Schnitzer and Rusoff, 1984). Cone terminals of pig and rat were reported to show GABAAρ subunit (ρ subunit) immunoreactivity suggesting the presence of a GABAAρ receptor (Picaud et al., 1998b; Pattnaik et al., 2000). However, Deniz et al. (2019) reported bicuculine-sensitive, but not TPMPA-sensitive, GABA evoked currents in mouse cone photoreceptors in retinal slices, suggesting the presence of ionotropic GABAA receptors, but not those comprising ρ-subunits. Rod photoreceptors from cultured pig retina and in mouse retinal slices were reported to exhibit no response to GABA (Picaud et al., 1998b; Deniz et al., 2019).

Evidence for a horizontal cell feed-forward role includes the expression of GABAA receptor immunoreactivity on bipolar cell dendrites (Wässle and Chun, 1989; Vardi et al., 1992; Greferath et al., 1993; Brecha and Weigmann, 1994; Vardi and Sterling, 1994; Enz et al., 1996; Wässle et al., 1998; Haverkamp and Wässle, 2000; Haverkamp et al., 2000; Hoon et al., 2015). GABAA receptor subunit immunoreactivity is localized to bipolar cell membranes adjacent to horizontal cell endings in cone pedicles and underneath the photoreceptor terminals (Greferath et al., 1994; Vardi and Sterling, 1994; Koulen et al., 1998a; Haverkamp et al., 2000; Puller et al., 2014). The extrasynaptic GABAA receptor α6 subunit is expressed on rod bipolar cell dendrites (Figures 3A–C) (Hirano et al., 2016b), which suggests a role for tonic GABAA receptor currents in feedforward signaling.
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FIGURE 3. GABAAR α6 subunit immunolabeling occurred in bipolar cell dendrites. (A–C) Rod bipolar cells bear α6 immunoreactivity on their dendrites. (A) PKCα antibodies identify rod bipolar cells (red). (B) α6 immunolabeling (blue) occurs in patches along the bipolar cell dendrites (arrows) in the OPL and in the cell body membrane (arrows). (C) Merged image demonstrates co-localization of α6 and PKCα immunoreactivities in the dendrites of rod bipolar cells (arrows) and to a lesser degree on their somata (arrows). Single optical section (A–C). Scale bar, 10 μm. (Modified from Hirano et al., 2016b).


As functional evidence of a feedforward input, full-field light stimulation, applied in the presence of L-AP4 to block direct photoreceptor input, reduced a gabazine-sensitive current in ON-cone bipolar cells (Yang and Wu, 1991; Chaffiol et al., 2017). This feedforward input results from GABAA receptor activation at ON cone bipolar cell dendrites, which is reduced by horizontal cell hyperpolarization. GABA may evoke responses of opposite polarities in ON and OFF bipolar cells as a result of differing internal chloride concentrations in their dendrites (Duebel et al., 2006). GABA elicited depolarizing inward currents when applied to dendrites of mouse rod bipolar cells and hyperpolarizing currents when applied to OFF-bipolar cells, congruent with feedforward input from horizontal cells (Satoh et al., 2001; Duebel et al., 2006). The basis of the differential intracellular chloride is the expression of Na+-K+-Cl− co-transporter (NKCC), which transports chloride into the cellular compartment, which is prominent in ON bipolar cell dendrites and horizontal cells (Vardi et al., 2000; Dmitriev et al., 2007; Puller et al., 2014). NKCC promotes accumulation of intracellular chloride and generates a chloride equilibrium potential above the resting membrane potential and thus a depolarization when ionotropic GABA receptor chloride channels are opened. In contrast, K+-Cl− co-transporter (KCC2), a chloride extruder, is expressed in OFF bipolar cell dendrites and axonal terminals of ON and OFF bipolar cells (Vardi et al., 2000), where a GABA-activated chloride conductance would elicit a hyperpolarization.

Finally, GABA released by horizontal cells appears to act back on the horizontal cells themselves (Kamermans and Werblin, 1992; Blanco et al., 1996; Feigenspan and Weiler, 2004; Varela et al., 2005; Thoreson and Mangel, 2012). In non-mammalian horizontal cells, GABA elicited currents by activating ionotropic GABAA receptors, including GABAAρ receptors, or electrogenic transporters [fish: (Wu and Dowling, 1980; Schwartz, 1982; Gilbertson et al., 1991; Kamermans and Werblin, 1992; Cammack and Schwartz, 1993; Qian and Dowling, 1993; Takahashi et al., 1994, 1995; Jung et al., 1999) salamander: (Yang and Wu, 1993; Dong and Werblin, 1994; Yang et al., 1999; Wang et al., 2000)]. GABA elicited ionotropic GABAA receptor-mediated currents in mammalian (rabbit, mouse, rat, human) horizontal cells, but not a transporter-mediated current (Blanco et al., 1996; Picaud et al., 1998a; Feigenspan and Weiler, 2004; Varela et al., 2005; Liu et al., 2013). GABA and/or muscimol application activated ionotropic GABAA receptors and elicited chloride currents, blocked by bicuculline and picrotoxin, in whole-cell recordings of isolated rabbit, mouse, and rat horizontal cells (Blanco and de la Villa, 1999; Feigenspan and Weiler, 2004; Liu et al., 2013). In mouse horizontal cells, we showed distinct immunolabeling for GABAAρ ρ2 subunit localized predominantly to their endings at its axon terminals within rod spherules and at its dendrites at cone pedicles (Grove et al., 2019; Barnes et al., 2020), indicating the presence of GABAAρ receptors. Notable characteristics of GABAAρ receptors include high affinity for GABA and non-desensitizing currents, capable of producing tonic currents at ambient levels of interstitial GABA, similar to extrasynaptic GABA receptors in other areas of the CNS (Bormann and Feigenspan, 1995; Bormann, 2000; Farrant and Nusser, 2005). Horizontal cells, recorded in rodent (mouse, rat, guinea pig) retinal slices, maintained a tonic GABA current in the cone terminal synaptic cleft that was sensitive to TPMPA, a GABA Aρ receptor blocker, and this tonic current proved critical for feedback inhibition of cone calcium current (Grove et al., 2019). Recordings in a horizontal cell conditional knockout of VGAT showed this tonic GABA current was abolished in these horizontal cells (Grove et al., 2019), suggesting that horizontal cells were the source of the GABA. In addition to ionotropic GABA receptors, metabotropic GABAB receptors have been reported on rat horizontal cell processes (Koulen et al., 1998b). Taken together, these studies indicate multiple targets for GABA exist in the OPL, which could mediate the action of horizontal cells in the outer retina.



GABA Transporter (GAT)

Earlier models of GABA release from non-mammalian horizontal cells posited a central role for a Ca-independent, Na-dependent GABA transporter, GAT-1 (Schwartz, 1987; 2002). GABA uptake or release from the cytoplasm (Schwartz, 2002) is unlikely in mammalian horizontal cells based on several findings. First, uptake studies using radiolabeled GABA or GABA analogs have not reported high affinity uptake of these molecules by adult horizontal cells, although high affinity uptake was readily observed in amacrine cells (Ehinger, 1977; Agardh and Ehinger, 1982; Blanks and Roffler-Tarlov, 1982; Mosinger et al., 1986; Pow et al., 1996). In addition, GABA transporter currents have not been detected in isolated mouse and rabbit horizontal cells (Feigenspan and Weiler, 2004; Varela et al., 2005). These findings are consistent with the failure to detect GAT mRNAs and immunostaining in horizontal cells of mouse, rat, and guinea pig retinas (Brecha and Weigmann, 1994; Honda et al., 1995; Johnson et al., 1996; Guo et al., 2009). In mammalian retinas, GAT-1 and GAT-3 instead are expressed by Müller cells (Johnson et al., 1996; Guo et al., 2009) that take up [3H]-GABA (Marshall and Voaden, 1975; Blanks and Roffler-Tarlov, 1982).

In mammals, a preponderance of evidence shows that GABA meets the criteria for being a neurotransmitter of horizontal cells. There is the synthetic machinery for GABA in horizontal cells, detectable GABA immunoreactivity, and a plethora of GABA receptors in the OPL that would mediate the action of the released GABA (Wässle et al., 1998; Haverkamp et al., 2000). While mammalian horizontal cells do not express GATs, GABA uptake occurs in Müller cell processes that surround photoreceptor terminals, producing a honeycomb pattern in the outer plexiform layer (OPL) (Burris et al., 2002; Guo et al., 2009).




PRESENCE OF PROTEINS INVOLVED IN VESICULAR RELEASE


Vesicular Neurotransmitter Transporter

VGAT is a transporter that accumulates inhibitory amino acid transmitters into synaptic vesicles in GABA- and glycine-containing neurons (McIntire et al., 1997; Sagné et al., 1997; Chaudhry et al., 1998; Gasnier, 2000). Whereas mammalian horizontal cells lack plasmalemmal GATs (Johnson et al., 1996; Guo et al., 2009), our laboratory and others showed the presence of the vesicular inhibitory amino acid/GABA transporter (VIAAT/VGAT) in mammalian horizontal cells in mouse (Figure 4A), rat, rabbit and primate retina, where VGAT immunostaining is concentrated in the endings that insert into the rod and cone photoreceptor terminals (Figure 4A, arrows, Haverkamp et al., 2000; Cueva et al., 2002; Jellali et al., 2002; Johnson et al., 2003; Hirano et al., 2005, 2007, 2011; Guo et al., 2010; Lee and Brecha, 2010). Note also the labeled interplexiform process of a tyrosine hydroxylase (TH) amacrine cell (Figure 4A, arrowhead, Witkovsky et al., 2008) and strongly immunolabeled interplexiform layer (IPL) and amacrine cell somata (*). Ultrastructural analysis showed that VGAT immunolabeling was found in the horizontal processes that form the lateral elements at mouse and rat photoreceptor synapses (Figures 4B,C, Cueva et al., 2002). This VGAT localization to synaptic endings suggested that mammalian horizontal cells released GABA via vesicular exocytosis for signaling.
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FIGURE 4. Vesicular γ-aminobutyric acid transporter (VGAT) was present in horizontal cell endings. (A) VGAT antibody staining of a vertical section of mouse retina showed labeled puncta (arrows), weak immunolabeling in the OPL and strong immunolabeling in the IPL, and around cell bodies (*) of the proximal inner nuclear layer (INL). Arrowhead points to a VGAT-containing interplexiform process. ONL, outer nuclear layer; GCL, ganglion cell layer. Scale bar, 20 μm. (B,C) VGAT immunoreactivity is localized in horizontal cell synaptic endings at photoreceptor synapses. Electron micrographs illustrate the dark and granular DAB reaction product of the VGAT immunoreactivity in terminals of horizontal cells of mouse (B) and rat (C) retina. Arrows indicate photoreceptor synaptic ribbons. Arrowheads indicate horizontal cells. Scale bars, 0.5 μm in (B,C). (Modified from (Cueva et al., 2002).




SNARE Proteins

The core complex for fusion of synaptic vesicles with the plasma membrane consist of three soluble N-ethylmaleimide-sensitive factor attachment protein (SNAP) receptor (SNARE) proteins: two are plasma membrane proteins, syntaxin-1 and SNAP-25, and the third is the vesicle-associated membrane protein (VAMP-2)/synaptobrevin-2 (Jahn and Scheller, 2006; Südhof, 2013; Yoon and Munson, 2018). Horizontal cell endings contain the SNARE protein isoforms: SNAP-25 (Hirano et al., 2011), syntaxin-1a (Hirano et al., 2005), and VAMP-1, that likely interact to form the minimal machinery for membrane fusion. Figure 5 depicts double labeling for VGAT and SNAP-25, which shows co-localization in horizontal cells in the OPL of mouse (Figures 5A-C,A′-C′), rat (Figures 5D-F), and rabbit retina (Figures 5G-I).
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FIGURE 5. SNARE protein SNAP-25 co-localized with VGAT in horizontal cell processes in mammalian retina. VGAT antibody staining (green) of a vertical section of mouse (A,A'), rat (D), and rabbit (G) retinas showed immunolabeling in the OPL and the IPL, and around cell bodies of the proximal inner nuclear layer (INL). SNAP-25 antibody labeling (magenta) of the same section produced immunolabeling in the OPL and the proximal IPL of mouse (B), and OPL of mouse (A'), rat (E), and rabbit (H) retinae. Merged images of the VGAT and SNAP-25 immunolabeling (white) indicated co-localization of SNAP-25 with VGAT in the tips of horizontal cells in mouse (C,C'), rat (F), and rabbit (I). GCL, ganglion cell layer. Maximum intensity projections. Scale bar, 10 μm in (C) (applies to A–C), (F) (applies to D–F), and (I) (applies to G–I). (Modified from Hirano et al., 2011).


While there were consistent reports of SNAP-25 immunoreactivity in the IPL of mammalian retinas (Catsicas et al., 1992; Ullrich and Südhof, 1994; Brandstätter et al., 1996b; Grabs et al., 1996; Von Kriegstein et al., 1999; Greenlee et al., 2001), there were contradictory reports of its cellular distribution in the outer retina. SNAP-25 immunostaining was reported in horizontal cells of several mammalian species (mouse, rat, monkey, cow) (Catsicas et al., 1992; Grabs et al., 1996; Von Kriegstein et al., 1999; Greenlee et al., 2001). In contrast, other studies reported SNAP-25 immunoreactivity in rat photoreceptor terminals, but not horizontal cells (Ullrich and Südhof, 1994; Brandstätter et al., 1996b; Morgans et al., 1996). Our studies (Lee and Brecha, 2010; Hirano et al., 2011) showed consistent SNAP-25 immunostaining in mouse (Figure 5B), rat (E) and rabbit (H) horizontal cells, identified by calbindin immunoreactivity (Röhrenbeck et al., 1987), with multiple SNAP-25 antibodies (Hirano et al., 2011). SNAP-25 co-localized with VGAT in all three species (Figure 5) and SNAP-25 immunolabeling was found ultrastructurally in horizontal cell processes at photoreceptor terminals (Figure 6A, Hirano et al., 2011). Not surprisingly, as SNAP-25 participates in vesicle trafficking in multiple cellular pathways, one of the SNAP-25 antibody (SMI-31) labeled all retinal cell types (Hirano et al., 2011). Differences in retinal SNAP-25 labeling patterns may be due to the expression of two isoforms of SNAP-25a and b, one of which confers a palmitoylation site for plasma membrane anchoring (Hirano et al., 2011).
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FIGURE 6. SNARE complex and synaptic proteins localize to horizontal cell synaptic endings. Pre-embedding immunoelectron microscopy with antibodies to (A) SNAP-25, (B) syntaxin-1a/HPC1, (C,D) syntaxin-4, (E) synapsin I, (F) complexin-1/2 produced dark, granular DAB immunolabeling for each SNARE (A–D, SNAP-25, syntaxin-1a, syntaxin-4) or synaptic protein (E,F, synapsin I, complexin-1/2) in horizontal cell (Hc) endings at (A–E) rod photoreceptor synapses. (F) Complexin-1/2 labeling of lateral elements at cone photoreceptor synapses. Arrowheads point to synaptic ribbons. (A,B,E,F), rabbit retina; (C,D), mouse retina. Scale bars, 0.2 μm in (A), 0.3 μm in (B), 0.5 μm in (C,D), 0.4 μm in (E), 1 μm in (F). (Modified from (A) Hirano et al., 2011; (B,E,F) Hirano et al., 2005; (C,D) Hirano et al., 2007).


Syntaxin-1 to−4 direct vesicle targeting to the plasma membrane, with syntaxin-1 typically specialized for presynaptic membranes (Teng et al., 2001; Südhof, 2004; Sherry et al., 2006; Rizo and Xu, 2015). Syntaxin-1a is highly expressed in amacrine cells (Barnstable et al., 1985), but Syntaxin-1a/HPC1 is also present in horizontal cells, albeit at lower levels (Figures 7A–F, Brandstätter et al., 1996b; Morgans et al., 1996; Greenlee et al., 2001; Hirano et al., 2005; Lee and Brecha, 2010), as well as in interplexiform cell processes in the OPL (Brandstätter et al., 1996b; Morgans et al., 1996). Our pre-embedding immunoelectron microscopy findings show syntaxin-1a immunoreactivity in mammalian horizontal cell endings (Figure 6B). In situ proximity ligation assay (PLA, Biolink Bioscience) employs specific antibodies against potentially interacting proteins and visualizes these close (within 40 nm) interactions with oligonucleotide-conjugated secondary antibodies to identify individual sites of protein-protein interactions at the cellular level in tissue sections (Söderberg et al., 2006, 2008). Using PLA, we have shown that SNAP25 and syntaxin-1a are located within 40 nm of each other (red puncta) in the OPL, indicating that they are likely binding partners in horizontal cell processes (Figures 7G,H, Brecha et al., 2010). This interaction likely occurs in the horizontal cells in the OPL, as the SNAP-25 and Syntaxin-1a/HPC1 antibodies only immunolabeled guinea pig horizontal cells in the outer retina (Lee and Brecha, 2010). Furthermore, photoreceptors express a different syntaxin isoform, syntaxin-3b, in their synaptic terminals (Morgans et al., 1996; Curtis et al., 2008; Hays et al., 2020).
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FIGURE 7. Cellular localization of syntaxin-1a to horizontal cells and their processes and endings in photoreceptor synapses. (A) Syntaxin-1a (red) immunolabeling co-localized with that of (B) calbindin (blue) in horizontal cell bodies and processes in the OPL (C), as well as some amacrine cell bodies (arrows) in the INL in rabbit retina. In addition to horizontal cells, calbindin immunoreactivity was present in a subtype of bipolar cell and amacrine cells in rabbit retina. OPL, outer plexiform layer; IPL, inner plexiform layer. (D–F) Higher magnification views of immunolabeling for syntaxin-1a (D), calbindin (E), and merged image (F) in the OPL of rabbit retina. Arrows point to horizontal cell endings. (A–C) Single optical section; (D–F) maximum intensity projection, z = 2.88 μm. (Modified from Hirano et al., 2005). (G,H) In situ proximity ligation assay (PLA) revealed protein interactions between the plasma membrane SNARE proteins SNAP-25 and syntaxin-1a in both plexiform layers. (G) In situ PLA marks close (within 40 nm) protein interactions and identifies these interactions as distinct puncta that are localized to the OPL and more densely in the IPL of guinea pig retina. (H) Negative controls in which one of the antibodies was omitted resulted in no puncta. (G,H) Confocal images were scanned at 0.5 μm intervals, and maximum intensity projection of 9 optical images, z = 4.0 μm. Scale bar, 20 μm (A–C in C, D–F in F, G,H). (Modified from Brecha et al., 2010).


We found syntaxin-4, another isoform that targets vesicles to the plasma membrane (Teng et al., 2001) is highly expressed in horizontal cells at axonal terminals and dendrites (Figure 8), where it is concentrated beneath cone pedicles (Figure 8, arrows), and in the lateral elements at photoreceptor terminals (Hirano et al., 2007). Figures 8A–C shows syntaxin-4 immunolabeling in the OPL of mouse (A), rat (B), and rabbit (C) retina, which co-localizes with the horizontal cell marker, calbindin (Hirano et al., 2007). Syntaxin-4 co-localizes with SNAP-25 in the endings of horizontal cells (Figures 8E–G, Hirano et al., 2007). Immunoelectron microscopy places syntaxin-4 immunoreactivity in the lateral elements at photoreceptor synapses (Figures 6C,D). In other neuronal systems, syntaxin-4 is found in postsynaptic membranes and marks a domain for ionotropic glutamate receptor exocytosis in dendritic spines in hippocampus (Kennedy et al., 2010; Bin et al., 2019) and NGF release from Schwann cells (Lin et al., 2017). At the Drosophila neuromuscular junction, syntaxin-4 is postsynaptic and is involved in retrograde signaling to motoneurons (Harris et al., 2016) to regulate neurotransmitter release and the number of presynaptic active zones and Ca channels (Harris et al., 2018).
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FIGURE 8. Syntaxin-4 immunolabeling is present in the outer plexiform layer of mouse, rat, and rabbit retinas and colocalizes with that of SNAP-25. (A–C) Localization of syntaxin-4 immunoreactivity in vertical sections of (A) mouse, (B) rat, and (C) rabbit outer retina. Note the prominent immunoreactivity in the OPL of all three species. Arrows point toward thickenings or sandwiches of syntaxin-4 immunolabeling. (D) Pre-adsorption of the antibody with the antigenic peptide abolishes specific labeling in rabbit retina. (E–G) Syntaxin-4 (F) immunolabeling co-localized with that of SNAP-25 in horizontal cell processes and endings (E) as seen in the (G) merged image in mouse retina. Arrows point to horizontal cell dendritic contacts with cone pedicles. Arrowheads point to immunolabeling in horizontal cell axonal endings. (A,C,D) Maximum intensity projection of 3 images, z = 0.6 μm. (B) Maximum intensity projection of 5 images, z = 0.46 μm. (E–G) Maximum intensity projection of 3 images, z = 0.6 μm. ONL, outer nuclear layer; OPL, outer plexiform layer; INL, inner nuclear layer. Scale bars, 10 μm (A,B in B, C,D in D, E–G in G). (Modified from Hirano et al., 2007).


We observed VAMP-1, rather than VAMP-2, in horizontal cell endings by double label immunohistochemistry (Figures 9A–C, (Bitzer and Brecha, 2006; Lee and Brecha, 2009). VAMP-2 is the more common VAMP/synaptobrevin isoform in SNARE complexes at conventional synapses, with VAMP-1 occurring to a lesser degree (Elferink et al., 1989; Brunger et al., 2019). In well-fixed mouse retina, the VAMP-1 labeling was reported to be weaker than that of VAMP-2, in the plexiform layers (Sherry et al., 2003). The strong fixation may have resulted in difficulties in interpretation of VAMP-1 immunostaining, as VAMP-1 immunoreactivity did not appear to label synaptic structures (Sherry et al., 2003).
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FIGURE 9. Synaptic vesicle proteins, VAMP-1 and SV2A, are found in horizontal cell synaptic endings. (A–C) VAMP-1 immunolabeling (B, green) was observed in the OPL of mouse retina. (B) Horizontal cells labeled with calbindin antibodies (A, magenta). (C) Merged image demonstrated the co-localization of VAMP-1 and calbindin immunoreactivities in horizontal cell processes and particularly in the synaptic endings (arrows). (D–F) Synaptic vesicle protein SV2A immunolabeling (E) was present in the OPL as large puncta. (D) Horizontal cells identified by calbindin immunoreactivity (magenta). (F) Merged image shows co-localization of SVA and calbindin immunoreactivities in horizontal cell endings. There is also SV2A immunolabeling surrounding the horizontal cell endings, in likely photoreceptor terminals. Maximum intensity projections, A–C, z = 0.6 μm; D–F, z = 6.42 μm. (Modified from Bitzer and Brecha, 2006; Brecha et al., 2010).




Synaptic Vesicle Proteins

Given the prevalent view at the time that there were few or no synaptic vesicles in the horizontal cell endings [(Schwartz, 2002), but see (Dowling and Boycott, 1966; Dowling, 1970; Raviola and Gilula, 1975; Spiwoks-Becker et al., 2001; Zampighi et al., 2011)] we checked whether there were other key synaptic vesicle proteins in addition to VGAT. There are at least 40 different families of vesicle and synaptic proteins, including the synaptotagmins, synapsins, GTP-binding Rab proteins and complexins, that have critical roles in Ca2+-dependent transmitter release, including Ca2+ sensing, vesicle trafficking, and vesicle fusion (Jahn and Scheller, 2006; Takamori et al., 2006). Most of these proteins have multiple isoforms that are differentially expressed in the nervous system (Linial, 1997; Hong, 2005). From this screen, we localized several synaptic vesicle proteins to horizontal cell endings (Hirano et al., 2005, 2007, 2011; Lee and Brecha, 2010), supporting the hypothesis that horizontal cells contain synaptic vesicles, and transmitter is released by a vesicular mechanism.

SV2A is a ubiquitous synaptic vesicle transporter protein in the brain (Buckley and Kelly, 1985; Bajjalieh et al., 1992; Feany et al., 1992; Janz and Südhof, 1999) and is involved in sensing presynaptic calcium levels to prime synaptic vesicles for calcium-dependent exocytosis (Janz et al., 1999; Chang and Südhof, 2009; Wan et al., 2010). Knockout of SV2A resulted in a reduction in hippocampal GABAergic neurotransmission (Crowder et al., 1999). In outer retina, SV2A co-localized with VGAT in horizontal cell endings in likely synaptic vesicles (Lee and Brecha, 2010). Figures 9D–F shows SV2A co-localized with calbindin in horizontal cell endings, as well as in photoreceptor terminals (Brecha et al., 2010). SV2A was reported earlier to be transiently expressed in horizontal cells and cone photoreceptors during mouse retina development, but not in adult retina (Wang et al., 2003). The lack of double labeling for calbindin to clearly identify horizontal cell processes in the OPL in the relatively low-power magnification images makes it difficult to rule out horizontal cell labeling. In well-fixed adult mouse retina, SV2A was reported to be in cone ribbon synapses and a subset of conventional synapses; whereas, SV2B was in photoreceptor and bipolar cell ribbon synapses and SV2C, to sparse conventional synapses in the outer retina and starburst amacrine cells (Wang et al., 2003).

Synaptotagmins form a complex with SV2 proteins in a calcium-dependent manner, in part to regulate presynaptic calcium levels (Marqueze et al., 2000; Südhof, 2002; Wan et al., 2010) and accelerate synaptic vesicle priming and initiate fast, calcium-triggered release (Südhof, 2013). Synaptotagmin-1 and−2 are synaptic vesicle proteins with two calcium binding motifs (C2A and C2B) involved in calcium sensing in calcium-triggered transmitter release (Littleton et al., 1993; Südhof and Rizo, 1996; Südhof, 2002; Grassmeyer et al., 2019). Synaptotagmin-2, but not synaptotagmin-1, is enriched in the horizontal cell endings at both rod and cone photoreceptor terminals in mouse, rat, and guinea pig retina (Fox and Sanes, 2007; Lee and Brecha, 2010). Figures 10D–F show the co-localization of synaptotagmin-2 with Cav2.2, the principal, pore-forming subunit of N-type Ca channels (Hirano and Brecha, 2010). In the cerebellum, synaptotagmin-2 is the fast Ca sensor at the basket cell-Purkinje cell synapse (Chen et al., 2017).
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FIGURE 10. Voltage-gated calcium channels and calcium sensor synaptotagmin-2 are expressed in mouse horizontal cell endings. (A–C) Cav2.2 (α1B, N-type) Ca channels immunolabeling (A, blue) occurred as discrete puncta in the OPL in mouse retina (arrowheads). (B) Calbindin immunolabeling (red) identifies horizontal cells in outer retina (arrowheads). (C) Merged image showed co-localization of Cav2.2 and calbindin immunoreactivities (arrowheads), suggesting Cav2.2 is at horizontal cell synaptic endings. Small arrows point to Cav2.2 immunoreactivity in horizontal cell bodies, suggesting that Cav2.2 is expressed by horizontal cells and not photoreceptors. (D–F) Cav2.2 co-localizes with the calcium sensor synaptotagmin-2 in horizontal cells. (D) Cav2.2 (blue) immunolabeling occurred as puncta (arrowheads) and bars (arrows) in the OPL. (E) Calcium sensor synaptotagmin-2 (red) immunolabeling occurred in horizontal cell processes and is concentrated in the tips. (F) Merged image showed that Cav2.2 and synaptotagmin-2 are present in the same subcellular compartment of the horizontal cell axonal endings. The synaptotagmin-2 immunostaining in horizontal cell dendrites at cones (arrows) appeared to be less intense than at the axonal endings, perhaps simply reflecting the volume of the compartment. Maximum intensity projections, A–F, z = 1.20 μm. Scale bars, 10 μm (A–C in C, D–F in F). (Modified Hirano and Brecha, 2010).


Complexins interact with synaptotagmins and the SNARE complex in a calcium-dependent manner to regulate synchronous transmitter release (Rizo and Xu, 2015; Mortensen et al., 2016). In retina, complexin isoforms are differentially expressed (Hirano et al., 2005; Reim et al., 2005; Lee and Brecha, 2010) with complexin-1/2 found at conventional synapses and complexin-3 and−4 at ribbon synapses (Reim et al., 2005; Vaithianathan et al., 2013; Babai et al., 2016; Mortensen et al., 2016; Bhoi et al., 2020). Complexin-3 is also found at glycinergic synapses in the lobular appendages of AII amacrine cells (Landgraf et al., 2012). Complexin-1/2 localized to rabbit (Figure 6F), mouse and guinea pig horizontal cell endings (Hirano et al., 2005; Reim et al., 2005; Lee and Brecha, 2010) and GABAergic amacrine cells (Hirano et al., 2005; Reim et al., 2005). In addition to interacting with synaptotagmins, complexins bind to SNARE proteins to regulate SNARE complex assembly (Chen et al., 2002; Kummel et al., 2011; Li et al., 2011) to promote synchronous release from a readily releasable pool and to inhibit asynchronous release (Trimbuch and Rosenmund, 2016; Zhou et al., 2017).

Synapsins are a family of 4 abundant synaptic vesicle-associated phosphoproteins that regulate synaptic vesicle availability (Hilfiker et al., 1999) and are markers of conventional synapses in retina, but not of ribbon synapses (Mandell et al., 1990). Synapsin I was expressed at low levels in rabbit horizontal cells (Hirano et al., 2005), consistent with the likely horizontal cell labeling in ferret retina (Karne et al., 1997) and guinea pig horizontal cells, which show strong immunolabeling (Lee and Brecha, 2010). Ultrastructurally, synapsin I immunolabeling was found in the horizontal cell axonal endings at rod photoreceptor synapses (Figure 6E, Hirano et al., 2005). Consistent with the immunolabeling, synapsin mRNA localized to presumed horizonal cells in developing rat retina (Haas et al., 1990).

The localization of numerous synaptic vesicle proteins to horizontal cell processes and endings, including VGAT (Haverkamp et al., 2000; Cueva et al., 2002; Jellali et al., 2002; Guo et al., 2010; Lee and Brecha, 2010; Hirano et al., 2011), complexin-1/2, synapsin I (Hirano et al., 2005), SV2A (Brecha et al., 2010), and synaptotagmin-2 (Fox and Sanes, 2007; Lee and Brecha, 2010), and SNARE proteins (SNAP-25a/b, syntaxin-1a,−4, VAMP1) (Hirano et al., 2005, 2007, 2011; Bitzer and Brecha, 2006) is consistent with the idea that synaptic vesicles are present in horizontal cells and participate in calcium-triggered exocytosis (Figure 11).
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FIGURE 11. Schematic of synaptic proteins found in mammalian horizontal cells. The diagram depicts a synaptic vesicle studded with synaptic vesicle proteins, VGAT, a neurotransmitter transporter, SV2A, Synaptotagmin-2, a calcium sensor, Synapsin I, and SNARE protein, VAMP-1. The other 2 SNARE proteins that form the minimal complex are Syntaxin-1,−4, and SNAP-25, that brings the synaptic vesicle close to the plasma membrane for fusion. Finally, complexin-1/2 is a SNARE-associated protein. The yellow circles represent GABA that is accumulated inside synaptic vesicles by VGAT.




Presence of a Ca2+ Sensor and Voltage-Gated Ca Channels

The localization of synaptotagmin-2 to horizontal cells indicated that a calcium sensor for neurotransmitter release is present in these terminals (Figures 10D–F, Fox and Sanes, 2007; Lee and Brecha, 2010). Rabbit, cat and mouse horizontal cells express L-type voltage-dependent Ca2+ channels (Ueda et al., 1992; Löhrke and Hofmann, 1994; Schubert et al., 2006; Liu et al., 2016), which are known to regulate sustained transmitter release in photoreceptor and bipolar cells and to modulate transmitter release smoothly and continuously with changes in membrane potential that accompany changing levels of illumination (Corey et al., 1984; Wilkinson and Barnes, 1996; de la Villa et al., 1998; Barnes and Kelly, 2002; Morgans et al., 2005; Mercer and Thoreson, 2011; Van Hook et al., 2019). The minimal voltage-dependent inactivation, characteristic of L-type Ca2+ channels, is well-suited for maintaining constant output at these tonic synapses (Juusola et al., 1996). Figures 10A–C shows immunolabeling for Cav2.2 and horizontal cell marker calbindin (Hirano and Brecha, 2010), and the co-localization of Cav2.2 to the horizontal cell axonal terminals and at cone pedicle dendritic contacts suggest N-type Ca channels may play a role in transmitter release. In rat, Cav1.2 (L-type, α1C), Cav2.1 (P/Q-type, α1A), and Cay2.2 (N-type, α1B) were localized by immunohistochemistry to horizontal cell endings (Liu et al., 2013). These findings are consistent with the physiological data supporting three types of voltage-gated Ca channels in mouse horizontal cells based on pharmacological discrimination using nifedipine/verapamil, ω-agatoxin IVA and ω-conotoxin GVIA, respectively (Schubert et al., 2006; Liu et al., 2013).




PRESENCE OF VESICLES IN HORIZONTAL CELL PROCESSES AND ENDINGS AS POTENTIAL VESICULAR SOURCES OF GABA RELEASE

Initial electron microscopic studies of horizontal cell endings of cat, rabbit, and primate retina (Dowling and Boycott, 1966; Dowling et al., 1966; Raviola and Gilula, 1975) reported infrequent small, clear-core vesicles using different fixation protocols, with the most detailed report in the rat retina (Gray and Pease, 1971). Clear-core vesicles represent a type typically containing small molecule transmitters, such as GABA, glutamate, or acetylcholine, and not catecholamines or peptides. These vesicles are similar in appearance to the small, clear-core vesicles in adjacent photoreceptor terminals (Figure 12A).
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FIGURE 12. Small, clear-core vesicles are present in horizontal cell endings in rod spherules and cone pedicles. (A) A mouse rod photoreceptor spherule with a horizontal cell axonal terminal near the photoreceptor synaptic ribbon (SR) containing numerous small, clear-core vesicles. Clear-core vesicles represent small neurotransmitter-containing synaptic vesicles. The vesicles show fine fibrils extending from their membrane and in some examples, the vesicles are tethered to the plasma membrane or to plasma membrane specializations (red arrows). Plasma membrane specializations (arrowheads) are seen at infoldings of the horizontal cell endings and near the base of the synaptic ribbon. (B,C) Distribution of vesicle diameters in horizontal cell axonal endings (B) and in rod terminals (C). Horizontal cell axonal vesicle diameters have a bimodal distribution, and overall horizontal cell axonal vesicle diameters are larger than rod photoreceptor vesicle diameters. (A) z-section (orthoslice) of a tomogram. Scale bar, 200 nm. (Modified from Brecha et al., 2010; Zampighi et al., 2011).


We have used conical tomography electron microscopy (Zampighi et al., 2008, 2011) to evaluate horizontal cell dendritic and axonal endings in mouse and guinea pig photoreceptor invaginations. Conical electron microscopy is a high resolution, electron microscopic technique with ~3 nm isotropic resolution in the x-, y-, and z-planes. Essentially, this resolution eliminates the projection artifact common in thicker conventional and scanning block-face electron microscopic images that obscures fine cytoplasmic and membrane detail (Zampighi et al., 2008).

We have identified numerous small, clear-core vesicles, clathrin-coated vesicles, and patches of plasma membrane thickenings with prominent cytoplasmic specializations in the mouse horizontal cell terminals (Figures 12A, 13A, Zampighi et al., 2011). The small, clear-core vesicles have several fine fibrils that are readily seen in the conical tomograms, although they are not seen in conventional electron micrographs. These vesicles are similar in appearance to descriptions of synaptic vesicles in neurons (Peters et al., 1991). A preliminary comparison in mouse horizontal cells indicates a greater number of vesicles in axonal endings compared to dendritic endings. Vesicle diameters in these endings range between 37 and 62 nm with 2 major peaks at 46 and 53 nm, and a smaller peak at 40–41 nm (Brecha et al., 2010). Overall, horizontal cell vesicle size is larger than the rod vesicle size (Figures 12B,C; N = 120; 6 endings). Interestingly, inspection of vesicle sizes in a primate cone terminal and adjacent horizontal cell dendrite (Raviola and Gilula, 1975) also shows that the vesicles in the cone cytoplasm are smaller overall than the vesicles in the horizontal cell dendritic ending and similarly in horizontal cell axon terminals (Moser et al., 2020). In addition, to numerous small vesicles, the horizontal cell terminal occasionally contained endocytotic (Figure 13A, red arrow) and clathrin-coated vesicles (Figure 13B2, Zampighi et al., 2011). Some larger and irregular shaped vesicles were also seen in horizontal cell terminals of rat or guinea pig retina (Gray and Pease, 1971). The presence of both endosomes (Figure 13A, red arrow) and clathrin-coated vesicles is indicative of active processes occurring in these terminals.
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FIGURE 13. Horizontal cell endings contain different vesicle types. (A) A rod photoreceptor spherule with a horizontal cell axonal terminal with serial reconstructions of selected vesicles in mouse. Small vesicles with a conventional appearance are distributed throughout the terminal. A red arrow points to an endosome. In the right-side horizontal cell terminal, there is a small vesicle tethered to the plasma membrane (yellow box, B1). (B) Reconstructions of vesicles: (B1), A small vesicle (yellow box in A, turquoise vesicle) that is likely attached to the horizontal cell plasma membrane (red) via synaptic proteins (purple). Other structures include the horizontal cell plasma membrane (red) and the rod plasma membrane (yellow-brown). (B2): A clathrin-coated vesicle (blue box in A) in the cytoplasm. Clathrin cage (yellow); vesicle (green). (B3): A small vesicle (red box in A, green) in the cytoplasm. (A) z-section (orthoslice) of a tomogram; (B) Reconstructions of 3 vesicles. Scale bar, 200 nm in A, 40 nm in B. (Modified from Zampighi et al., 2011).


Horizontal cell membranes that are opposite and flanking the arciform density of the mouse photoreceptor terminal are characterized by membrane specialization in conventional electron microscopic preparations (Dowling and Boycott, 1966; Gray and Pease, 1971; Raviola and Gilula, 1975; Linberg and Fisher, 1988). Plasma membrane specializations (arrowheads) also occur along different infoldings of the horizontal cell plasma membrane within the invagination (Figure 12A, Zampighi et al., 2011). There are examples of small vesicles connected by thin tethers to the plasma membrane or are closely associated with these plasma membrane specializations (Figure 12A arrowheads, Figure 13A). In addition, small vesicles are near and adjacent to the plasma membrane in different parts of the horizontal cell terminal (Figures 12A, 13A). Together, these observations suggest the possibility that vesicle fusion and transmitter release sites are located at multiple sites within the horizontal cell terminals.

Vesicle clustering at membrane thickenings typical of many neuronal central synapses was not observed in early reports on primate, cat, rabbit, and rat horizontal cells (Dowling and Boycott, 1966; Raviola and Gilula, 1975; Kolb, 1977; Schaeffer et al., 1982; Peters et al., 1991). These findings may reflect a sampling issue of synapses that are sparsely distributed, as other ultrastructural studies on cat, rabbit, mouse, primate, mudpuppy, salamander, catfish, and turtle retinas demonstrated small clusters of synaptic vesicles in horizontal cell processes adjacent to membrane thickenings in bipolar cell dendrites, suggestive of horizontal cells feedforward synapses (Dowling et al., 1966; Olney, 1968; Dowling and Werblin, 1969; Dowling, 1970; Lasansky, 1973; Fisher and Boycott, 1974; Raviola and Gilula, 1975; Kolb and Jones, 1984; Sakai and Naka, 1986; Linberg and Fisher, 1988; Greferath et al., 1994). In human retina, horizontal cells were shown to make synaptic contacts with rod bipolar cell dendrites and the rod spherule within the invagination (Linberg and Fisher, 1988). Infrequent horizontal cell synapses with interplexiform processes were found in cat and rabbit also (Kolb, 1974; Kolb and West, 1977; Greferath et al., 1994).

The relative dearth and scattered distribution of synaptic vesicles in horizontal cell endings are similar to the observations of dopaminergic neurons that signal by extrasynaptic somatodendritic release, where it has been difficult to unequivocally identify the organelles (small clear-core vesicles, tuberovesicles, and large dense-core vesicles) that mediate dopamine release (Puopolo et al., 2001; Fortin et al., 2006; Hirasawa et al., 2012, 2015; Ludwig et al., 2016). Moreover, the dopaminergic amacrine cell perikaryon does not contain active zones; although, active zones were observed at their dendritic synapses with AII amacrine cells (Puopolo et al., 2001).



DEPOLARIZATION- AND CALCIUM-DEPENDENT SYNAPTIC VESICLE FUSION AND RECYCLING

Ca2+-regulated transmitter release is a well-established mechanism in the CNS (Südhof, 2013; Kaeser and Regehr, 2014; Rizo, 2018). In the mammalian retina, evidence supports the idea that horizontal cell transmitter release is regulated by Ca2+. The support includes demonstration of voltage-gated Ca2+ currents (ICa) in horizontal cells (Schubert et al., 2006; Liu et al., 2016) and the localization of L-, N-, and P/Q-type Ca2+ channels (Liu et al., 2013) and the Ca2+ sensor, synaptotagmin-2 (Figures 10D–F, Hirano and Brecha, 2010; Lee and Brecha, 2010) to horizontal cell terminals. N-type Ca2+ channels are of particular interest, since they mediate vesicle release at central synapses (Catterall, 2011). Somatodendritic secretion of dopamine and peptides relies on L-type Ca channels primarily (Ludwig et al., 2016). In striatum, dopamine release can involve N-, Q-, T-, and L-type voltage-gated Ca channels, depending on neuronal activity, diverse calcium dependence, and calcium buffering in different cellular domains (Brimblecombe et al., 2015).

Using a luminal VGAT-C antibody in a retinal slice assay, we show that the voltage-gated Ca channels participate in Ca2+-mediated vesicular release from horizontal cells Figure 14A. We developed a retinal slice assay (Lee, 2010; Vuong et al., 2011) to monitor VGAT-expressing vesicles, based on topological studies that showed the C-terminus of VGAT is located within the vesicle lumen and using a fluorophore-conjugated, C-terminal directed VGAT (VGAT-C) antibody (Martens et al., 2008). Depolarization resulted in an Oyster550-VGAT-C terminus antibody labeling of the internal face of exocytosed synaptic vesicles, now exposed to the extracellular milieu containing the Oyster550-VGAT-C antibod (Figure 14A). In retinal slices, depolarization with high [K+] or 50 μM kainate (Figure 14D) in the presence of the VGAT-C antibody resulted in punctate VGAT-C labeling of horizontal cell endings in the OPL (Figures 14B,C), indicative of synaptic vesicles fusion with the plasma membrane. Vesicle fusion is only detected with the VGAT-C antibody and not with a N-terminal, cytoplasmically directed VGAT antibody (Figure 14D), indicating the labeling was not non-specific uptake. Labeling is absent or below detection in control experiments [e.g., basal 3 mM [K+] (Figures 14C',D), Oyster550-VGAT-N antibodies (Figure 14D)]. We showed the VGAT-C antibody uptake in horizontal cell processes occurred in basal 2 and 10 mM [Ca2+]o; whereas, no labeling occurred in nominally 0 mM [Ca2+]o (Figure 14E, Supplementary Figure 1) or in the presence of general (Cd2+, Co2+) and voltage-gated Ca channel subtype-specific blockers (ω-agatoxin, ω-conotoxin, nifedipine) (Supplementary Figure 2). These data indicate that the vesicle fusion in horizontal cell endings was depolarization- and calcium-dependent. Further, multiple rounds of labeling with depolarization, depicted in the schematic in Figure 14A, could be visualized using Alexa488-conjugated secondary antibodies to the VGAT-C primary antibodies (Figures 14B,B',B”,F), suggesting that the initially labeled vesicles are capable of recycling (Lee, 2010; Vuong et al., 2011).
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FIGURE 14. A VGAT-C synaptic vesicle fusion assay demonstrated that vesicle fusion occurs in a depolarization- and calcium-dependent manner in horizontal cell endings. (A) Schematic depicts the luminal VGAT-C vesicle fusion assay protocol. Retinal slices are infused with extracellular medium containing VGAT-C antibodies, then depolarized with high [K+]o that activates voltage-gated calcium channels and the subsequent Ca2+ influx triggers synaptic vesicle fusion with the plasma membrane and, thus, exposure to the VGAT-C antibodies in the extracellular space. (B,C) panels showed the Oyster550-VGAT-C immunolabeling (red) of the fused vesicles. (B') panels showed that a second round of depolarization and vesicle fusion labeled by Alexa488-conjugated secondary antibodies (blue) in the extracellular medium that recognizes the VGAT-C rabbit polyclonal antibodies from the first round of labeling, indicating that the synaptic vesicles recycle, as seen in the merged images (B”, white). (C'-C”,D) Control experiments showed that there was little to no vesicle fusion when slices were maintained in the basal 3 mM [K+]o. (D) Quantification of VGAT-C immunofluorescence was significantly increased when depolarized with high (60 mM) [K+]o or 50 μM kainate, but not with basal 3 mM [K+]o. When VGAT-N antibodies that recognize a cytosolic epitope not exposed to extracellular milieu were used, no specific labeling of horizontal cell endings was observed. This finding indicated that the VGAT-C immunolabeling was not a result of non-specific uptake of antibody *p < 0.02. (E) Quantification of VGAT-C immunofluorescence under different extracellular Ca concentrations. Significant increases in VGAT-C immunolabeling were observed in basal (2 mM) and high (10 mM) [Ca2+]o conditions. In contrast, little to no labeling occurred in nominally calcium-free media (0 mM) *p < 0.01, **p < 0.005. (F) Quantification of VGAT-C immunofluorescence during multiple rounds of depolarization, marked by different fluorophores (Oyster550 vs. Alexa488). Goat or donkey anti-rabbit IgG-Alexa488 recognized the VGAT-C primary antibody from the initial round of immunolabeling. In contrast when goat anti-rabbit-Alexa488 IgG was present during the subsequent incubation period in basal [K+]o, significantly less immunolabeling was observed. Similarly, when a goat anti-mouse IgG-Alexa488 was used, little to no immunolabeling was observed ****p < 0.001. (B,B',B”,C,C',C,”) maximum intensity projections, z = 5.0 μm. Scale bars, 20 μm. (Modified from Lee, 2010; Vuong et al., 2011).




FUNCTIONAL ANALYSIS OF HORIZONTAL CELL SIGNALING


Feedback to Photoreceptors

Finally, we showed that feedback inhibition to photoreceptors occurs in a GABA-dependent manner to modulate the photoreceptor calcium current (Figure 15). To assay feedback, photoreceptors in slices (Figure 15E) were loaded with the calcium indicator Fluo-4 (green) in a Cx57-tdTomato retina, where the horizontal cells express the red fluorescent reporter tdTomato (converted to magenta), to show the relationship between horizontal cell processes and the photoreceptor cell bodies that were imaged. The increase in photoreceptor intracellular Ca2+ in response to pulses of 30 mM K+ was evaluated using drugs that depolarized or hyperpolarized horizontal cells (Vessey et al., 2005; Liu et al., 2013; Hirano et al., 2016a). A pulse of 30 mM K+ drove Ca influx through the voltage-gated calcium channels in the photoreceptors in control conditions, and then, when a second pulse was applied in the presence of kainate to depolarize the horizontal cells, the second pulse produced a smaller peak in intracellular Ca2+, showing that horizontal cell depolarization produced an inhibitory signal on the photoreceptor calcium channels (Figure 15A). Conversely, when the horizontal cells were hyperpolarized with 2,3-Dioxo-6-nitro-1,2,3,4,-tetrahydrobenzo[f ]quinoxaline-7-sulfonamide (NBQX), via blockade of ionotropic glutamate receptors during the second pulse, the calcium signal in photoreceptors is increased, indicating decreased feedback inhibition from horizontal cells to the photoreceptors (Figure 15C). These findings are consistent with reports in mouse retina (Babai and Thoreson, 2009). Kainate did not produce a change in photoreceptor calcium signal upon superfusion prior to the high-K+ pulse, consistent with a lack of ionotropic glutamate receptors on photoreceptors (Babai and Thoreson, 2009). To evaluate the role of vesicular GABA release in this feedback, we conditionally knocked out VGAT by crossing the horizontal cell-specific Cx57-iCre mouse (Hirano et al., 2016a) with a floxed VGAT mouse line (Tong et al., 2008). With the VGAT gene deleted, the neurotransmitter, most likely GABA, cannot be packaged into synaptic vesicles and released. Immunostaining for VGAT confirmed that the VGAT was selectively knocked out in horizontal cells (Hirano et al., 2016a). Whole-cell recordings of VGAT−/− horizontal cells showed that the voltage-gated K+ and Ca2+ membrane currents were normal. In the horizontal cell VGAT knockout, kainate did not produce increased feedback inhibition and NBQX did not result in decreased feedback inhibition (Figures 15B,D,F, Hirano et al., 2016a). These data show that the loss of horizontal cell VGAT eliminated feedback inhibition onto photoreceptors.
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FIGURE 15. Deletion of VGAT in horizontal cells results in loss of inhibitory feedback modulation of photoreceptor [Ca2+]i. (A–D) Changes to the strength of feedback inhibition, which were increased by kainate and decreased by NBQX, were eliminated in the VGAT KO mice. Twin 30-s pulses (bars below traces) of high [K+]o were applied to mouse retinal slices and, during the second pulse, either 50 μM kainate (bar above trace) was used to pharmacologically depolarize, or 50 μM NBQX to hyperpolarize, the horizontal cell membrane potential. In wild-type (VGAT+/+) retina, (A) kainate decreased the rise in photoreceptor [Ca2+]i (black traces), suggesting an increase in feedback inhibition while, in Cx57-VGAT−/− knockout retinal slices (B) kainate (red traces) produced no change. In Cx57-VGAT+/+ retina, (C) NBQX increased photoreceptor [Ca2+]i (black traces), representing a reduction in feedback inhibition, whereas (D) NBQX (blue traces) did not change the photoreceptor [Ca2+]i in Cx57-VGAT−/− retina, suggesting elimination of feedback inhibition to photoreceptors. These results show that GABA release from horizontal cells is essential for feedback inhibition. (E) Confocal image of a Cx57-tdTomato retinal slice loaded with fluo-4 (green). tdTomato (magenta) identifies the horizontal cells. (F) Summary of photoreceptor Ca signal amplitudes in retinal slices from VGAT+/+ and VGAT−/− mice treated with kainate and NBQX *p < 0.05. ONL, Outer nuclear layer; OPL, outer plexiform layer; INL, inner nuclear layer. (Modified from Hirano et al., 2016a).





DISCUSSION

In mammals, a preponderance of experimental findings indicates that retinal horizontal cells utilize a vesicular mechanism of transmitter release. The evidence for GABA as the horizontal cell neurotransmitter is the presence of GABA immunoreactivity and of GABA synthesizing enzymes (GAD65 and/or GAD67), and postsynaptic targets bearing GABA receptors (photoreceptors, bipolar cells) as well as autoreceptors on horizontal cells. Neonatal rabbit horizontal cells show 3H-GABA uptake that is downregulated after P5 (Redburn and Madtes, 1986); however, adult mammalian horizontal cells are atypical GABAergic neurons, in that they do not express plasmalemmal GABA transporters. The GABA transporters are expressed by Müller cells, whose processes ensheath photoreceptor synapses (Guo et al., 2009). The horizontal cells express SNARE proteins required for membrane fusion of synaptic vesicles (SNAP-25, VAMP-1, and syntaxin-1a & -4). The fusion of VGAT-bearing synaptic vesicles with the plasma membrane is depolarization- and calcium-dependent and show the capacity for multiple rounds of vesicle fusion in retinal slice preparations. The selective knockout of VGAT from horizontal cells that resulted in the loss of the tonic GABA current (Grove et al., 2019) and disrupted feedback inhibition to photoreceptors, showing that GABA release plays an integral role in these cells' neurotransmission (Hirano et al., 2016a).

The low numbers and the scattered appearance of synaptic vesicles in horizontal cell terminals as well as the absence of clearcut active zones (Figures 12, 13) are morphological features found in dendrites that are known to release transmitter; for example, somatodendritic dopamine and GABA release from dopaminergic neurons in the CNS (Hirasawa et al., 2015; Ludwig et al., 2016). In striatum, only a third of the dopaminergic boutons expressed a minimal active zone-like cluster of RIM, bassoon and ELKS (Liu et al., 2018). Ultrastructural analysis of dopaminergic amacrine cell somata revealed no active zones and few synaptic vesicles and tubulovesicular organelles (Puopolo et al., 2001). Nevertheless, somatodendritic release exhibits properties of regulated exocytosis, such as calcium dependence (Chen et al., 2006), the involvement of SNARE protein isoforms SNAP-25, VAMP2, and syntaxin 3b (Fortin et al., 2006; Witkovsky et al., 2009; Rice and Patel, 2015; Ludwig et al., 2016), voltage-gated Ca channels (Puopolo et al., 2001; Brimblecombe et al., 2015; Rice and Patel, 2015), and quantal release (Jaffe et al., 1998; Puopolo et al., 2001). The subtypes of voltage-gated Ca channels involved can differ in dopaminergic neurons and may reflect different modes of release (e.g., somatodendritic vs. axonal, firing patterns) (Ludwig et al., 2016). In retina, dopamine acts at synapses as well as by volume transmission (Witkovsky, 2004). The abundance of GABAA receptors in the OPL along with the relatively few synapses found in horizontal cells to bipolar cell dendrites suggests that horizontal cell GABA may be acting by volume transmission. From the robust presence of syntaxin 4 and SNAP-25 throughout horizontal cell processes, it would be interesting to know if GABA release occurred extrasynaptically as well as synaptically from horizontal cells. Also, these SNARE proteins may function in the regulation of GABA or ionotropic glutamate receptor exocytosis, as syntaxin-4 is reported to be important for postsynaptic dendritic exocytosis in hippocampal neurons (Kennedy et al., 2010; Ovsepian and Dolly, 2011; Gu and Huganir, 2016; Bin et al., 2019).

Transmitter release by a regulated vesicular mechanism would be highly advantageous for fine control of feedback and feed-forward action in the outer retina, as there are multiple molecular control points to modulate secretion from horizontal cells that utilizes the bicarbonate permeability of GABAA receptors to regulate cleft pH (Grove et al., 2019; Barnes et al., 2020). For instance, VGAT's dependence on a proton gradient for GABA uptake would influence vesicular GABA concentrations (Reimer et al., 1998) and, by extension, postsynaptic responses. The possible complex of VGAT and GAD65 (Wei and Wu, 2008) on synaptic vesicles in horizontal cell synaptic endings and its regulation on demand (Buddhala et al., 2009) would also stimulate GABA loading of synaptic vesicles. The highly regulated cascade of SNARE protein interactions in exocytosis would allow for a precise control of the rate and level of transmitter secretion. Local modulation of membrane potential at different endings could also differentially influence presynaptic Ca2+ channel dynamics and influence local GABA release.

The demonstration of GABA and its synthetic enzyme GAD65 and/or GAD67 in adult mammalian horizontal cells supports the notion that GABA is acting as a transmitter, despite not bearing GATs, notably like cerebellar Purkinje cells (Ribak et al., 1996; Guo et al., 2009). Müller cell processes that envelop photoreceptor terminals in the OPL are well placed to take up GABA (Guo et al., 2009), similar to Bergmann glia around the Purkinje cells (Ribak et al., 1996). The GABA receptors on horizontal cells and bipolar cell dendrites (Vardi and Sterling, 1994; Wässle et al., 1998; Haverkamp et al., 2000) indicate the receptor targets of the GABA released by horizontal cell are present.

The presence of GABAA receptor ρ2 (Grove et al., 2019) immunolabeling on horizontal cell terminals implies a significant role for tonic GABA modulation of horizontal cell membrane potential and conductance, signaling which is mediated by graded regulation rather than phasic synaptic transmission. Horizontal cells appear to be the primary source of GABA in the outer retina, as VGAT knockout resulted in a loss of the TPMPA-sensitive GABA-induced current in horizontal cells and feedback regulation of photoreceptor Ca channels (Grove et al., 2019). In primate retina, Haverkamp and colleagues (Haverkamp et al., 2000; Puller et al., 2014) described layers of horizontal cell processes under primate cone pedicles and GABAA receptor-bearing bipolar cell dendrites sandwiched between the two layers, and postulated that a GABA tone may be present. There is an enrichment of syntaxin-4 in horizontal cell processes at S-cones in primate retina and combined with expression of GABAA receptor α1 and ρ subunits and the chloride-accumulating transporter NKCC vitreal to S-cone pedicles is suggestive of HII horizontal cell to blue cone bipolar cells feedforward signal transmission (Puller et al., 2014). There are also interplexiform processes from GABAergic tyrosine hydroxylase (TH) amacrine cells that form synapses in the OPL onto bipolar cell processes (Dowling and Ehinger, 1975; Kolb and West, 1977; Linberg and Fisher, 1986; Chun and Wässle, 1989; Greferath et al., 1994), as well as a non-dopamine containing GABAergic interplexiform cell in mouse (Dedek et al., 2009), that might contribute to GABA levels in the OPL (Chun and Wässle, 1989; Witkovsky et al., 2008). Grove et al. (2019) showed that the high-affinity, non-desensitizing GABAAρ receptors on horizontal cell endings generate a tonic GABA current in the outer retina, most notably within the photoreceptor terminal synapse. Changes in tonic inhibition can alter neuronal and network properties, due to a persistent increase in input conductance that will regulate membrane excitability and alter the gain of a neuron's input-output relationship, and thus a neuron's responsiveness (Semyanov et al., 2004; Walker and Semyanov, 2008; Lee and Maguire, 2014).

In addition to feedback to photoreceptors, GABAA receptors on bipolar cell dendrites relay the horizontal cell feedforward signal (Vardi et al., 1992; Vardi and Sterling, 1994; Enz et al., 1996; Wässle et al., 1998; Haverkamp et al., 2000; Hoon et al., 2015; Chaffiol et al., 2017), although which bipolar cell type and the GABAA receptor subtypes used are not yet well-defined. The GABAA receptors are ρ-containing or extrasynaptic GABAA receptors containing δ subunits, such as those that contain GABAA receptor α6 subunits, are high affinity and non-desensitizing, and mediate tonic inhibition in other CNS areas (Farrant and Nusser, 2005; Glykys and Mody, 2007; Belelli et al., 2009; Brickley and Mody, 2012). Consistent with higher levels of GABA in the interstitial space of the OPL, the background labeling for GABA was observed to be higher in the OPL (Chun and Wässle, 1989).

Conical electron tomography of mouse rod spherules and cone pedicles clearly demonstrate the presence of small, clear-core vesicles in horizontal cell axonal endings and dendritic endings, that are slightly larger compared to synaptic vesicles in rod and cone photoreceptors. Furthermore, the conical tomograms reveal putative active zones and membrane densities in the horizontal cell endings (Zampighi et al., 2011), endocytosis of clathrin-coated vesicles and vesicle tethers, indicative of vesicle specializations and vesicular activity that were not observed in thicker ultrathin sections due to projection artifacts. The presence of synaptic vesicles in horizontal cells is supported by conventional transmission electron micrographs from mouse (Spiwoks-Becker et al., 2001), cat and primates (Dowling and Boycott, 1966; Dowling, 1970; Raviola and Gilula, 1975; Linberg and Fisher, 1988), that depict small, clear-core vesicles in horizontal cell processes at both rod and cone photoreceptor synapses. The presence of synaptic vesicle proteins, such as VGAT and SV2A, in horizontal terminals further supports the conclusion of the presence of synaptic vesicles in these terminals.

These synaptic vesicles are the cellular substrate for the many synaptic vesicle proteins localized to horizontal cell endings, including VGAT, SV2A, synapsin I, complexin-1/2, synaptoporin (Brandstätter et al., 1996a; Hirano et al., 2005, 2007; Lee and Brecha, 2010). The SNARE complex proteins of syntaxin-1a and syntaxin-4, VAMP-1, and SNAP-25 (Hirano et al., 2005, 2007, 2011) along with the SNARE complex associated proteins (complexin-1/2 and synaptotagmin-2; Hirano et al., 2005) mediate and modulate vesicle fusion with the membrane. The use of less common isoforms, e.g. VAMP1, synaptotagmin-2, complexin-1/2, for synaptic vesicle release may reflect different kinetics and/or regulation at this tonic, graded potential GABAergic synapse (Reim et al., 2005; Hua et al., 2011; Chung and Raingo, 2013), similar to the usage of alternative synaptic protein isoforms at ribbon synapses (Moser et al., 2020). The subcellular localization of VAMP1 to horizontal cell terminals suggest it participates in synaptic transmission and that other VAMP isoforms may mediate vesicle trafficking between other cellular compartments within the cell. Although the precise role of syntaxin-4 remains to be determined, its high level of expression in horizontal cells, in addition to syntaxin-1a, likely reflect distinct pools of vesicles trafficked to the membrane. The calcium sensor, synaptotagmin-2, is preferentially expressed at cerebellar GABAergic synapses, where it is the fast Ca sensor and responsible for faster replenishment of the readily releasable pool, necessary for fast feedforward inhibition (Chen et al., 2017).

The functional VGAT-C antibody uptake studies indicated that the VGAT-containing synaptic vesicles fuse with the plasma membrane in a depolarization- and calcium-dependent manner, characteristic of vesicular exocytosis of transmitter (Südhof, 2013). Moreover, the synaptic vesicles recycle, as observed from the multiple rounds of labeling. Finally, the knockout of horizontal cell VGAT resulted in loss of GABA release and eliminated feedback inhibition of photoreceptor calcium channels (Hirano et al., 2016a; Grove et al., 2019). Together these findings show that the vesicular release of GABA from mammalian horizontal cells plays an essential role in horizontal cell synaptic transmission.

Grove et al. (2019) demonstrated that cone photoreceptor calcium currents are modulated by picrotoxin and TPMPA (see Grove et al., Figures 1–2), and that they act at GABAAR-ρ receptors on the horizontal cell endings (see Grove et al., Figures 2I–K), not photoreceptors. This GABAergic modulation is absent in the presence of HEPES, indicating pH sensitivity. Grove et al. (2019) extended the findings in Hirano et al. (2016a) by showing that GABA release by horizontal cells acts back onto its own GABA receptors, and that the GABA release (and cone Ca channel modulation) is abolished in Cx57-VGAT−/− horizontal cells, concluding that the bicarbonate flux through these tonic GABA receptors regulates the synaptic cleft pH. The full hybrid GABA-pH model is much more detailed (see Figure 8, Grove et al., 2019; Figure 12, Barnes et al., 2020), including roles for sodium-proton exchangers (NHEs), the bicarbonate equilibrium potential and horizontal cell membrane potential excursions induced by GABA and glutamate (Grove et al., 2019; Barnes et al., 2020).
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Signal processing of odor inputs to the olfactory bulb (OB) changes through top-down modulation whose shaping of neural rhythms in response to changes in stimulus intensity is not understood. Here we asked whether the representation of a high vs. low intensity odorant in the OB by oscillatory neural activity changed as the animal learned to discriminate odorant concentration ranges in a go-no go task. We trained mice to discriminate between high vs. low concentration odorants by learning to lick to the rewarded group (low or high). We recorded the local field potential (LFP) in the OB of these mice and calculated the theta-referenced beta or gamma oscillation power (theta phase-referenced power, or tPRP). We found that as the mouse learned to differentiate odorant concentrations, tPRP diverged between trials for the rewarded vs. the unrewarded concentration range. For the proficient animal, linear discriminant analysis was able to predict the rewarded odorant group and the performance of this classifier correlated with the percent correct behavior in the odor concentration discrimination task. Interestingly, the behavioral response and decoding accuracy were asymmetric as a function of concentration when the rewarded stimulus was shifted between the high and low odorant concentration ranges. A model for decision making motivated by the statistics of OB activity that uses a single threshold in a logarithmic concentration scale displays this asymmetry. Taken together with previous studies on the intensity criteria for decisions on odorant concentrations, our finding suggests that OB oscillatory events facilitate decision making to classify concentrations using a single intensity criterion.

Keywords: decoding, oscillations, learning, go-no go, odorant concentration


INTRODUCTION

Associative learning and changes in attention modulate circuit activity in early sensory processing areas such as the OB (Doucette et al., 2011; Gschwend et al., 2015; Chu et al., 2016; Losacco et al., 2020), the lateral geniculate nucleus (Ling et al., 2015) and the primary visual cortex (Pakan et al., 2018; Henschke et al., 2020). For example, in the OB, mitral cells change firing frequency and synchrony as mice learn to distinguish a rewarded odor from an unrewarded one (Doucette et al., 2011; Gire et al., 2013; Gschwend et al., 2015). This process aids in signal processing and improves stimulus decoding from neural activity. In the olfactory system, studies of the effect of learning on stimulus processing have predominantly been performed within the context of stimulus discrimination: can the animal differentiate between two odorants? However, how the olfactory system learns to distinguish across stimulus intensity ranges of the same odorant remains underinvestigated. In particular, while behavioral studies indicate that animals use a single intensity criterion to learn to differentiate between concentration ranges (Wojcik and Sirotin, 2014), the changes in OB processing that underlie discrimination of odorant concentration ranges remain unknown. Here, we ask whether neural processing is altered when animals learn to discriminate between different odorant concentrations ranges in a go-no go task. Mice were presented with six logarithmically spaced odorant concentrations (Wojcik and Sirotin, 2014) and they were rewarded when they licked a spout for 2 s in the presence of either the three highest or three lowest odorant concentrations (the rewarded stimulus).

The response of mitral/tufted (M/T) cells to odorant concentration is converted to discrete samples through sniffing and the pattern of activity within a sniff carries information on odorant intensity (Gross-Isseroff and Lancet, 1988; Chalansonnet and Chaput, 1998; Bathellier et al., 2008; Zhou and Belluscio, 2012; Patterson et al., 2013; Mainland et al., 2014; Sirotin et al., 2015; Jordan et al., 2018a; Parabucki et al., 2019). In the resting animal odorant-induced changes in the activity of the M/T cells is largest in the first sniff, and decreases subsequently, consistent with olfactory adaptation (Lecoq et al., 2009; Sirotin et al., 2015). We have recently shown that after mice learned to differentiate odorants in the go-no go task, neural oscillations in the high gamma (65–95 Hz, refered to as gamma) and beta (15–30 Hz) bands (referenced to an underlying theta rhythm) encode information on the contextual relevance of the odorant: Is this odorant rewarded? (Losacco et al., 2020). This chunking of neural activity within different phases of the theta oscillations [called phase-amplitude coupling, or PAC (Tort et al., 2010)], is thought to convey different information based on which phase in the theta wave the gamma or beta oscillation occurs (O'Keefe and Recce, 1993; Skaggs et al., 1996; Buzsaki and Draguhn, 2004; Lisman, 2005). For example, in dorsal CA1 the information on encoding a reward location in a spatial navigation task is thought to be transmitted at the peak of theta, while the information on retrieval of the memory is thought to be transmitted in the trough of the theta oscillation (Siegle and Wilson, 2014). Here, we asked whether theta referenced PAC (tPAC) and theta phase referenced power (tPRP) of beta and gamma oscillations carries information on odor concentration in the go-no go concentration discrimination task and whether they change over the course of learning. Additionally, we investigated whether tPRP specifically encodes high vs. low odorant concentration ranges.



RESULTS


Odor Concentration Range Go-No Go Discrimination Task

Do oscillations in the OB encode odorant concentration ranges and does the accuracy of encoding change as mice learn to discriminate in the go-no go task? We used tetrodes to record LFP oscillations in the OB of mice learning to associate a range of odorant concentrations with a water reward (go-no go odor concentration range task). In this task, mice which licked at least once in each of four 0.5 s time segments when the rewarded stimulus (S+) was presented received a water reward and the response was classified as a Hit (Figures 1A–C). A lack of licking in any of the time segments in the S+ segment was classified as a Miss. The mouse did not receive a reward if it licked for the unrewarded (S-) stimulus. Licking during S- was classified as a false alarm (FA), and correctly refraining from licking during S- trials was classified as a correct rejection (CR) (Figure 1C). We presented the animal with six different odorant concentrations generated by bubbling air into mineral oil containing different liquid dilutions (cliq) of either isoamyl acetate or acetophenone (0.033, 0.1, 0.33, 1, 3.3, and 10%). The rewarded stimulus was either the higher concentrations (1–10% cliq, Figure 1C) or the lower concentrations (0.033–0.33%). Figure 1D shows examples of behavioral performance in this go-no go task. Behavioral performance was quantified by the percent correct responses (both Hits and CRs) computed in a sliding window of 20 trials (see Methods). Mice learned to differentiate between concentration ranges regardless of whether the rewarded stimulus was the high (Figure 1Di) or the low concentration range (Figure 1Dii, also see Supplementary Figure 1). We focused on characterizing differences in OB oscillations between naïve animals (≤65% correct behavioral performance, green points in Figure 1D) and proficient mice (≥80% correct, magenta points in Figure 1D).
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FIGURE 1. Introduction to the associative learning go-no go task for odorant concentration range discrimination and analysis of phase amplitude coupling for the LFP. (A) Water-deprived mice learn to lick on the water spout when presented with the rewarded stimuli (S+) in order to obtain a water reward. (B) Time-course for each trial. Immediately after the mouse starts the trial by licking on the water spout the final valve diverts the 2 L/min background air flow to the exhaust and the odor valve opens delivering 50 ml/min of odorant-saturated air. At the end of the final valve odorant equilibration period (random from 1 to 1.5 s) the final valve returns the air flow toward the mouse and the odorant concentration increases quickly. If the stimulus is the rewarded (S+) odorant the mouse must lick at least once in each 0.5 s response area (green cubes) to obtain a water reward. (C) Per trial behavioral outcome. The odorant was presented as air equilibrated with six different liquid dilutions (cliq) in mineral oil (10, 3.33, 1, 0.33, 0.1, and 0.033%). For the session shown here the three higher concentrations are the S+ and the three lower concentrations are the S- (the rewarded concentration range is switched for other sessions). When the animal licks at least once in each of the response areas when it is presented with the rewarded odorant the trial is a Hit and the mouse receives a water reward. If the mouse does not lick during one of the response areas it does not receive water (Miss). On the other hand, if the mouse refrains from licking in one of the response areas when presented with the S- stimulus the trial is a correct rejection (CR), and if the mouse licks in all response areas when presented the S- odorant the trial is a false alarm (FA). (D) Example for the performance of a mouse in two go-no go sessions where the rewarded stimuli belonged to the high concentration range (i) and in two sessions where the rewarded stimuli were the low concentration odorants (ii). The percent correct is calculated in a sliding window of 20 trials. Green: percent correct ≤65%, light gray: percent correct >65%, and <80%, magenta: percent correct ≥80%. (E,F) Examples of the calculation of the theta phase and the theta amplitude envelope for the gamma LFP using the Hilbert transform. (E) S+, (F) S-. The top panels (i) show the LFP filtered from 4 to 100 Hz. Panel (ii) shows the LFP filtered with a theta bandpass (4–12 Hz). Panel (iii) shows the phase of the theta LFP calculated with the Hilbert transform. Finally, panel (iv) shows the LFP filtered with a gamma bandpass (65–95 Hz, blue) and the theta envelope calculated with the Hilbert transform (orange).




The Strength of Phase Amplitude Coupling of Beta and Gamma Oscillations to Theta Increases When the Animal Becomes Proficient in the Concentration Go-No Go Task

Previous studies of LFP oscillations found strong coupling of gamma and beta oscillation bursts within specific phases of the lower frequency theta oscillations (Buonviso et al., 2003; Rojas-Libano et al., 2014; Losacco et al., 2020) and that these theta phase-amplitude coupled (PAC) gamma/beta oscillations encode for odorant contextual identity (Losacco et al., 2020). To quantify these phase-coupled oscillations we performed PAC analysis (Tort et al., 2010). We extracted the phase of the low frequency theta oscillation using a Hilbert transform of the theta-filtered LFP trace, thereby identifying the peak and trough of theta (Figures 1E,F,ii,iii). We estimated the amplitude of the theta-referenced fluctuations of beta and gamma oscillations by computing the theta envelope of the beta and gamma LFP using a Hilbert transform (Figures 1E,F,iv, yellow line).

We have previously shown that tPAC changes as an animal learns to discriminate two distinct odors (Losacco et al., 2020). Here, we surveyed tPAC in the OB in response to odor concentrations and we found a difference in the strength of tPAC between the rewarded and unrewarded concentrations once the animals became proficient. Figure 2A shows in pseudocolor the amplitude of the gamma oscillations as a function of theta phase for the different trials in a session where the animal was proficient (percent correct ≥ 80%, see Figure 2B for percent correct as function of trial for this session). For this session the amplitude of the gamma oscillations peaked at about 280° for S+, while for S- the peak of the gamma amplitude shifted from trial to trial (red peak in Figure 2A and peak angle in Figure 2D). The strength of tPAC appeared to be stronger for S+ than for S- (Figure 2A). We quantified tPAC using the modulation index, a measure of how localized high frequency firing is within the phase of theta oscillations (Tort et al., 2010). In previous studies using a go-no go odor discrimination task, tPAC modulation index fell between 0.005 and 0.04 for the OB (Losacco et al., 2020). For this example session, we found that the modulation index was larger for the rewarded stimulus (in this case the high concentration range) (Figure 2C). A gerneralized linear model (GLM) analysis for the modulation index indicated that there was a statistically significant difference between S+ and S- (p < 0.001, 77 trials, 71 d.f., F-Statistic 18.3, p-value for the model <0.001, Supplementary Table 1). Furthermore, as shown in Figures 2A,D, the theta phase for the largest amplitude for the gamma oscillation (the peak angle) appeared to vary to a larger extent for the unrewarded stimuli. This means that a downstream observer quantifying the amplitude of gamma oscillations at a specific fixed theta phase (e.g., 280°) would be detecting high amplitude gamma power for the S+ odorant compared to S- because of the higher modulation index and the lower peak angle variance for the rewarded stimulus.
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FIGURE 2. Phase amplitude coupling for the go-no go odorant concentration task. (A–D) tPAC analysis shown for a go-no go session where the mouse was proficient in differentiating between the high concentration odorants (cliq 1–10%, rewarded stimulus, S+) and the low concentration odorants (cliq 0.033–0.33%, unrewarded stimulus, S-). (A) Pseudocolor image showing the per-trial average amplitude for the theta envelope for the gamma LFP. The odorant used was isoamyl acetate. Odorant dilutions (cliq) for S+ were 10, 3.33, and 1% and for S- were 0.33, 0.1, and 0.033%. (B) Percent correct as a function of trial number. Light gray: percent correct >65% and <80%, magenta: percent correct ≥80%. (C). Strength of tPAC quantified as the modulation index (MI) displayed for the six odorant dilutions. A GLM analysis indicated that there is a difference between S+ and S- (p < 0.001, 77 trials, 71 d.f., F-Statistic 18.3, p-value for the model < 0.001). The asterisk denotes post-hoc differences evaluated with either t-test or ranksum, p < pFDR = 0.033. (D) Rose plot histograms for the peak phase angle for gamma tPAC shown in (A). (E,F) Modulation index quantifying the strength of tPAC. The bars show the average MI per electrode for all mice (n = 16 electrodes and nine mice). The violin plot shows the MI per electrode for each mouse. Green bars are the MI for naïve mice (percent correct ≤ 65%) and magenta bars are the MI for proficient mice (>80%). E. MI for beta, F. MI for gamma. For the beta tPAC a GLM finds statistically significant differences between odorant concentrations and between naïve and proficient, but not between naïve and proficient and for the interaction between naïve vs. proficient and concentration (p < 0.001, 2,784 observations, 2,776 d.f., F-statistic = 61.2, p < 0.001, nine mice). For the gamma tPAC a GLM finds statistically significant differences between odorant concentrations, between naïve and proficient and between naïve and proficient (p < 0.001, 2,784 observations, 2,776 d.f., F-statistic = 47.5, p < 0.001, nine mice). (G,H) Variance of the peak angle for tPAC. The bars show the average peak angle variance per electrode for all mice (n = 16 electrodes and nine mice). The violin plot shows the peak angle variance per electrode for each mouse. Green bars are for naïve mice (percent correct ≤ 65%) and magenta bars are for proficient mice (>80%). (G) beta, (H) gamma. For the beta tPAC a GLM finds statistically significant differences between odorant concentrations, between naïve and proficient and between naïve and proficient (p < 0.001, 2,784 observations, 2,776 d.f., F-statistic = 100, p < 0.001, nine mice). For the gamma tPAC a GLM finds statistically significant differences between odorant concentrations, between naïve and proficient and between naïve and proficient (p < 0.001, 2,784 observations, 2,776 d.f., F-statistic = 99.2, p < 0.001, nine mice).


We next analyzed whether the modulation index changed as the animal learned to discriminate odorant concentration ranges in the go-no go task. For both beta and gamma tPAC we found that the modulation index increased when the animals learned to differentiate the concentration ranges and differed between rewarded and unrewarded concentration (Figures 2E,F, also see Supplementary Figure 2 for an example of tPAC for a session where the mouse was naïve). For the beta tPAC, a GLM found significant differences between odorant concentrations and between rewarded vs. unrewarded stimuli and for the interaction between naïve vs. proficient and concentration (Figure 2E, p < 0.001, 2,784 observations, 2,776 d.f., F-statistic = 61.2, p < 0.001, nine mice, Supplementary Table 2). The statistical significance of the interaction between naïve vs. proficient and concentration indicates that the effect of one causal variable on an outcome depends on the state of a second causal variable (e.g., in this case in Figure 2E the difference between naïve and proficient for S+:high is larger for the lower concentrations). For beta tPAC there was no significant difference between naïve and proficient (p > 0.05). For gamma tPAC, a GLM found significant differences for the modulation index between odorant concentrations, between rewarded vs. unrewarded stimuli, and between naïve vs. proficient mice (Figure 2F, p < 0.001, 2,784 observations, 2,776 d.f., F-statistic = 47.5, p < 0.001, nine mice, Supplementary Table 3). Finally, we quantified the variation in the peak angle to determine whether the peak angle shifted on a trial by trial basis as found for S- in Figure 2A. Peak angle variance was higher for the unrewarded odorant concentration range for both beta and gamma tPAC (Figures 2G,H). For the beta tPAC, a GLM finds for the peak angle variances statistically significant differences between odorant concentrations, between naïve vs. proficient and between rewarded vs. unrewarded stimuli (Figure 2G, p < 0.001, 2,784 observations, 2,776 d.f., F-statistic = 100, p < 0.001, nine mice, Supplementary Table 4). For gamma tPAC, a GLM finds statistically significant differences between odorant concentrations, naïve vs. proficient and between rewarded vs. unrewarded stimuli (Figure 2H, p < 0.001, 2,784 observations, 2,776 d.f., F-statistic = 99.2, p < 0.001, nine mice, Supplementary Table 5).

Therefore, the strength of tPAC and peak angle variance changed as the animal learned to discriminate between odor concentration ranges. Gamma tPAC tends to become stronger for the rewarded stimuli as the animal learns and the peak angle variance became larger for the unrewarded stimuli compared to the rewarded odorant concentrations. For beta tPAC, we found similar changes in the peak angle variance, and tPAC tended to become stronger for the unrewarded odorant. These observations raised the question of whether the power of beta or gamma oscillations within a theta phase window could be used to discriminate between concentration ranges.



Learning Elicits an Increase in the Difference Between the Rewarded and Unrewarded Stimuli in Theta Phase-Referenced Power

In earlier studies of the go-no go task where the animal learned to differentiate odorants we found that peak gamma tPRP conveyed more information on the rewarded stimulus than trough gamma tPRP (Losacco et al., 2020). We proceeded to quantify the power for beta and gamma oscillations referenced to the peak or trough of the theta LFP in the go-no go concentration task. Upper panels in Figure 3 show examples of the time course per trial for the power distribution estimated using a Morlet wavelet analysis. A Morlet wavelet is defined as a sine wave tapered by a Gaussian, and in the Morlet wavelet analysis LFP oscillations are fit to subsets of Morelet wavelets of different frequencies thereby quantifying the contribution of these wavelets to the oscillations. As performed with fast Fourier transform wavelet analysis allows evaluation of the power of LFP oscillations at different frequencies. However, unlike fast Fourier transform wavelet analysis is able to follow changes in power that occur in the theta frequency. The bottom panels show the gamma power referenced to the peak (red traces) or the trough (blue traces) of the theta LFP oscillation. Two stimuli belonging to either the unrewarded low concentration range (0.1% cliq of acetopheonone) or the rewarded high concentration range (3.3% cliq) elicited relatively small changes in tPRP for the naïve animal (Figures 3A,B). In contrast, for the proficient animal the rewarded 3.3% cliq stimulus elicits a substantial increase in peak-referenced tPRP (Figure 3D, red trace) and the unrewarded 0.1% cliq stimulus elicits a decrease in tPRP (Figure 3C, red trace), while the trough-referenced changes in tPRP are small (blue traces in Figures 3C,D). Similar results are shown in Figures 3E–H for a session where the rewarded stimuli were the low concentration odorants.
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FIGURE 3. Examples of odorant-elicited changes in theta phase-referenced gamma power. (A–D) The rewarded stimulus (S+) is isoamyl acetate presented at a 3.3% cliq in MO while the unrewarded odorant (S-) is isoamyl acetate at cliq of 0.1% in MO. (A,B) Naïve mice. (C,D) Proficient mice. (E–H) The rewarded stimulus (S+) is acetophenone presented at a 0.1% cliq while the unrewarded odorant (S-) is acetophenone at a dilution of 3.3% cliq. (E,F) Naïve mice. (G,H) Proficient mice. For each condition the top panel shows a pseudocolor figure representing the average power computed using wavelet analysis and the bottom panel shows the average gamma power referenced at either the peak or trough of the theta LFP oscillation. The shadow shows the 95% CI. The number of trials used for each condition are as follows: (A) 24, (B) 4, (C) 12, (D) 8, (E) 20, (F) 19, (G) 8, (H) 4. The 2.5 s time scale bar denotes the time for odorant application.


We proceeded to evaluate the difference in odorant-elicited changes in tPRP between naïve and proficient mice for beta and gamma tPRP. Furthermore, we asked whether these changes in tPRP were similar when the rewarded odorant was either the high or the low concentration range of odorant stimuli. When the high concentration range was rewarded there was a clear increase in beta tPRP for the rewarded stimulus, and a decrease for the unrewarded stimulus for proficient compared to naïve animals (Figure 4A). These changes in beta tPRP were similar for peak- and trough-referenced tPRP (Figure 4Ai vs. Figure 4Aii). When the rewarded stimulus was the low concentration range there was also a clear decrease in beta peak or trough-referenced tPRP for the unrewarded stimuli (in this case the high concentration odorants), but for the unrewarded high concentration range the proficient vs. naïve difference increased as the concentration increased, and there was not a substantial difference in tPRP between naïve and proficient for the rewarded low concentration range (S+, Figure 4B). For beta tPRP we found statistically significant differences between rewarded vs. unrewarded stimuli, proficient vs. naïve and for concentration (GLM, p < 0.001, 5,568 observations, 5,552 d.f., F-statistic = 525, p < 0.001, nine mice, Supplementary Table 6, Figures 4A,B), and there was no statistical significance between peak and trough tPRP (GLM, p > 0.05, 5,568 observations, 5,552 d.f., F-statistic = 525, p < 0.001, nine mice). Post-hoc ranksum or t-tests yielded differences between naïve and proficient for all concentrations for the experiments where the high concentrations were rewarded, but did not yield significant difference for the lowest two concentrations when the low concentrations were rewarded (asterisks in Figures 4A,B, p-values < pFDR. pFDR was 0.044 for peak beta tPRP, 0.043 for trough beta tPRP).
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FIGURE 4. Summary of theta phase-referenced power. (A,B). Beta tPRP. (C,D) Gamma tPRP. Top panels (i) are referenced to the peak of the theta oscillation while bottom panels (ii) are referenced to the trough. (A,C) are tPRP for sessions where the three highest dilutions were the rewarded odorant while B and D are tPRP for sessions where the three lowest dilutions were the rewarded odorant. tPRP is shown for naïve mice (percent correct behavior ≤ 65%, green bars) and proficient mice (>80%, magenta bars). For the beta tPRP (A,B) a GLM yielded significant differences between rewarded vs. unrewarded stimuli, proficient vs. naïve and high dilution rewarded vs. low dilution rewarded (p < 0.001, 5,568 observations, 5,552 d.f., F-statistic = 525, p < 0.001, nine mice), and there was no statistical significance between peak and trough tPRP (p > 0.05, 5,568 observations, 5,552 d.f., F-statistic = 525, p < 0.001, nine mice). For the gamma tPRP (C,D) a GLM yielded significant differences between rewarded vs. unrewarded stimuli, proficient vs. naïve, high dilution rewarded vs. low dilution rewarded and peak vs. trough (p < 0.001, 5,568 observations, 5,552 d.f., F-statistic = 525, p < 0.001, nine mice). Asterisks show significant differences in a post-hoc t-test or ranksum test with p-values < pFDR. pFDR was 0.044 for peak beta tPRP, 0.043 for trough beta tPRP, 0.043 for peak gamma tPRP and 0.029 for trough gamma tPRP. The only comparisons that are shown are between the highest cliq and all other cliq and between naïve and proficient for each cliq.


In contrast, there was a clear difference between peak-referenced and trough-referenced gamma tPRP in their dependence on learning (Figures 4C,D). When the high concentration range was rewarded there was a clear increase for peak gamma tPRP for the rewarded stimulus, and a decrease for the unrewarded stimulus as the animal learned to discriminate odorant concentrations (Figure 4Ci). Interestingly, the learning induced changes in gamma tPRP did not take place for trough-referenced tPRP (Figure 4Cii). Similar to theta-beta tPRP, when the rewarded stimulus was the low concentration range there was also a clear decrease in peak-referenced gamma tPRP for the unrewarded stimuli, and the proficient vs. naïve difference increased as the concentration increased (Figure 4Di). There were small changes in trough-referenced gamma tPRP (Figure 4Dii). For the gamma tPRP (Figures 4C,D) there was a significant differences between rewarded vs. unrewarded stimuli, proficient vs. naïve, concentration and peak vs. trough (Figures 4C,D, GLM, p < 0.001, 5,568 observations, 5,552 d.f., F-statistic = 525, p < 0.001, nine mice, Supplementary Table 7).

Thus, as the animal learns to discriminate rewarded and unrewarded odor concentration ranges (transitions from naïve to proficient), both beta and gamma tPRP increase. This raises the question whether the proficient animal's tPRP encodes the identity of the rewarded stimulus irrespective of odor concentration. Surprisingly, when the rewarded stimulus is the low concentration range the tPRP depends on odorant concentration, whereas we did not see this effect when the rewarded stimulus is the high odorant concentration range.



Learning Elicits a Robust Increase in the Discriminability of Reinforced Stimuli for Theta Phase-Referenced Power in the Go-No Go Task

We proceeded to evaluate the discriminability of per trial tPRP values comparing tPRP for trials with rewarded stimuli vs. trials with unrewarded stimuli using receiver operating characteristic (ROC) analysis (Fawcett, 2006). Figures 5A,B show ROC analysis for two concentration pairs for a proficient mouse engaged in a go-no go session where the high concentration range was the rewarded stimulus. First, we checked whether animals could differentiate between odor concentrations within the rewarded concentration range. The gamma peak tPRP histograms for 10 and 3.3% cliq (both S+) overlap (Figure 5A) and, as expected, the ROC curve falls along the diagonal, indicating that tPRP can not be used to distinguish these two concentrations. In contrast, for cliq 10% (S+) and 0.033% (S-) the gamma peak tPRP histograms are largely non-overlapping, reflecting better ability to discriminate as the ROC curve rises away from the diagonal. We defined the area under the ROC curve (auROC) as 0 when the curve falls along the diagonal and the stimuli cannot be differentiated and 0.5 when it lays along the top left axes, when the tPRP values are distinct for the two stimuli. For the ROC in Figure 5A the auROC is 0.02 and for the ROC in Figure 5B it is 0.38. Thus, ROC quantifies the extent of overlap between the two distributions.
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FIGURE 5. Receiver operating characteristic (ROC) analysis of the theta phase-referenced power for the go-no go task for odorant concentration. (A,B) Examples of histograms of gamma tPRP (i) and ROC curve (ii) for all proficient trials for acetophenone for one mouse. The rewarded stimuli (S+) were cliq ≥ 1%. (A) Histogram and ROC for 53 trials with 10% cliq and 72 trials with 3.3% cliq. (B) Histogram and ROC for 53 trials with 0.033% cliq and 53 trials with 10% cliq. (C–F) Pseudocolor diagrams showing the average area under the ROC curve (auROC) for each pairwise comparison for all odorant concentrations for gamma tPRP power. An auROC of 0.5 indicates non-overlapping distributions, and an auROC of 0 indicates completely overlapping distributions. (C,D) are for beta tPRP and (E,F) are for gamma. (C,E) are peak-referenced tPRP and (D,F) are trough-referenced tPRP. (i,ii) are naïve (i) and proficient (ii) trials for experiments where the three highest concentrations (cliq of 10, 3.3, and 1%) were the rewarded odorant (S+) and iii and iv were experiments where the three lowest concentrations (cliq of 0.33, 0.1, and 0.033%) were the rewarded odorant. The average was calculated for each of the 16 electrodes for nine mice. (G,H) Bar graphs showing the average auROC for pairwise comparisons for all odorant concentrations for beta (E) or gamma (F) tPRP power for nine mice and 16 electrodes per mouse. Points in the violin plot shows the average auROC per electrode per mouse. (i) is peak-referenced tPRP and (ii) is trough-referenced tPRP. Each panel shows on the left the results per electrode for experiments where the three highest concentrations (cliq of 10, 3.3, and 1%) were the rewarded odorant (S+, left) and on the right the results for experiments where the three lowest concentrations (cliq of 0.33, 0.1, and 0.033%) were the rewarded odorant. The pairwise comparisons were grouped as comparisons between the low and high concentration ranges (between), between all concentrations within the low concentration range (within low) and between all concentrations within the high concentration range (within high). A GLM for the beta tPRP auROC yielded significant differences for proficient vs. naïve and high S+ vs. low S+ (p < 0.001, 17,888 observations, 17,964 d.f., F-statistic = 1,180, p-value for F-statistic < 0.001), but did not yield a statistical significance between peak and trough (p > 0.05). A GLM for the gamma tPRP auROC yielded significant differences for proficient vs. naïve, peak vs. trough and high S+ vs. low S+ (p < 0.001, 17,888 observations, 17,964 d.f., F-statistic = 880, p-value for F-statistic < 0.001). Asterisks denote significant post-hoc statistical difference assessed with either t-test or ranksum tests corrected for multiple comparisons, pFDR = 0.039 (Ei), 0.04 (Eii), 0.036 (Fi), and 0.045 (Fii).


To quantify the difference between tPRP distributions for all combinations of two odorant concentrations we calculated auROC for each electrode, for each of nine mice for trials when the mouse was naïve or proficient. The average auROC values for all combinations of odorant concentrations for theta-gamma tPRP are shown in pseudocolor in Figures 5C–F. To gauge the differences in auROC for different pairs of odorant concentrations, we display the average auROC in a bar graph and individual auROCs per electrode per mouse in a violin plot (Figures 5G,H). We group concentration pairs in the bar graph/violin plot as those within the high or low concentration ranges (labeled “within high” and “within low”) or the pairs with one concentration belonging to the high or low concentration ranges (labeled “between”). We found a large increase in auROC for both beta and gamma for the between group when the animals become proficient (compare Figures 5C–F panels i,iii with panels ii,iv and in Figures 5G,H compare green with magenta bars). Interestingly, the auROC does not differ between within low and within high when the rewarded stimulus is the high concentration range (left panels in Figures 5Gi,ii,Hi,ii). However, within high auROCs are higher than within low auROCs when the rewarded stimulus is the low concentration range (left panels in Figures 5Gi,ii,Hi,ii). This indicates that in the latter case there is information on concentration in the within high group tPRP. When we asesssed beta tPRP auROC scores with a GLM, we noted significant differences for proficient vs. naïve and high S+ vs. low S+ (Figure 5G, p < 0.001, 17,888 observations, 17,964 d.f., F-statistic = 1,180, p-value for F-statistic < 0.001, Supplementary Table 8). There was no significant difference between peak and trough (p > 0.05). A GLM for the gamma tPRP auROC yielded significant differences for proficient vs. naïve, peak vs. trough and high S+ vs. low S+ (Figure 5H, p < 0.001, 17,888 observations, 17,964 d.f., F-statistic = 880, p-value for F-statistic < 0.001, Supplementary Table 9). Asterisks in Figures 5E,F denote significant post-hoc statistical difference assessed with either t-test or ranksum tests corrected for multiple comparisons (pFDR = 0.039 for Ei, 0.04 for Eii, 0.036 for Fi and 0.045 for Fii).

In summary, auROC analysis indicates that as the animal learns the tPRP for rewarded vs. unrewarded stimuli become different. In addition, when the low concentration odorants are the reinforced stimuli the tPRP values within the high concentration (S-) odorants maintain discriminability, albeit with a lower auROC compared to auROCs quantified for concentrations belonging to the rewarded and unrewarded groups. The fact that there were differences in auROC when the rewarded stimulus was either the high or low concentration range raised the question whether there were differences in decoding accuracy between these conditions.



Performance for Decoding the Rewarded Stimulus From the Phase Referenced Power Increases as the Animal Learns and Differs Depending on the Assignment of the Reward to High vs. Low Concentration

If changes in tPRP are strongly related to learning, a simple classifier should be able to accurately discriminate between rewarded and unrewarded conditions. To test this, we used linear discriminant analysis (LDA). LDA places a hyperplane in n dimensional space to separate different categories. We trained the LDA algorithm to differentiate between rewarded and unrewarded stimuli using the tPRP recorded by the 16 electrodes in all trials minus one, and then asked whether the trial that was left out belonged to the reinforced stimulus group. As a control, the algorithm was trained after shuffling the identity of reinforced stimulus for each trial. Figures 6A,B show the time course for the performance of the LDA decoder for beta and gamma tPRP (n = 7 mice). The performance diverged strongly from the shuffled control shortly after odorant addition for proficient animals and reached levels above 70% by the end of odorant presentation (Figures 6Aii,Bii). In contrast, LDA performance did not increase appreciably during odorant exposure when the mice were naïve (Figures 6Ai,Bi). Decoding performance was higher for peak tPRP for the gamma tPRP, but not for the beta tPRP (compare Figures 6Aii,Bii). We quantified the performance of the decoder by calculating the area under the performance curve (AUC) normalized such that when the performance remains at 50% the AUC is zero and when the performance increases to 100% when the odorant is added the AUC is one. AUC values are shown for all conditions in Figure 6C (beta) and Figure 6D (gamma). AUC LDA performance for beta tPRP was significantly different (Figure 6C) for proficient vs. naïve or shuffled (P < 0.001) and for high S+ vs. low S+ (GLM, p < 0.05, 88 observations, 76 d.f., F-statistic = 34.3, p-value for F-statistic < 0.001, n = 8 mice, Supplementary Table 10). Peak and trough differences were not significantly different (GLM, p > 0.05). AUC for the LDA calculated for the gamma tPRP (Figure 6D) yielded significant differences for proficient vs. naïve or shuffled and peak vs. trough (GLM, p < 0.001, 88 observations, 76 d.f., F-statistic = 29.2, p-value for F-statistic < 0.001, Supplementary Table 11), but not for and high S+ vs. low S+ (GLM, p > 0.05).
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FIGURE 6. Discriminant analysis for decoding the rewarded stimulus in the odorant concentration go-no go task from the theta phase-referenced power. (A,B) Within trial time course for performance of the linear discriminant analysis (LDA) decoding of the rewarded stimulus from the tPRP evaluated for all trials for eight mice. (A) Beta tPRP. (B) Gamma tPRP. (i) Naïve. (ii) Proficient. Red denotes performance for the peak tPRP, blue the trough tPRP and black performance for shuffled stimulus reward. The shadow denotes the bootstrapped 95% CI, n = 8 mice. (C,D) Area under the curve (AUC) quantifying the performance of LDA decoding evaluated for all trials for eight mice. AUC is defined so that if the curve increases from 50 to 100% when the odorant is applied the AUC is 1, and when the curve is 50% throughout the AUC is zero. (A) Beta AUC. (B) Gamma AUC. (i,ii) AUC for LDA calculated with the trough (i) or peak (ii) tPRP. Magenta denotes proficient, green denotes naïve and light blue denotes shuffled. Vertical bars are the bootstrapped 95% CI. A GLM for the AUC for the LDA calculated for the beta tPRP yielded significant differences for proficient vs. naïve or shuffled (P < 0.001), and for high S+ vs. low S+ (p < 0.05, 88 observations, 76 d.f., F-statistic = 34.3, p-value for F-statistic < 0.001, n = 8 mice), but did not yield a statistical significance between peak and trough (p > 0.05). A GLM for AUC for the LDA calculated for the gamma tPRP yielded significant differences for proficient vs. naïve or shuffled and peak vs. trough (p < 0.001, 88 observations, 76 d.f., F-statistic = 29.2, p-value for F-statistic < 0.001), but not for and high S+ vs. low S+ (p > 0.05). Asterisks denote significant post-hoc statistical difference assessed with either t-test or ranksum tests corrected for multiple comparisons, pFDR = 0.04 (Ci), 0.036 (Cii), 0.03 (Di), and 0.04 (Dii). (E,F) Within trial time course for the p-value of a ranksum test evaluating the statistical difference between rewarded vs. unrewarded stimulus trials calculated using licks (black line) or with the prediction generated by LDA analysis with peak tPRP (red line) or trough tPRP (blue line). The p-values are shown for the sessions where the rewarded stimuli were the high concentration odorants. The horizontal red line denotes p = 0.05. (A) Beta tPRP. (B) Gamma tPRP. (i) Naïve. (ii) Proficient. The shadow denotes the bootstrapped 95% CI, n = 8 mice. (G,H) Decision time calculated when the p-value curves drop below p = 0.05. (A) Decision time for beta tPRP. (B) Decision time for gamma tPRP. (i) Naïve. (ii) Proficient. Light blue is the decision time for licks, green denotes decision time for naïve animals and magenta denotes decision time for proficient animals. The shadow denotes the bootstrapped 95% CI, n = 8 mice. A GLM for the decision times for the LDA calculated for the beta tPRP yielded significant differences for proficient vs. naïve and for the interaction between proficient vs. naïve and for high S+ vs. low S+ (P < 0.001, 87 observations, 75 d.f., F-statistic = 26.6, p-value for F-statistic < 0.001, n = 8 mice), but did not yield a statistical significance between peak and trough (p > 0.05). A GLM the decision times for the LDA calculated for the gamma tPRP yielded significant differences for proficient vs. naïve (p < 0.001, 87 observations, 75 d.f., F-statistic = 19.6, p-value for F-statistic < 0.001). Asterisks denote significant post-hoc statistical difference assessed with either t test or ranksum tests corrected for multiple comparisons, pFDR = 0.03 (Gi), 0.036 (Gii), 0.03 (Hi), and 0.034 (Hii).


We complemented the analysis of the performance of the LDA decoder by asking whether the decision time differs between the behavior (differential licking for the rewarded vs. unrewarded odorants) and the decoder (differential classification of the stimulus as rewarded vs. unrewarded by the LDA algorithm). As in previous studies we assessed the difference in licks or decoder classification by calculating the p-value for the difference between reinforced stimulus trials and unreinforced stimulus trials with a ranksum test (Losacco et al., 2020). Figures 6E,F show the time course for this p-value calculated for licks (black), peak tPRP (red), and trough tPRP (blue) when the reinforced stimulus was the high concentration range. As expected, the p-value for licks dropped quickly below 0.05 after addition of the odorant when the mice were proficient (Figure 6Eii or Figure 6Fii, black line). In contrast, when mice were naïve the p-value for licks dropped slowly after odorant addition and dropped more sharply after the mice were reinforced with water (Figure 6Ei or Figure 6Fi, black line). For beta tPRP decoding both the peak and trough tPRP p-values displayed a similar sharp drop below p = 0.05 after odorant addition when the animal was proficient (Figure 6Eii, red and blue lines), while the drop below 0.05 was more pronounced for the p-values calculated with the peak gamma tPRP (Figure 6Fii, red and blue lines).

The decision time was estimated as the time when the p-value for the ranksum test dropped below 0.05. The p-value was calculated with a ranksum test for licks (scored 1 for lick and 0 for no lick) for all trials for each time point. This allows for a reliable determination of decision time when the p-value falls monotonically below 0.05 (Doucette and Restrepo, 2008). We found that decision times for both licks and peak or trough tPRP decoding became shorter when the mice became proficient. A GLM for the decision times for the LDA calculated for the beta tPRP yielded significant differences for proficient vs. naïve and for the interaction between proficient and naïve and for high S+ vs. low S+ (Figure 6G, P < 0.001, 87 observations, 75 d.f., F-statistic = 26.6, p-value for F-statistic < 0.001, n = 8 mice, Supplementary Table 12), but did not yield a statistical significance between peak and trough (p > 0.05). When comparing decision times for the LDA calculated for the gamma tPRP were significantly different for proficient vs. naïve conditions (GLM, p < 0.001, 87 observations, 75 d.f., F-statistic = 19.6, p-value for F-statistic < 0.001, Supplementary Table 13). Interestingly, for proficient mice, post-hoc t or ranksum tests indicated that there was a significant difference for decision times calculated for tPRP decoding compared to lick decision times when the reinforced stimulus was the low concentration range, but not when the reinforced stimulus was the high concentration range Figures 6G,H. Thus, the speed of decision making differs when the rewarded stimulus is the low or high concentration range.



Behavioral Performance Correlated With Performance for Decoding the Stimulus From Theta Phase-Referenced LFP Oscillation Power

The differences in tPRP and decoding performance between sessions where the rewarded stimulus were the high vs. the low concentration odorants (Figures 4–6) raised the question whether the responses of the animals to the different odorant concentrations also differed. When we plotted the percent correct responses in the go-no go task as a function of odorant concentration we found that when the high concentration range was rewarded there were small differences in behavioral performance between the high and low odorants (vermillion bars in Figure 7A). In contrast, when the low concentration odorants were rewarded, the performance was high for the low concentration odorants, and changed as a function of concentration for the high concentration range with the lowest performance being the 1% cliq (sky blue bars in Figure 7A). There was a significant difference for the interaction between reward for concentration and odorant dilution (GLM, p < 0.001, 84 observations, 80 d.f., F-statistic 4.98, p < 0.01, n = 6 mice, Supplementary Table 14). Interestingly, when we plotted the performance for decoding the stimulus from tPRP averaged between 2 and 2.5 s after odorant addition we found the same trend for theta-referenced beta and gamma LFP power (Figure 7B through Figure 7E). Thus, when the high concentration odorants were rewarded there were small differences in performance (vermillion bars in Figure 7B through Figure 7E) while when the low concentration odorants were rewarded there was a decreased performance for the 1 and 3.3% cliq (sky blue bars in Figure 7B through Figure 7E). For the trough-referenced beta tPRP (Figure 7B) there was a significant difference for reward for high vs. low concentration (GLM, p < 0.05) and odorant dilution (GLM, p < 0.05) and for the interaction between reward for high vs. low concentration and odorant dilution (GLM, p < 0.01, 84 observations, 80 d.f., F-statistic 4.7, p < 0.01, n = 6 mice, Supplementary Table 15). For the peak-referenced beta tPRP (Figure 7C) there was a significant difference for reward for high vs. low concentration (GLM, p < 0.01) and odorant dilution (GLM, p < 0.05) and for the interaction between reward for high vs. low concentration and odorant dilution (GLM, p < 0.01, 84 observations, 80 d.f., F-statistic 4.7, p < 0.01, n = 6 mice, Supplementary Table 16).
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FIGURE 7. Linear relationship between tPRP decoding performance and behavioral percent correct for mice proficient in the go-no go concentration task. (A) Behavioral percent correct as a function of concentration shown for sessions where the high concentration range was rewarded (vermillon) and sessions where the low concentration range was rewarded (sky blue). A GLM analysis indicates that there was a significant difference for the interaction between reward for high vs. low concentration and odorant dilution (p < 0.001, 84 observations, 80 d.f., F-statistic 4.98, p < 0.01, n = 6 mice). Asterisks denote significant differences between the two sessions differing in rewarded stimulus tested post-hoc with either t or ranksum tests corrected for multiple comparisons (p < pFDA = 0.023). B and C. Performance for decoding the rewarded stimulus from the tPRP for beta oscillations. (B) shows results for trough-referenced tPRP and (C) shows decoding for peak-referenced tPRP. For the trough-referenced tPRP a GLM analysis indicated that there was a significant difference for reward for high vs. low concentration (p < 0.05) and odorant dilution (p < 0.05) for the interaction between reward for high vs. low concentration and odorant dilution (p < 0.01, 84 observations, 80 d.f., F-statistic 4.7, p < 0.01, n = 6 mice). Asterisks denote significant differences between the two sessions differing in rewarded stimulus tested post-hoc with either t or ranksum tests corrected for multiple comparisons (p < pFDA = 0.017). For the peak-referenced tPRP a GLM analysis indicated that there was a significant difference for reward for high vs. low concentration (p < 0.01) and odorant dilution (p < 0.05) for the interaction between reward for high vs. low concentration and odorant dilution (p < 0.01, 84 observations, 80 d.f., F-statistic 4.7, p < 0.01, n = 6 mice). Asterisks denote significant differences between the two sessions differing in rewarded stimulus tested post-hoc with either t or ranksum tests corrected for multiple comparisons (p < pFDA = 0.016). (D,E) Performance for decoding the rewarded stimulus from the tPRP for gamma oscillations. (D) shows results for trough-referenced tPRP and E shows decoding for peak-referenced tPRP. For the trough-referenced tPRP a GLM analysis indicated that there were no statistical differences (p > 0.05, 84 observations, 80 d.f., F-statistic 0.37, p > 0.05, n = 6 mice) and there were no significant differences in post-hoc t or ranksum tests corrected for multiple comparisons (p < pFDA = 0.0004). For the peak-referenced tPRP a glm analysis indicated that there was a significant difference for reward for high vs. low concentration (p < 0.01, 84 observations, 80 d.f., F-statistic 2.8, p < 0.05, n = 6 mice). The asterisk denotes a significant difference between the two sessions differing in rewarded stimulus tested post-hoc with a t-test corrected for multiple comparisons (p < pFDA = 0.002). (F,G) Relationship between tPRP stimulus decoding performance and percent correct for the percent correct responses in the go-no go concentration task plotted for all concentrations for sessions where the high concentration range was rewarded (vermillon) and sessions where the low concentration range was rewarded (sky blue) (only mice that were tested in both types of sessions were included, n = 5 mice). (F) Performance of beta tPRP. (G) Performance of gamma tPRP. (i) trough-referenced tPRP, (ii) peak referenced tPRP. Lines are linear best fits. A linear correlation analysis yielded the following correlation coefficients (rho) and p-values: Fi. rho 0.86, p < 0.001, Fii. rho 0.85, p < 0.001, Gi. rho 0.36, p < 0.01, Gii. rho 0.84, p < 0.001.


Trough-referenced gamma tPRP had no statistical differences (GLM, p > 0.05, 84 observations, 80 d.f., F-statistic 0.37, p > 0.05, n = 6 mice, Supplementary Table 17) and there were no significant differences in post-hoc t or ranksum tests corrected for multiple comparisons (p < pFDA = 0.0004). For the peak-referenced tPRP there was a significant difference for reward for high vs. low concentration (GLM, p < 0.01, 84 observations, 80 d.f., F-statistic 2.8, p < 0.05, n = 6 mice, Supplementary Table 18). Finally, we found a linear relationship between decoding performance and behavioral performance (Figures 7F,G) indicating that tPRP signal processing in the OB may contribute to behavioral performance in the go-no go odorant concentration task.



A Model of Odor Concentration Discrimination

We found an asymmetry in the false alarm rates between the high and low concentration rewarding conditions, which is reflected in the OB activity (Figure 7). To gain insights on the underlying mechanism, we constructed a simple model of the concentration discrimination task. In the model, the perceived intensity follows a Gaussian distribution centered around the true intensity (curves in Figure 8A). In the S+: high condition, for instance, the model makes a go decision if the perceived intensity is larger than the boundary shown in vermilion line, or vice versa (cyan line). Here, we used different boundaries for high/low rewarded conditions, and the variance in the perceived intensity was set to scale with the mean intesntiy (blue to yellow curves).
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FIGURE 8. A signal classification model of the animal behavior. (A) A schematic of the perceived odor intensity distributions. The curves represent the probabilistic distribution of the perceived odor intensity in the model under each odor concentration. The x-axis is labeled with the corresponding odor concentrations, and the dotted vertical lines are boundaries for go decision in the two task conditions. (B) Fitting of the animal behavior. Black bars represent the range of animal behavior taken from Figure 7A (the means ± the standard deviations), while cyan and vermilion bars are predictions from the model.


The model reproduced the behavioral result well-upon parameter fitting (Figure 8B). In particular, it qualitatively reproduced the asymmetry between the correct rejection rates in the two task conditions, though it overestimated the correct rejection rate under a very low odor concentration. The model supports the hypothesis that animals use a single boundary for concentration discrimination task, but it also suggests that, in go/no-go tasks, the boundary should be different depending on whether high or low concentrations are rewarded.




DISCUSSION

We studied changes in odorant signal processing in the OB of awake behaving mice learning to discriminate low and high concentration odorants in a go-no go task. We find that as the animal learns to differentiate between concentrations the tPRP of beta and gamma LFP oscillations tends to increase for reinforced odorant concentrations and decrease for unreinforced concentrations (Figure 4). These changes in tPRP are similar for peak- and trough-referenced power for the beta frequency, and are larger for peak-referenced gamma power compared to trough-referenced tPRP. The reinforced stimulus was successfully decoded from beta and gamma tPRP using a linear discriminant analysis (Figures 6, 7). Interestingly, we found that, while decoding precision is similar for all concentrations when the high odorants are rewarded, precision changes as a function of concentration for the high concentration range when the low concentration is rewarded (Figures 7B–E) and percent correct animal behavior follows a similar pattern (Figure 7A). Furthermore, we find a linear relationship between percent correct for animal behavior and decoding precision of stimulus reward from tPRP (Figures 7F,G). These findings suggest that as the animal learns to discriminate concentrations in the go-no go task oscillatory signal processing in the OB is altered to facilitate categorical classification of odorant concentration stimuli into low and high concentration ranges.

When awake or anesthetized animals are passively exposed to odorants, information on stimulus concentration is encoded by temporal patterns of mitral/tufted (M/T) cell activity (Chalansonnet and Chaput, 1998; Cang and Isaacson, 2003; Margrie and Schaefer, 2003; Stopfer et al., 2003; Sirotin et al., 2015). Here, we studied theta phase-referenced LFP power that reflects synchronized temporal patterns of activity of M/T cells. Our study found that when the animal becomes proficient classifying the stimuli within low/high concentration ranges the tPRP diverged between the two groups of stimuli (Figure 4). In the proficient animals there was a tendency for an increase in tPRP for the rewarded concentration odorants and a decrease for unrewarded odorant concentrations. Furthermore, we found that performance for decoding of the stimulus from tPRP increases as the animal becomes proficient (Figures 6A–D). Therefore, information carried by the OB tPRP on which stimulus is rewarded increased as the animal learned to differentiate concentration ranges.

Interestinlgy, when we compared behavioral performance for proficient mice between sessions rewarded for high vs. low concentrations we noticed that the number of FAs increased when the rewarded stimulus was the low odorant group (Figure 7A). The increased FAs could be due to the effect of stimulus strength on behavioral responsiveness (Macmillan et al., 1973; Sun and Landy, 2016). The increased FA in the low concentration condition increased the variance of percent correct performance revealing a substantial correlation between decoding the reinforced stimulus from tPRP and behavioral performance for the proficient animal (Figures 7F,G). Behavioral studies of mice making two alternative forced choice decisions to classify stimuli as low or high odorant concentration found that these decisions are made based on a scale of intensity with a single intensity criterion (Wojcik and Sirotin, 2014). We found that when we assumed that the animal decides whether the concentration is high or low using a fixed threshold θ (Wojcik and Sirotin, 2014), a model motivated by the statistics of OB activity (Pillow and Scott, 2012; Bolding and Franks, 2018) displays a concentration range discrimination behavior comparable to the behavior of the mice and decoding stimulus choice with tPRP (compare Figures 7A–D, 8). Our findings suggest that signal processing in the OB undergoes plasticity such that the information transferred to higher order centers such as piriform cortex is filtered to facilitate discrimination of odorant intensity according to the single intensity perceptual criterion. Finally, we did not find differences in the results for the two odorants used in this study, and we merge the results for the two odorants for the analysis presented here. Future studies are necessary to assess whether using different odorants or wider concentration ranges may alter the results.

The fact that the information on odorant concentration is encoded by the temporal pattern of activity of M/T cells and that there is large variance in sniff rates in the awake behaving animal raises the question of whether perception of odorant intensity is dependent on sniff rate. Two recent studies addressed this question. Shusterman and colleagues postulate that nose fluid dynamics contributes to sniff-invariant odor intensity coding (Shusterman et al., 2018). Furthermore, Jordan et al., propose that a possible reason for sniff modulation of the early olfactory system may be to directly inform downstream centers of nasal flow dynamics, so that an inference can be made about environmental concentration independent of sniff variance (Jordan et al., 2018b). These investigators raised the question of whether it is possible that in a mouse performing a concentration guided task, even the OB circuit could be altered by top-down circuits in such a way as to generate a sniff-invariant representation of concentration. The data presented in this study indicates that learning does alter encoding of odorant concentration ranges by theta-phase referenced beta and gamma oscillations in the OB (Figure 6). This likely is due to alteration of OB processing by top-down circuits (Gire et al., 2013). Furthermore, since transmission of information from the OB is filtered by piriform cortex feedback inhibition circuits (Bolding and Franks, 2018) and because beta OB oscillations depend on centrifugal OB input (Kay, 2015), it is likely that learning involves coordinated plasticity in the piriform cortex. This would involve piriform circuitry where cortical interneurons sharpen the latency shifts evoked by concentration change and encode concentration via the synchronicity of ensemble firing involved in perception of odorant intensity (Bolding and Franks, 2017).

Prediction of the speed of decision making through LDA analysis of tPRP yields decision making times that do not differ from the decision time calculated by a ranksum test of licks when the rewarded stimulus is the high concentration range (Figures 6G,H). However, prediction speed differs between tPRP LDA and licks when the rewarded stimulus is the low concentration range. This could be due to lack of information necessary to predict lick decision time in the tPRP. It is possible that in order to predict decision making time for the low concentration range reward condition it is necessary to consider other neural factors such as within sniff neural activity. However, the failure to predict decision making time could also be due to non-linear separation of the high dimensional data, and other decoding algorithms such as artificial neural networks, or nearest neghbor may provide better information on decision making.

Our study raises the question of which mechanisms mediate the changes elicited by learning in the tPRP beta and gamma power. Some of these changes could be due to alteration in olfactory input to the glomeruli. Indeed, odor fear conditioning elicits changes in the glomerular olfactory input for different odorant concentrations (Kass et al., 2013). However, the data in Figure 2 shows that there are significant differences for the strength of phase-amplitude coupling and for the variance of the peak angle of beta and gamma bursts between the rewarded and unrewarded stimuli in proficient mice. These changes in OB phase-amplitude coupling would be due to changes in subthreshold oscillations of the M/T cells that could be elicited, for example, by altered M/T-granule cell coupling that is known to increase pattern separation for odorant discrimination (Nunez-Parra et al., 2013; Gschwend et al., 2015).

In conclusion, we find that learning to differentiate subsets of odorants differing by odorant concentration in a go-no go task increases information conveyed by theta-phase referenced neural beta and gamma oscillations of the OB to categorize odorants as low or high intensity. Our finding suggests that OB oscillatory events facilitate decision making in downstream circuits to classify concentrations using a single intensity criterion.



MATERIALS AND METHODS


Animals

The study was performed with male 6–11 months old OMP-hChR2V mice (Li et al., 2014) (eight mice) and one C57BL/6 mouse (Jackson stock number: 000664). All animal procedures were performed under approval from the Institutional Animal Care and Use Committee (IACUC) at the University of Colorado Anschutz Medical Campus under guidelines from the National Institutes of Health.



Tetrode Implantation

Surgery was performed under approval from the Institutional Animal Care and Use Committee (IACUC) at the University of Colorado Anschutz Medical Campus, using aseptic technique. As per Li et al. (2015), tetrode boards (EIB-16, Neuralynx) were populated with four tetrodes consisting of four 12.5 μm nichrome wires coated with polyimide (Sandvik RO800). Electrode tips were electroplated to 0.2–0.4 MΩ impedance.

Two-months-old male mice were anesthetized with 5% isoflurane in oxygen. Intraperitoneal ketamine/xylazine (100 and 10 mg/kg, respectively) was then administered along with 100 μl of 2% lidocaine injected subcutaneously over the skull. After the mouse was found to be unresponsive to a toe pinch, the animal's head was then secured in the stereotaxic apparatus (Narishige SR-5M-HT) and the skull was leveled (≤50 μm difference DV between bregma and lambda). Gentamycin ophthalmic ointment was applied to the eyes to maintain hydration. After incising the skin overlaying the skull, the periosteum was cleared with 15% H2O2. A manipulator (Sutter MP-285) was zeroed at bregma and midline and the target location for OB implantation was marked with respect to bregma (AP +4.28 mm, ML +0.5 mm).

A craniotomy performed at this site (Marathon III drill) exposed dura mater which was removed prior to implantation. Another craniotomy was performed more caudally for implantation of one ground screw (Plastics1 00-96 × 1/16). The tetrode was positioned above the craniotomy over the OB while the ground wire was wrapped around the ground screw with the connection coated in silver paint (SPI Flash-Dry silver conductive paint). After securing the ground screw to the skull, the tetrodes were lowered into position at the rate of 1 mm/minute (AP +4.28 mm, ML +0.5 mm, and DV 1.0 mm). After reaching the target depth, the tetrode was adhered to the skull with C&B Metabond, followed by Teets “Cold Cure” dental cement. After curing (10 min), the tetrode was detached from the manipulator, the animal was removed from the stereotax and received subcutaneous injections of carprofen (10 mg/kg) and buprenorphine (0.05 mg/kg) and recovered on a heating pad kept at 37°C. The mice were monitored daily and received additional carprofen injections daily for the first 2 days postoperatively.



Go-No Go Concentration Behavioral Task

Mice were water deprived until they reached 80% normal body mass. Then they were placed into the Slotnick olfactometer (Bodyak and Slotnick, 1999; Li et al., 2015) chamber where they could move freely. All mice were first trained to lick the water spout to obtain water in the presence of odor (1% isoamyl acetate in mineral oil, v/v) in the “begin” task (Slotnick and Restrepo, 2005). Training in the begin task required 2–5 sessions of 50–200 trials. Each session was run until the animal became satiated. Subsequently they learned to discriminate 1% isoamyl acetate (S+) vs. mineral oil (S-) in the “go no-go” task (Doucette et al., 2011; Li et al., 2015), followed by learning to discriminate high from low odorant concentrations. For the go-no go odorant concentration discrimination task one of six odorant concentrations was presented randomly in each trial. Odorized air was generated by bubbling air at 50 ml/min through mineral oil with either isoamyl acetate or acetophenone diluted in six logarithmically-spaced v/v liquid dilution (cliq): 10, 3.3, 1, 0.33, 0.1, and 0.033% (Wojcik and Sirotin, 2014). The high odorant concentration range was 10, 3.3, and 1% cliq and the low odorant concentration range was 0.33, 0.1, and 0.033% cliq.

The go-no go task was performed as described by Losacco et al. (2020) with the exception that the rewarded stimulus was either the high or low concentration odorants. Mice self-initiated trials by poking their head into the odor delivery port, breaking a photodiode beam (Figure 1A). During reinforced odorant delivery (lasting 2.5 s) they must lick a water delivery spout at least once during each of four 0.5 s-long response areas in order to register the decision as a Hit (Figure 1B). Licks were detected as electrical connectivity between the water spout and the ground plate on which they stand (Slotnick and Restrepo, 2005). If the mice licked during a rewarded odorant trial, they received ~10 μl water reinforcement. The mice learn to refrain from licking for the unrewarded odorant due to the unrewarded effort of sustained licking. This task was not designed to require the mouse to respond as soon as possible. The proficient mouse starts licking at the beginning of the trial and for correct rejections the last lick that takes place 0.3–0.7 s after odorant onset (Figures 6E,F). Rather, this task was designed to make the mouse aware that the two stimuli have different valences, and allow the mouse to take it's time to make the decision.

Mice were presented blocks of 20 trials, with 10 S+ and 10 S- trials presented at random. Animals performed as many as 10 blocks per session. Sessions were terminated when animals demonstrated satiety/disengagement from the task or when they performed at or above 80% correct discrimination in three or more blocks in a session. Supplementary Figure 1 shows which of the two odorants (isoamyl acetate or acetophenone) and which odorant group (high vs. low concentrations) was the reinforced stimulus for each go-no go session for each of the nine mice. Data were analyzed for all odorant sessions. Data were analyzed within two performance windows: when the animal was performing below 65% (naïve) or above 80% (proficient). The results obtained with the two odorants were similar and the results from both odorants were merged for data analysis.

Odor stimulus delivery time was measured with a photoionization detector (miniPID, Aurora Scientific). Figure 1, Supplementary Figure 1 of Losacco et al. (2020) shows the time course for odorant concentration measured at the odor spout. The time difference between valve opening and detection of odor at the odor port was between 66 and 133 ms, depending on which olfactometer was used. The minimum intertrial interval in all the sessions for this study was 13.5 s. Using an multi exponential fit of the time course for odorant concentration measured with the PID we estimate that the largest residual odorant is equivalent to a 0.00008% cliq, two orders of magnitude smaller than the smallest cliq used in the concentration series indicating that the olfactometer does not compromise concentration delivery. Finally, after valve opening the odorant raised sharply (0.12 s half time) and then increased more slowly for the rest of the odorant application interval (2.16 s half time) (Figure 1, Supplementary Figure 1 in Losacco et al. (2020). As a result, the mouse is making a decision on the dynamic change in concentration as opposed to a step change in concentration.



Neural Recording

Extracellular potentials from the four tetrodes were captured and digitized at 20 kHz on the RHD2216 amplifier of the Intan RHD2000 Evaluation System with a 1–750 Hz bandpass filter. Information on behavioral events (valve times, mouse presence at the odor port) was sent through a digital line from the Slotnick olfactometer to the Intan board. Licks detected by the Slotnick olfactometer were recorded as an analog signal by the Intan board and were digitized at 20 kHz.



Phase Amplitude Coupling

PAC data were processed using the Hilbert transform method described by Tort et al. (2010). Briefly, data were bandpass filtered with a 20th order Butterworth filter using Matlab's filtfilt function with zero phase shift to extract LFP in the low frequency oscillation used for phase estimation (theta, 2–14 Hz, Figures 1Eiii,Fiii) and the high frequency oscillation used for estimation of the amplitude of the envelope (either beta, 15–30 Hz, or gamma, 65–95 Hz, Figures 1E,F). Hilbert transform established the theta phase (Figures 1Eiii,Fiii) and, separately, the envelope for beta or gamma (red line in Figures 1Eiv,Fiv). To quantify the strength of tPAC we calculated the modulation index (MI) estimating the KL distance to quantify the difference between the observed beta/gamma amplitude distribution along the phase of theta from a uniform distribution. If tPAC is non-existent, MI = 0, meaning the mean amplitude is distributed uniformly over theta phases, and if tPAC is a delta function MI = 1. MI for signals measured in brain areas such as the hippocampus typically fall between 0 and 0.03 (Tort et al., 2010).



Theta Phase-Referenced LFP Power

tPRP was calculated as detailed in Losacco et al. (2020) using custom Matlab code. Briefly, tPAC was calculated using the approach documented by Tort et al. (2010), as described above and summarized in Figure 1. Peak and trough theta phases are defined as the phase for maxima and minima of the tPAC distribution measured for the S+ trials. A continuous Morlet wavelet transform was used to estimate the power for the high frequency oscillations (Buonviso et al., 2003). tPRP was estimated as the power of the high frequency oscillations (beta or gamma) measured at the peak or trough of tPAC. The Matlab code used for data analysis has been deposited to https://github.com/restrepd/drgMaster.



Statistical Analysis

Statistical analysis was performed in Matlab. tPAC parameters and tPRP were calculated separately per electrode (16 electrodes per mouse) for all electrodes per mouse. Statistical significance for changes in measured parameters for factors such as learning and odorant identity was estimated using generalized linear model (GLM) analysis, with post-hoc tests for all data pairs corrected for multiple comparisons using false discovery rate (Curran-Everett, 2000). The post hoc comparisons between pairs of data were performed either with a t-test, or a ranksum test, depending on the result of an Anderson-Darling test of normality. GLM is a general statistical method that includes regression and analysis of variance. Degrees of freedom and statistical significance have the same meaning in GLM as in analysis of variance and regression (Agresti, 2015). In addition, as a complementary assessment of significant differences (Halsey et al., 2015) we display 95% confidence intervals (CIs) shown in the figures as vertical black lines were estimated by bootstrap analysis of the mean by sampling with replacement 1,000 times.



Linear Discriminant Analysis

Classification of trials using tPRP was accomplished via LDA in Matlab whereby tPRP for every trial except one were used to train the LDA, and the missing trial was classified by the LDA prediction. LDA, lick ranksum differences and lick rate were computed in 0.1 s bins. This was repeated for all trials and was performed separately for peak and trough tPRP, and for analysis where the identity of the odorants was shuffled. LDA and dimensionality analysis were performed either on a per-mouse basis where the input was the tPRP recorded from 16 electrodes, or on pooled mouse data where the input was the tPRP recorded from 16 × N electrodes where N is the number of mice. For pooled mouse analysis a pooled response vector was therefore created by concatenating across animals and the number of trials n, was determined by the session with the lowest number of trials for a single odorant (Chu et al., 2016). LDA decoding was not calculated for mice that did not have more than 20 trials for both naïve and proficient mice.



Behavioral Modeling

For a given concentration ck∈{0.033, 0.1, 0.33, 1.0, 3.3, 10}, we modeled the perceived intensity by a random Gaussian variable x ~ N(μk, σk2), where the mean and the variance are given as μk = log(ck/cmin) and σk2 = a1μk + a2μk2, This is because the OB activity roughly scales logarithmically with the concentration (Bolding and Franks, 2018), and its variance scales linearly with the firing rate if the activity is Poisson, and potentially more steeply if bursty (Pillow and Scott, 2012). Suppose an animal decides whether the concentration is high or low using a fixed threshold θ (Wojcik and Sirotin, 2014), the probability that the animal judges the concentration as low is given by a Gaussian cumulative distribution function Φ[(θ - μk)/σk].

We fitted this model to the behavioral data, by minimizing the mean squared error between the estimated performance from the model and the mean performance over all the mice. Minimization was performed with gradient descent from various different initial states, which robustly converged onto cmin = 0.015, a1 = 0, a2 = 0.0478, and the thresholds for the low and the high tasks were converged to θlow = 4.357 and θhigh = 3.378, respectively. The simulation code is deposited at https://github.com/nhiratani/odor_concentration_classification.




DATA AVAILABILITY STATEMENT

The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.



ETHICS STATEMENT

The animal study was reviewed and approved by Institutional Animal Care and Use Committee University of Colorado Anschutz Medical Campus.



AUTHOR CONTRIBUTIONS

JL and DR designed the experiments and performed the data analysis. JL performed the in vivo experiments. NH performed the behavioral modeling. All authors wrote and edited the manuscript.



FUNDING

This research was supported by F31DC016483 to JL, DC018459 to NG, and DC000566 to DR.



ACKNOWLEDGMENTS

We thank Ms. Nicole Arevalo for animal husbandry, Ms. Dnate' Baxter for laboratory support, Ms. Arianna Gentile-Polese for help with Figures 1A–C, Dr. Andrew Moran for feedback on the manuscript, and Dr. Burt Slotnick for discussions on behavioral effects of stimulus strength.



SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fncel.2020.613635/full#supplementary-material

Supplementary Figure 1. Percent correct for the go-no go concentration task shown as a function of trial number for all sessions performed by the nine animals included in this study. Sessions are shown from first to last. The number of days between sessions is 1–5 days. The odorant group that was rewarded is shown above the plot for each session (high: 10, 3.3, and 1% cliq, low: 0.33, 0.1, and 0.033% cliq).

Supplementary Figure 2. Phase amplitude coupling for the go-no go odorant concentration task for a session where the mouse was naïve and the rewarded stimuli were high concentration odorants. (A–D) tPAC analysis shown for a go-no go session where the mouse was naïve in differentiating between the high concentration odorants (cliq 1–10%, rewarded stimulus, S+) and the low concentration odorants (cliq 0.033–0.33%, unrewarded stimulus, S-). (A) Pseudocolor image showing the per-trial average amplitude for the theta envelope for the gamma LFP. The odorant used was isoamyl acetate. Odorant dilutions (cliq) for S+ were 10, 3.33, and 1% and for S- were 0.33, 0.1, and 0.033%. (B) Percent correct as a function of trial number. Light gray: percent correct >65% and <80%, blue: percent correct ≤ 65%. (C) Strength of tPAC quantified as the modulation index (MI) displayed for the six odorant dilutions. A GLM analysis indicated that there is no difference between S+ and S- (p > 0.05, 134 trials, 131 d.f., F-Statistic 6.33, p-value for the model < 0.05, Supplementary Table 19). The asterisk denotes post-hoc differences evaluated with either t-test or ranksum, p < pFDR = 0.01. (D) Rose plot histograms for the peak phase angle for gamma tPAC shown in (A).

Supplementary Figure 3. Phase amplitude coupling for the go-no go odorant concentration task for a session where the mouse was proficient and the rewarded stimuli were low concentration odorants. (A–D) tPAC analysis shown for a go-no go session where the mouse was proficient in differentiating between the high concentration odorants (cliq 1–10%, rewarded stimulus, S-) and the low concentration odorants (cliq 0.033–0.33%, unrewarded stimulus, S+). (A) Pseudocolor image showing the per-trial average amplitude for the theta envelope for the gamma LFP. The odorant used was isoamyl acetate. Odorant dilutions (cliq) for S- were 10, 3.33, and 1% and for S+ were 0.33, 0.1, and 0.033%. (B) Percent correct as a function of trial number. Light gray: percent correct >65% and <80%, magenta: percent correct ≥ 80%. (C) Strength of tPAC quantified as the modulation index (MI) displayed for the six odorant dilutions. A GLM analysis indicated that there is no difference between S+ and S- (p > 0.05, 70 trials, 67 d.f., F-Statistic 1.99, p-value for the model > 0.05, Supplementary Table 20). (D) Rose plot histograms for the peak phase angle for gamma tPAC shown in (A).
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A common feature of the primary processing structures of sensory systems is the presence of parallel output “channels” that convey different information about a stimulus. In the mammalian olfactory bulb, this is reflected in the mitral cells (MCs) and tufted cells (TCs) that have differing sensitivities to odors, with TCs being more sensitive than MCs. In this study, we examined potential mechanisms underlying the different responses of MCs vs. TCs. For TCs, we focused on superficial TCs (sTCs), which are a population of output TCs that reside in the superficial-most portion of the external plexiform layer, along with external tufted cells (eTCs), which are glutamatergic interneurons in the glomerular layer. Using whole-cell patch-clamp recordings in mouse bulb slices, we first measured excitatory currents in MCs, sTCs, and eTCs following olfactory sensory neuron (OSN) stimulation, separating the responses into a fast, monosynaptic component reflecting direct inputs from OSNs and a prolonged component partially reflecting eTC-mediated feedforward excitation. Responses were measured to a wide range of OSN stimulation intensities, simulating the different levels of OSN activity that would be expected to be produced by varying odor concentrations in vivo. Over a range of stimulation intensities, we found that the monosynaptic current varied significantly between the cell types, in the order of eTC > sTC > MC. The prolonged component was smaller in sTCs vs. both MCs and eTCs. sTCs also had much higher whole-cell input resistances than MCs, reflecting their smaller size and greater membrane resistivity. To evaluate how these different electrophysiological aspects contributed to spiking of the output MCs and sTCs, we used computational modeling. By exchanging the different cell properties in our modeled MCs and sTCs, we could evaluate each property's contribution to spiking differences between these cell types. This analysis suggested that the higher sensitivity of spiking in sTCs vs. MCs reflected both their larger monosynaptic OSN signal as well as their higher input resistance, while their smaller prolonged currents had a modest opposing effect. Taken together, our results indicate that both synaptic and intrinsic cellular features contribute to the production of parallel output channels in the olfactory bulb.

Keywords: olfaction, olfactory bulb, mitral cell, tufted cell, parallel pathways


INTRODUCTION

In many sensory systems, the brain structure that is involved in the initial processing of information is endowed with multiple types of output cells that carry different types of information about the stimulus. One example is in vision, where the many types of retinal ganglion cells (RGCs) create parallel pathways from the retina to the Lateral Geniculate Nucleus (LGN). The diversity of RGCs is theorized to increase the sensitivity of the retina to a wider range of inputs (Baden et al., 2016). The primary processing structure for olfaction, the olfactory bulb, also appears to have multiple output neurons, in the form of mitral cells (MCs) and different subpopulations of tufted cells (TCs). Recent physiological studies indicate that MCs and TCs have markedly different responses to odors. MCs require greater concentrations of odorant to be activated, displaying rightward-shifted odor-concentration vs. response “activation” curves, and have a much narrower odor tuning profile (Nagayama et al., 2004; Griff et al., 2008; Fukunaga et al., 2012; Igarashi et al., 2012; Kikuta et al., 2013). MCs and TCs also differ in their anatomical projections. TCs display selective projections to the anterior olfactory nucleus and the olfactory tubercle, while MCs project to the piriform cortex in addition to these regions (Nagayama et al., 2010; Igarashi et al., 2012). Thus, MCs and TCs appear to convey distinct information about an odorant stimulus and send it to overlapping but not identical, cortical areas.

Despite evidence for different sensitivities to odorants for MCs and TCs, the mechanisms underlying these differences are unresolved. In one study comparing the responses of MCs and TCs to afferent stimulation conducted in brain slices, Burton and Urban (2014) suggested that the greater sensitivity of TCs might be explained by both stronger direct monosynaptic signals from olfactory sensory neurons (OSNs) as well as greater intrinsic excitability of TCs vs. MCs. The greater intrinsic excitability may reflect the smaller size of TCs (Macrides and Schneider, 1982; Orona et al., 1984) and the associated greater whole cell input resistance (Hamilton et al., 2005; Antal et al., 2006; Burton and Urban, 2014). These mechanistic studies however had a number of limitations, including the fact that the analysis was confined mainly to a subclass of TCs, the middle tufted cells (mTCs), with cell bodies located in relatively deep portions of the external plexiform layer (EPL). Output TCs also include superficial TCs (sTCs), which have different cell sizes and apical dendrite lengths vs. mTCs (Macrides and Schneider, 1982; Mori et al., 1983; Orona et al., 1984; Mori, 1987) and also appear to have very different sensitivities to odor (Griff et al., 2008). In addition, the responses of each MC/TC in prior mechanistic studies were generally analyzed at only a single OSN stimulation intensity. This makes it more difficult to draw definitive conclusions about the mechanisms that underlie in vivo properties such as MCs' rightward-shifted activation curves measured in response to a range of odor concentrations (Igarashi et al., 2012; Kikuta et al., 2013).

A last point of uncertainty reflects the contribution toward spiking of excitatory current components that are distinct from monosynaptic OSN inputs. Within MCs, OSN stimulation elicits prolonged currents that include both feedforward excitation derived from a class of excitatory interneurons known as external tufted cells (eTCs, distinct from output sTCs and mTCs; De Saint Jan et al., 2009; Najac et al., 2011; Gire et al., 2012) along with an additional sustained current mediated by Group I metabotropic glutamate receptors (mGluRs; Schoppa and Westbrook, 2001; Heinbockel et al., 2004; Ennis et al., 2006; Yuan and Knöpfel, 2006; De Saint Jan and Westbrook, 2007). These prolonged current components account for a large majority of the excitatory charge in MCs (Gire et al., 2012; Vaaga and Westbrook, 2016) but remain largely uncharacterized in TCs.

Here, we used whole-cell patch-clamp recordings in mouse olfactory bulb slices and computational modeling to examine the mechanisms that contribute to differences in responsiveness of MCs and output TCs to afferent stimulation. For the sake of consistency, our analysis of output TCs was focused on one subclass, the sTCs with cell bodies located in the most superficial region of the EPL. sTCs are the most morphologically distinct from MCs of all output TCs, with the shortest apical dendrites and limited lateral dendrites, and also appear to be the most physiological distinct from MCs (Griff et al., 2008). Our broad strategy was first to characterize the different excitatory current components and intrinsic properties of MCs and sTCs experimentally across widely varying OSN stimulation intensities and then use computational models to test the respective contribution of the different properties to potential differences in the cells' spiking. In the experimental section of the study, we also compared MC and sTC responses to those of eTCs. eTCs have been better characterized than sTCs (Hayar et al., 2004a,b; Antal et al., 2006; De Saint Jan et al., 2009; Najac et al., 2011; Gire et al., 2012; Vaaga and Westbrook, 2016), but not using widely varying OSN stimuli nor with respect to their prolonged current components.



METHODS


Experimental Animals

All experiments were approved by the Institutional Animal Care and Use Committee at the University of Colorado Anschutz Medical Campus. Data are from C57BL/6 mice (Charles River, Wilmington, MA, USA) at postnatal age 13–26 days, of both sexes. While housed in the UCAMC facility, mice had full, and continuous access to food and water.



Electrophysiological Recordings in Mouse OB Slices

Horizontal slices (300–400 μm) were prepared from OBs of mice following general isoflurane anesthesia and decapitation, as described previously (Pouille et al., 2017). Bulb slices were visualized using an upright Axioskop 2FS microscope (Carl Zeiss) with differential interference contrast optics video microscopy and a CCD camera. Cells were visualized with a 40X water-immersion objective. All experiments were performed at 29–34°C.

The base extracellular recording solution contained the following (in mM): 125 NaCl, 25 NaHCO3, 1.25 NaH2PO4, 25 glucose, 3 KCl, 2 CaCl2, 1 MgCl2, pH 7.3, and was oxygenated (95% O2, 5% CO2). Patch pipettes for whole-cell recordings (4–8 MΩ) contained 125 K-gluconate, 2MgCl2, 0.025 CaCl2, 1 EGTA, 2 NaATP, 0.5 NaGTP, 10 HEPES, pH 7.3 with KOH. The sodium channel blocker QX-314 (10 mM) was included to block action potential firing. Current and voltage signals were recorded with a Multiclamp 700A amplifier (Molecular Devices), low-pass filtered at 1–2 kHz, and digitized at 10 kHz. The reported value for the holding potential for our excitatory current measurements (−77 mV) has been corrected for a liquid junction potential. OSN stimulation was performed by placing a broken-tip patch pipette (10 μm diameter) in the ON layer, ~50 μm superficial to the target glomerulus of the test cell. Brief pulses (100 μs) triggered by a stimulus isolation unit were applied, with an interstimulus interval of 20 s. Data were acquired using AxographX. Morphological analysis of the cells, including determination of target glomeruli, was done for whole-cell recordings by including Alexa 488 (100 μM) in the patch pipette. Selected cells had apical dendrites targeted to glomeruli at the slice surface, which facilitated stimulation of OSNs at target glomeruli.

Cell types were defined based on several criteria, as described previously (Pinching and Powell, 1971; Hayar et al., 2004a; Gire and Schoppa, 2009; Gire et al., 2012). Mitral cells (MCs) had somas located in the mitral cell layer. External tufted cells (eTCs) had an ellipsoid-shaped cell body (diameter, 10 μm) in the glomerular layer, no lateral dendrites, and apical dendrites that filled target glomeruli. Superficial tufted cells (sTCs) had cell bodies that were located in the outer third of the external plexiform layer, had at least one lateral dendrite, and a single apical dendrite that filled target glomeruli. Nomenclature around tufted cell subtypes has been somewhat confusing in the field. Our sTCs likely correspond to the class of “eTCs” described by Antal et al. (2006) that had lateral dendrites; the sTCs are also the “superficial middle tufted” cells of Gire et al. (2012).

In our measurements of excitatory currents, care was taken to perform voltage-clamp recordings using a holding potential (−77 mV) that was near the reversal potential for chloride for our experiments (−89 mV). This should have minimized the contribution of potentially contaminating GABAA receptor-mediated currents. In principle, another strategy to eliminate such currents woul have been to use a GABAA receptor blocker. However, prior studies have shown that such blockers cause large increases in prolonged excitatory currents in MCs that are evoked by OSN stimulation (Carlson et al., 2000; Schoppa and Westbrook, 2001). This is because at least part of the slow current reflects feedforward excitation from eTCs whose activity can be impacted by inhibition. Thus, while blockade of GABAA receptors may have added greater certainty that the recorded currents did not include a small contaminating GABAergic current, it would have introduced what we believe is a significantly worse problem in interpreting the slow currents.



Analysis of Electrophysiological Recordings

In the analysis of EPSCs evoked by OSN stimulation, the peak of the OSN-EPSC was defined as the maximum current response within 6 ms of stimulus onset. Peak OSN values that were plotted as a function of OSN stimulation intensity were fitted to a sigmoidal function:
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with a2 was defined as the maximum response, x was the OSN stimulation intensity, x0 was the stimulus50%max or the stimulus necessary to elicit half of the maximum response, dx was the steepness of the sigmoidal curve, and a1 was the minimum response.

In the estimates of unitary EPSCs (uEPSCs), a minimum stimulus intensity was found that produced a response in <50% of trials, for at least 10 trials. We then measured the amplitude of the unitary EPSC by taking the average amplitude over 1.5 ms of each uEPSC event, centered on the time frame with the largest current response. Spontaneous EPSCs (sEPSCs) were found using an event detection search in AxographX. The amplitudes were measured with the same methodology as the uEPSC amplitudes.

In the analysis of the prolonged current components, estimates of its magnitude were obtained by integrating the current measured 6–300 ms after stimulation. In most cells, the decay of the OSN-EPSC appeared to be complete by 6 ms after the stimulus. We also measured the amplitude of the current at 300 ms after stimulus by taking the average current over 1 ms.



Neuron Modeling

Simulations of excitatory currents and spiking behavior in MCs and sTCs were performed using NEURON (Hines and Carnevale, 1997). The morphology of the MC model was based on the morphology of MCs from Migliore et al. (2005). For the sTC, we used a soma 25% of the area of the MC soma, an apical dendrite 30% of the length of the MC apical dendrite, and lateral dendrites with 50% of the total lateral dendrite length as compared to MCs. The apical dendrite length for sTCs was based on our own morphological measurements of sTCs and MCs, wherein we found that the length of sTC apical dendrites (mean ± SE of trunk length = 58 ± 6 μm, n = 11) was ~29% that of MCs (mean ± SE of trunk length = 206 ± 16 μm, n = 6). The values for the relative size of the sTC soma and lateral dendrites were based on values reported for sTC reconstructions (Tavakoli et al., 2018) vs. those reported for MCs (Burton and Urban, 2014), with some modest deviations (see below). For modeling the passive membrane properties and active conductances of each cell, we used membrane parameters that were similar to Bhalla and Bower's MC (Bhalla and Bower, 1993). The only difference between the cells' ion channel parameters was the density of the leak channels. For each cell, the density was chosen to correspond to the resistance per unit area value that we estimated based on the cell's measured whole-cell input resistance (see Table 1). In the calculations of resistance per unit area, we assumed that each MC or each sTC had the same membrane surface area; this value was calculated based on the morphology of the model MC or sTC. We used the published resting potentials for MCs and TCs from Burton and Urban (2014).


Table 1. Intrinsic properties of MCs and sTCs that were used in the simulations.
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In terms of inputs into the model cells, three types of excitatory conductances were applied to the distal end of the dendritic tuft branches to match the recorded excitatory currents. These included a rapid OSN-EPSC, a slower transient current with decay kinetics of ~50–100 ms, and a step current. The latter two may have, respectively, reflected the feed-forward excitation mediated by eTCs (De Saint Jan et al., 2009; Najac et al., 2011; Gire et al., 2012) and a more sustained current mediated by activation of Group I mGluRs (Schoppa and Westbrook, 2001; Heinbockel et al., 2004; Ennis et al., 2006; Yuan and Knöpfel, 2006; De Saint Jan and Westbrook, 2007). For the OSN-EPSC and transient prolonged current, we used the kinetics from our recorded excitatory current for each synapse. Appropriate peak amplitudes for the input conductances were found using the voltage-clamp feature of NEURON. Using a binary search method, conductance amplitudes were varied until the amplitude of the simulated current response was within 10% of the experimentally observed current response. This approach enabled us to estimate the synaptic input at the distal dendrites that would give rise to the observed excitatory current recorded at the cell soma.

The MC and sTC models were first used to estimate the spiking properties of MC/sTCs at different OSN stimulation intensities. The spiking properties (number of spikes and spike probability) were determined for each cell and at each OSN stimulation intensity based on three trials of experimentally recorded current at each stimulation intensity that were input into the model cell. This procedure applied over our population of test MCs and sTCs enabled us to accumulate statistics about the spike responses of each cell type. An estimate of the stimulus-response relationship for each MC and sTC was obtained by fitting a sigmoidal function (see Eqtn 1 above) to the relationship between stimulation intensity and the number of spikes for each cell (see Figure 4F).

An exchange procedure in NEURON was used to estimate the contribution of each of three cellular properties to the sTC/MC spike response. The properties exchanged included the OSN-EPSC, the prolonged current, and the intrinsic cell properties. When the prolonged current was exchanged, we grouped the slow transient and step current together as one component. For the intrinsic property substitution, we grouped cell morphology, cell resting potential, and resistance per unit area to be a single component to be exchanged at once. Whether the exchange of a particular cellular property induced a statistically significant change in spike number at a given OSN stimulation intensity was determined through the following procedure, as described here for substituting the OSN-EPSC of the sTC into the MCs. We first determined a Mann-Whitney U statistic for each MC by comparing the number of spikes across three experimental trials in the intact version of that MC (with its “native” OSN-EPSC) with the number of spikes in that MC with an OSN-EPSC substituted in that reflected the corresponding trials in all sTCs. Because there were seven test sTCs and three trials were recorded per sTC, this per-MC statistical analysis involved comparing 21 spike number values representing substituted OSN-EPSCs from the sTCs to three spike number values in the native MC (representing its three experimental trials). We then combined the Mann-Whitney U results for each MC (nMC = 8) with a Fisher Combined Test to determine the statistical significance of the difference in MC responses caused by substituting the OSN-EPSC.

Some of the morphological parameters that were used for sTCs in the simulations (see above) differed modestly from the mean values reported for sTCs by Tavakoli et al. (2018). For example, the 25% cell soma area was slightly smaller than the reported soma areas for sTCs in that study, which, depending in the subtype of sTCs, were 28 or 31% of the value for MCs (Burton and Urban, 2014). To confirm that the slightly smaller cell soma did not impact our results, we repeated the simulations of spiking in one sTC (control, unswapped condition) using a soma area that was 31% (rather than 25%) that of MCs, finding that, across all trials and all stimulation intensities, the number of simulated spikes did not change (mean = 8.3 spikes with soma 25 and 31% that of MCs). A value for the lateral dendritic length for sTCs that is 50% that of MCs was likely on the high end of a range of possible lengths. Tavakoli and co-workers reported values for the lateral dendritic volume for sTCs (mean ± SD = 1062 ± 941 μm) that are about one-third of those reported for MCs (mean ± SD = 3434 ± 2221; Burton and Urban, 2014); differences between lateral dendritic volume also appear to scale linearly with differences in length (Burton and Urban, 2014). When we simulated sTCs with a lateral dendritic length that was 33% (rather than 50%) of that of MCs, we found that the mean value of simulated spikes increased modestly (from 8.3 to 10.5; in the same sTC as above). The greater number of spikes was expected since reducing the lateral dendrite size decreased the total size of the model sTC. The fact that most of our simulations used a longer lateral dendrite for sTCs suggested that our analysis, if anything, was conservative, underestimating spike sensitivity differences between sTCs and MCs.



Sensitivity Measurements

This analysis compared the sensitivity of a population of bulbar output cells under two conditions, Condition A, when the population included MCs and sTCs with distinct relationships between OSN stimulation intensity and spike number (the actual situation), and Condition B in which the cells had properties that were the average (“hybrid”) between that of MCs and sTCs. The stimulus-response behavior of any one cell was defined by the sigmoidal curve fitted to the simulated OSN stimulation vs. spike number data for that cell (Figure 4F). The sensitivity of spiking to changes in OSN stimulation intensity for each cell was then defined by the squared derivative of the fitted sigmoidal function at every stimulus intensity.

For Condition A, we wished to remove the contribution to the sensitivity measurement of the variability of spiking behavior amongst the cells within a subgroup (MCs or sTCs). Hence, the stimulus response curve for each cell within a subgroup was the average of the fitted sigmoidal curves for that group (the red and blue curves shown in Figure 6A). The overall sensitivity measure for the cell population in Condition A (purple curve in Figure 6B) was the average of the squared derivatives for MCs and sTCs, weighted by the number of cells in each subgroup (nMC = 8; nsTC = 7). For Condition B, the overall sensitivity measure (black curve in Figure 6B) was the squared derivative of the stimulus response relationship of the average hybrid MC/sTC (black curve in Figure 6A).

This type of analysis would often use Fisher Information as a measure of neuronal sensitivity. Fisher Information is the signal to noise ratio obtained by dividing a sensitivity measure by the trial-to-trial variance in neuronal activities (Paradiso, 1988; Brunel and Nadal, 1998). However, due to our low number of trials per cell per stimulus intensity (three) and the nature of our stimulus (short, relatively high intensity electrical pulses), any measure of variance in our analysis was strongly underpowered. We thus could not reliably determine the Fisher Information, and instead used the squared derivative of the stimulus-response curves as a neuronal sensitivity measure.



Statistical Analyses

Statistical significance was determined via Mann-Whitney U tests, except where specified otherwise. For some analyses, such as when cell properties were exchanged in NEURON, a Fisher Combined Test was used to combine the Mann-Whitney U p-values from all MCs.

Data values are reported as means ± SE. The asterisks in the figures generally indicate statistical significance at p < 0.05, except when a Bonferroni correction for multiple comparisons was applied.



Access to Data

Our modeling results will be made available at the time of publication in ModelDB (https://senselab.med.yale.edu/modeldb/). Files to be included in ModelDB will be the hoc files with the morphologies of the model MC and sTCs, mod files that specify the intrinsic properties and excitatory conductances (OSN and prolonged), example current recordings, and binary search python files that can reproduce the example traces in Figures 4Aii,v,B,C. These files can also be used to fit other current recordings with excitatory conductances and convert simulated conductances into voltage traces and spiking activity. We will also include hoc and mod files with pre-fitted conductances to reproduce the traces in Figures 5C,D. All other raw experimental data supporting the conclusions of this article will be made available upon request by the authors, without undue reservation.




RESULTS


sTCs Have Monosynaptic EPSCs That Are Smaller Than eTCs but Larger Than MCs

To compare the level of direct OSN signaling onto MCs, sTCs, and eTCs, we recorded excitatory currents in voltage-clamped cells (Vhold = −77 mV) in response to electrical stimulation of OSN fibers in mouse OB slices. Cell types were determined based on their location in the bulb (Figure 1Ai) as well as their morphology (Figure 1Aii; see Methods). To find the originating glomerulus of the test cells, we filled the patched cell with fluorescent dye (Alexa 488, 100 μM) and traced the cell back to the glomerulus. We then selectively recorded from cells with apical dendritic tufts located at the surface of the OB slice. This made our OSN fiber stimulation more consistent between recordings from different glomeruli and slices. The recorded current in every example of each cell type (nMC = 10, neTC = 11, nsTC= 13) included a component that occurred with a short onset delay (≤ 2 ms) and fast rise time, consistent with it being the monosynaptic EPSC reflecting direct transmission from OSNs (the “OSN-EPSC”; see MC example in Figure 1B). In addition, all cells also displayed a distinct prolonged excitatory current component. Studies in MCs have suggested that much of this slower current reflects feedforward excitation mediated by eTCs (De Saint Jan et al., 2009; Najac et al., 2011; Gire et al., 2012).
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FIGURE 1. Olfactory bulb anatomy and analysis of monosynaptic OSN-EPSCs in MCs, sTCs, and eTCs. (Ai) Illustration of morphology and anatomy of external tufted cells (eTCs), superficial tufted cells (sTCs), middle tufted cells (mTCs), and mitral cells (MCs) in the olfactory bulb (OB). Cells are organized within the glomerular layer (GL), external plexiform layer (EPL), and mitral cell layer (MCL). Input to the GL is from the olfactory nerve layer (ONL). (Aii) Images of Alexa-488-filled eTC, sTC and MC, highlighting their different morphologies. Note the different length apical dendrite in each cell-type and the presence (sTC and MC) or absence (eTC) of lateral dendrites. (B) Example of MC excitatory current trace in response to OSN stimulation (100 μA), recorded at a holding potential of −77 mV. The monosynaptic OSN-EPSC and prolonged current components are indicated. (C) Examples of excitatory currents measured in response to different stimuli (30, 50, 100, and 200 μA) from MC (i), sTC (ii), and eTC (iii). Traces are averages of 3 trials at each stimulation level. (D) Peak OSN-EPSC as a function of stimulus intensity for the experiment in (C) with fits of a sigmoidal curve (see Equation 1 in Methods) overlaid for MC (i), sTC (ii), and eTC (iii). Each data point reflects the current recorded in a single trial. (E) Peak OSN-EPSC as a function of stimulus intensity for MCs (i; n = 10), sTCs (ii; n = 13), and eTCs (iii; n = 11). Each data point is the average of three trials for each cell at each stimulation intensity. Lines connect values for the same cell. (F) The maximal OSN-EPSC, OSN-EPSCmax, for each cell, grouped by cell type. Horizontal lines show the mean over cells of a given type.


To evaluate the properties of direct OSN signaling in the different cell types, we recorded the currents in each cell in response to a wide range of stimulus intensities applied to OSNs (Figure 1C) and plotted the peak amplitude of the OSN-EPSC amplitude as a function of stimulation intensity (Figures 1D,E). We then fitted the stimulus-response data for each cell with a sigmoidal function (see Methods, Equation 1) and extracted two parameters: the maximal OSN-EPSC amplitude (OSN-EPSCmax) and the stimulus intensity needed to reach 50% of this maximum (stimulus50%max). In terms of OSN-EPSCmax, eTCs had much larger values (1,283 ± 51 pA, n = 11) than sTCs (542 ± 16 pA, n = 13; p = 0.0002, Mann-Whitney U test) or MCs (270 ± 12 pA, n = 10; p = 0.0001, Mann-Whitney U test; Figure 1F). Moreover, OSN-EPSCmax in sTCs was a factor of two larger than OSN-EPSCmax in MCs (p = 0.0100, Mann-Whitney U test). OSN-EPSCmax at high intensities should reflect the current arising from the activation of all OSN axons that targeted the test cell. Hence, differences in OSN-EPSCmax between cell types should reflect differences in the current produced when all such OSN axons were activated. Importantly, the amplitudes of each cell's OSN-EPSC appeared to saturate or nearly saturate at high stimulation intensities (Figure 1E), suggesting that we were successful in our experiments at activating nearly all OSN axons that terminated on the test cells.

In the analysis of stimulus50%max, we found that MCs (80 ± 5 μA) and sTCs (84 ± 4 μA) had similar values (p = 0.93, Mann-Whitney U test, data not shown), consistent with the cells receiving input from populations of OSN axons with similar spatial distributions and levels of excitability. We found somewhat smaller values for stimulus50%max for eTCs (42 ± 2 μA; p = 0.037, p = 0.062, in comparison with sTCs and MCs, respectively, Mann-Whitney U tests). We were careful not to over-interpret this difference however since the leftward shift in the stimulus-response relationship for eTCs could have reflected series resistance errors generated by the very large OSN-EPSCs in eTCs (since the errors would have most impacted the largest currents).



Unitary EPSCs in eTCs Are Much Larger Than in MCs or sTCs

Our analysis thus far has shown that MCs, sTCs, and eTCs display substantial differences in OSN-EPSCmaxproduced by stimulation of all (or nearly all) OSN axons at a given glomerulus. The different values for OSN-EPSCmax in MCs, sTCs, and eTCs could be explained by differences in the number of OSN axons that target the cells or differences in the current produced by each single OSN axon. To disambiguate between these possibilities, we used two approaches, the first of which was to record currents at “minimal” stimulus intensities, when current responses were produced in <50% of the trials (Figures 2A,B). The “unitary” EPSCs (uEPSCs) recorded under this condition should reflect the current arising from a single OSN axon. We found that eTCs had much larger uEPSCs (115 ± 9 pA, n = 6) than either MCs (25 ± 1 pA, n = 6; p = 0.0022, Mann-Whitney U test) or sTCs (32 ± 4 pA, n = 6; p = 0.0043, Mann-Whitney U test; Figure 2D). Interestingly, the difference in the size of the uEPSCs between eTCs and MCs/sTCs, ~4-fold, was roughly similar to the differences in OSN-EPSCmax in MCs, sTCs, and eTCs (see above), suggesting that larger currents generated by single OSN axons are a major factor underlying the larger OSN-EPSCmax in eTCs vs. MCs/sTCs. That the single OSN axon current is much larger in eTCs than MCs/sTCs was also supported by recordings of spontaneous EPSCs (sEPSCs) that were conducted in parallel (Figure 2C). sEPSCs arise in part from action potential firing in single OSN axons, and hence provide an independent estimate of the single OSN axon current (sEPSCs also reflect spontaneous release events at single synapses). eTCs had larger sEPSCs (36 ± 1 pA, n = 11) than sTCs (24 ± 1 pA, n = 13; p = 0.0005, Mann-Whitney U test) or MCs (19 ± 1 pA, n = 10, p = 0.0004, Mann-Whitney U test; Figure 2Ei). sEPSCs were also much more frequently detected in eTCs vs. MCs or sTCs (Figure 2Eii).
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FIGURE 2. eTCs have larger OSN-EPSCs produced by single OSN axons than MCs or sTCs. (A) Example current recordings in a MC (i), sTC (ii), or eTC (iii) made in response to OSN stimulation under minimal stimulus conditions, when the response failure rate was ≥50%. Stimulation intensities were 10.8 μA (MC), 20 μA (sTC), or 18 μA (eTC). Multiple trials are overlaid for each cell: 27 (MC), 23 (sTC), 21 (eTC). (Bi,ii,iii) Peak current amplitudes for the experiments in (A). Each data point reflects a single trial. (C) Current recordings in a MC (i), sTC (ii), or eTC (iii) made in the absence of stimulation (Vhold = −77 mV). Inward current deflections reflect spontaneous EPSCs (sEPSCs). (D) Average unitary EPSC amplitudes for each cell, grouped by cell type. (E) Average sEPSC amplitude (i) and frequency (ii) for each cell, grouped by cell type.


Comparing sTCs and MCs, we did not observe a significant difference in the size of either the uEPSCs nor the sEPSCs (puEPSC = 1.0, psEPSC = 0.270, Mann-Whitney U tests). This was distinct from the OSN-EPSCmaxvalues, which were ~2-fold larger in sTCs than in MCs (see above). One interpretation of these data is that sTCs and MCs have similar sized currents arising from stimulation of single OSN axons but sTCs have more convergent axons than MCs. However, we caution against such an interpretation because the small size of the uEPSCs/sEPSCs in MCs/sTCs meant that we were generally operating at the limits of our experimental detection capabilities. That the average sEPSC in MCs was likely to be much smaller than our reported values was also supported by the extremely low frequency of sEPSCs in MCs (0.09 ± 0.01 Hz, n = 10; Figure 2Eii). This suggested that we likely were missing a large fraction of small sEPSCs in MCs in our spontaneous event detection.



Characteristics of the Prolonged Current Components in MCs, sTCs, and eTCs

Prior studies have provided evidence that most of the excitatory current in MCs that is evoked by OSN stimulation (in terms of charge contribution) is not the rapid monosynaptic EPSC but rather a prolonged current that in part reflects feedforward excitation mediated by eTCs (De Saint Jan et al., 2009; Najac et al., 2011; Gire et al., 2012; Vaaga and Westbrook, 2016). Activation of Group I mGluRs also contributes to a more prolonged depolarizing current in MCs (Schoppa and Westbrook, 2001; Heinbockel et al., 2004; Ennis et al., 2006; Yuan and Knöpfel, 2006; De Saint Jan and Westbrook, 2007) that could be due to glutamate release from OSNs or eTCs. We thus wondered whether the properties of the prolonged currents also differed between the different cell types. In our analysis, we found that OSN stimulation evoked prolonged currents (longer-lasting than the monosynaptic EPSC) in all cell types (Figure 3A). In some cells and at some stimulation intensities, the prolonged currents had two distinct components, one with a duration of ~50 ms and a second that was sustained for hundreds of milliseconds. However, not all cells displayed these distinct components, and, for ease of analysis, we did not separate the prolonged current into different components.
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FIGURE 3. sTCs have smaller prolonged currents than MCs or eTCs. (A) Example traces of MC, sTC, and eTC current responses to OSN stimulation (100 μA), expanded and overlaid to highlight differences in the prolonged currents. Note the significant current that persists out to 300 ms after stimulation in the MC and eTC but not the sTC. (B) Integrated prolonged current response (6–300 ms after stimulus) for MCs, sTCs, and eTCs. Each data point reflects the average of three stimulus trials in a single cell. (C) Amplitude of current response of MCs, sTCs, and eTCs measured 300 ms after OSN stimulation. Each data point reflects the average of three stimulus trials in a single cell. Note the larger sustained current in MCs and eTCs than in sTCs at the higher stimulation intensities.


We first compared the size of the prolonged currents by integrating the charge in a window (6–300 ms) after OSN stimulation that should have mainly excluded the OSN-EPSC. Across cell-types and stimulation intensities, the most consistent observation was that the prolonged current was smaller in sTCs than in MCs or eTCs (Figure 3B). The current in sTCs was significantly smaller than that of eTCs at all stimulation intensities (e.g., at 100 μA, sTCs: 11.6 ± 3.2 pC, nsTC = 13; eTCs: 29.1 ± 4.6, neTC = 11; p = 0.0016, Mann-Whitney U test) and smaller than that of MCs at 100 μA (MCs: 18.9 ± 4.3 pC, nMC = 10; p = 0.0498, Mann-Whitney U test). The prolonged currents were also somewhat larger in eTCs vs. MCs at 100 μA stimulation (p = 0.0378).

Direct visualization of the data traces in Figure 3A suggested that the larger integrated charge values for MCs and eTCs vs. sTCs in the prolonged current analysis could have reflected at least in part a difference in the sustained current. We quantified this difference by measuring the current amplitudes at 300 ms post-stimulus, finding that the current in MCs was indeed much larger than that of sTCs at both 100 μA (MCs: 52 ± 15 pA, nMC= 10; sTCs: 27 ± 10 pA, nsTC = 13; p = 0.028, Mann-Whitney U test) and 200 μA (MCs: 77 ± 19 pA; sTCs: 2 ± 2 pA; p < 0.0001, Mann-Whitney U test). eTCs also had much a larger sustained current than sTCs at 200 μA (eTCs: 81 ± 19 pA; p < 0.0001 in comparisons with sTCs, Mann-Whitney U test). These results indicate that sTCs are unique in not having a large sustained current at high OSN stimulation intensities.



sTCs Display Higher Spike Probability and Spike Number Than MCs in Simulated Spike Responses

We next set out to understand how the in vitro current response to OSN stimulation relates to the spike responses of the output neurons of the bulb. For this comparison, we focused our analysis on MCs and sTCs, since eTCs are not output neurons, and there have been no in vivo characterizations of eTCs (as we have defined them; see Methods). Our strategy, as outlined in Figure 4A, was to use a modeling approach in NEURON software (Bhalla and Bower, 1993; Hines and Carnevale, 1997; Migliore et al., 2005), where we simulated spike responses in a modeled cell that received the experimentally observed excitatory currents. For each individual cell and for each of four OSN stimulation intensities, this procedure was repeated for three experimental trials (Figures 4B,C) so that statistics about the responses of MCs and sTCs could be accumulated. This approach was preferred vs. direct recordings of spiking in MCs and sTCs, since, in our subsequent analysis (see below), we exploited the modeling to exchange the different excitatory current components in the two cell types. This enabled us to determine their respective contributions to spike differences between MCs and sTCs. In each simulation, we took care to match the MC and sTC models to the known cellular morphology, resting membrane potential, and ion channel types and densities (see Methods and Table 1). Our simulations also took into account the input resistances of each individual cell determined experimentally by adjusting the values for the membrane resistance per unit areas in the model cells. Values for the whole-cell input resistance were on average ~5-fold larger in sTCs than in MCs (MCs: 87 ± 4 MΩ, n = 8; sTC: 447 ± 29 MΩ, n = 7; p = 0.0001, Mann-Whitney U test).
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FIGURE 4. Simulated spiking behavior in MCs and sTCs. (A) Method of simulating voltage responses based on experimental recordings of excitatory currents. (i) Example recording of excitatory current in a MC in response to OSN stimulation (50 μA). (ii) An excitatory current produced by NEURON simulated to match the experimental recording in part (i). The trace was generated by inputting synapses onto the distal dendrite of the model MC and varying the amplitude of the synaptic conductances until the simulated current matched the experimental trace. (iii,iv) Deconstruction of the simulated excitatory current in part (ii) into a monosynaptic OSN-EPSC and a prolonged current. The prolonged current itself reflected the sum of two components, a transient “feedforward” excitatory component and a step current. (v) One trial of simulated voltage in the model MC receiving the current in part (ii). (B) Examples of simulated MC voltage traces in response to 30 (i) and 100 μA (ii) OSN stimulation. Three trials are shown at each stimulation intensity, corresponding to three trials of experimentally recorded currents. (C) Examples of simulated sTC voltage traces in response to 30 (i) and 100 μA (ii) OSN stimulation. (D) Summary of the number of simulated spikes at different stimulus intensities in modeled MCs and sTCs. Each data point reflects the average of three experimental trials in a single cell. (E) Summary of the probability of spiking in modeled MCs and sTCs. Histogram bars reflect mean ± SE. (F) Curves reflecting fits of a sigmoidal function (Eqtn 1 in Methods) to OSN stimulation intensity vs. simulated spike number data for each MC (n = 8, red) and sTC (n = 7, blue). (G) Values for the stimulus50%max from fitted curves in part (F). The smaller stimulus50%max values for sTCs indicate that their spiking is more sensitive to OSN activity.


Within this framework, we quantified two aspects of the spiking behavior of MCs (n = 8) and sTCs (n = 7), the number of spikes and probability of spiking in a given trial, at each of four OSN stimulation levels. At all stimulus levels except 30 μA, sTCs had a significantly higher average number of spikes than MCs (Figure 4D; e.g., at 50 μA: 0.1 ± 0.1 spikes for MCs, 4.1 ± 1.0 spikes for sTCs; p = 0.0040, Mann-Whitney U test). sTCs also had a significantly higher spike probability at 50 μA (Figure 4E; 86 ± 14% for sTCs, 13 ± 9% for MCs; p = 0.0047, Mann-Whitney U test) and 100 μA (100 ± 0% for sTCs, 46 ± 17% for MCs; p = 0.0370, Mann-Whitney U test), but the spike probabilities converged to near 100% for both cells at 200 μA. These spiking characteristics are consistent with MCs having a reduced sensitivity vs. sTCs to similar levels of OSN activity.

The issue of sensitivity was also examined in the context of the relationship between stimulus intensity and the number of evoked spikes for individual MCs and sTCs. A sensitivity curve for each cell was generated by fitting a sigmoidal function (Equation 1 in Methods) to the stimulus intensity vs. spike number data for that cell (Figure 4F). This yielded a value for stimulus50%max for spike number. Consistent with a lower sensitivity for MCs, we found that MCs had significantly higher stimulus50%max values than sTCs (135 ± 19 μA, n = 8, vs. 70 ± 14 μA, n = 7; p = 0.0260, Mann-Whitney U test; Figure 4G).

The features of the modeled cells, the greater number of spikes and the higher spike probability with weaker stimuli for sTCs vs. MCs, mirror the properties of spiking of MCs and output tufted cells that have been observed in vivo in studies examining the odor concentration dependence of spiking (Igarashi et al., 2012; Kikuta et al., 2013). Some aspects of the in vivo spike responses were not recapitulated in our modeling. For example, the delay in spiking onset which is typically seen in MCs in vivo (Fukunaga et al., 2012; Igarashi et al., 2012) was not seen here. This was not surprising since this delay is likely at least partially due to inhibition (Fukunaga et al., 2012) which we did not include in this model.



Differences in OSN Input and Cell Intrinsic Properties Mainly Contribute to the Greater Spiking in sTCs vs. MCs

Our analysis above suggested that MCs and sTCs differ in both the monosynaptic OSN and prolonged components of their excitatory currents, and these cells also have notable differences in intrinsic properties such as cell input resistance. To understand how these various properties contributed to the spike differences in the modeled MCs and sTCs, we exchanged each property between the modeled cell-types (Figures 5A,B) and then simulated their spiking responses (Figures 5C,D). We assessed whether any one exchange induced a statistically significant difference in spiking as follows. First, for each cell, we generated Mann-Whitney U statistic by comparing the values for the simulated spike numbers based on actual currents measured under the native condition to the spike numbers generated when we exchanged the component in question to that measured in the other cell-type (in all of the other cells). We then combined the Mann-Whitney U results for each of the cells with a Fisher Combined Test. This gave us a p-value for the probability that we would have observed the same effects or larger under a null model in which none of the cells truly had different responses with and without the exchange.


[image: Figure 5]
FIGURE 5. Use of NEURON simulations to determine cell parameters that impact spiking in MCs and sTCs. (A) Illustration of model MC and sTC used in our NEURON model, with input synapses shown in black. Differences in the length of lateral dendrites are not depicted although they were implemented in the model cells. (B) Color-coded table indicating the different cell-types that were modeled. Parameters that were varied included intrinsic properties (morphology and input resistance), the monosynaptic OSN-EPSC (“mono”), and the prolonged excitatory current. As an example, the magenta entry in the second line of the table corresponds to a cell with the intrinsic properties and prolonged currents of a MC but an OSN-EPSC of an sTC. (C) Single trial examples of simulated voltage responses for various versions of a MC shown in part (B) (50 μA OSN stimulation). Cells had either: (i) all MC parameters; (ii) all MC parameters, except a monosynaptic OSN-EPSC from sTCs (MCSTCmono); (iii) all MC parameters except sTC prolonged current (MCSTCpr); or (iv) MC OSN-EPSC and prolonged current, but intrinsic properties of sTCs (MCSTCint). (D) Single trial examples of simulated voltage responses for various versions of the sTC shown in part (B) (50 μA OSN stimulation). (E) Summary of the change in the number of spikes that occurred upon exchanging the different excitatory current components and intrinsic properties between MCs and sTCs. Results are shown for MCs upon swapping in the sTC OSN-EPSC or prolonged current (i); for sTCs upon swapping in the MC OSN-EPSC or prolonged current (ii); and for both cell types upon swapping in the intrinsic properties of the other cell-type (iii). There are many more data points than number of cells of each type (n = 8 for MCs, n = 7 for sTCs), reflecting the fact that for each trial for each cell, we swapped in the components measured in all of the other cells of the other cell-type. All results reflect data obtained at 50 μA OSN stimulation. (F) Spike probabilities measured for various versions of the MC (i) and sTC (ii) at 50 μA OSN stimulation. Each histogram bar reflects mean ± SE for that condition. Note that the only statistically significant difference was observed when we swapped in the intrinsic properties of the sTC while maintaining the excitatory currents of a MC (red and light blue histogram bars in (Fi). In the spike probability measurements, we only made statistical comparisons between the “control condition” (e.g., the MC represented by the red bar in Fi) and one of the manipulated conditions (e.g., the MC with sTC intrinsic properties). Pair-wise comparisons between some of the other conditions (e.g., the MC with sTC prolonged currents vs. the MC with sTC intrinsic properties) may have revealed statistically significant differences, but the meaning of such differences would be ambiguous.


Using this approach, we found that the monosynaptic OSN conductance had a modest but significant impact on the number of spikes (Table 2 and Figures 5Ei,ii). At every stimulation intensity, substituting the OSN-EPSC in sTCs (n = 7 cells) into MCs (n = 8 cells) increased the number of spikes (e.g., at 50 μA: from 0.13 ± 0.07 to 0.50 ± 0.06, p = 0.025; Fisher Combined tests of Mann-Whitney U tests). This can be seen in the example traces in Figures 5Ci,Cii as a change from a non-spiking response (red trace = 0 spikes) to a response with 1 spike (magenta trace), as well as in the cluster of spike number-change values above zero for MCSTCmono in Figure 5Ei. Substituting the MC OSN-EPSC into sTCs had the opposite effect, decreasing the number of spikes at every stimulation intensity (e.g., 50 μA: from 4.05 ± 0.99 to 3.29 ± 0.34, p = 0.0003; Fisher Combined tests of Mann-Whitney U tests). This can be seen in the example traces in Figures 5Di,Dii as a change from 3 spikes (blue trace) to 2 spikes (teal trace), as well as in the cluster of spike number-change values below zero for sTCMCmono in Figure 5Eii. In terms of spike probability, we found that substituting the monosynaptic OSN conductance changed the percent of trials showing a spike in some cells, but none of the observed changes were statistically significant (Table 3 and Figures 5Fi,ii).


Table 2. Values for the number of simulated spikes for modeled MCs and sTCs with various cellular properties exchanged.
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Table 3. Spike probability (%) values for modeled MCs and sTCs with various cellular properties exchanged.
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Exchanging the prolonged current component of MCs and sTCs significantly impacted spiking in our model cells, but not in a manner that would explain sTCs' greater spiking sensitivity (Figure 4). Substituting the MC prolonged signal into sTCs increased the number of spikes at every stimulus intensity (e.g., 50 μA: from 4.05 ± 0.99 to 12.59 ± 1.28; p = 0.023; Fisher Combined test of Mann-Whitney U tests; Table 2 and Figures 5Di,Diii and Figure 5Eii), while substituting the sTC prolonged signal into MCs had the opposite effect on spike number, at least at the highest 200 μA intensity (from 4.58 ± 1.89 to 1.76 ± 0.02; p = 0.0001, Fisher Combined test of Mann-Whitney U tests; Table 2). These effects were consistent with the generally larger size and longer-lasting prolonged current in MCs vs. sTCs (Figure 3). These results indicate that sTCs spike more than MCs in spite of MCs having larger prolonged currents.

Our final analysis examined the contribution of the intrinsic properties of MCs and sTCs, including morphology and input resistance, on the cells' spiking characteristics. This was done by fixing the monosynaptic OSN and prolonged components of a given cell's excitatory current input while substituting the intrinsic properties with those of the other cell type. The intrinsic properties that we substituted were resistance per unit area (estimated from our experimentally measured input resistance values), the cellular morphology, and resting potential (see Methods and Table 1). We found that substituting MC intrinsic properties into sTCs (sTCMCint) led to a significant decrease in the number of spikes at every stimulus intensity (e.g., 50 μA: from 4.05 ± 0.99 to 0.67 ± 0.13; p < 0.0001; Fisher Combined test of Mann-Whitney U tests; Figures 5Di,iv and Figure 5Eiii and Table 2), while substituting sTC intrinsic properties into MCs increased the number of spikes (e.g., 50 μA: from 0.13 ± 0.09 to 11.83 ± 1.91; p < 0.0001; Fisher Combined test of Mann-Whitney U tests; Figures 5Ci,iv and Figure 5Eiii and Table 2). Substituting sTC intrinsic properties into MCs also increased the probability of spiking at the two lower stimulation intensities (e.g., at 50 μA: from 12.5 ± 8.8% to 61.9 ± 5.3%; p = 0.0340; Fisher Combined test of Mann-Whitney U tests; Figure 5Fi and Table 3). Our analysis of cell intrinsic properties focused on the passive properties of the cells and did not take into factors such as potential differences in voltage-gated ion channels between MCs and TCs (Liu and Shipley, 2008; Burton and Urban, 2014). However, our results indicate that passive properties such as cell input resistance at least partially explain the spiking differences between MCs and sTCs.



Functional Advantage of Having Two Populations of Output Neurons With Distinct Stimulus-Response Relationships

Our results above have shown that MCs and sTCs display differences in their stimulus-response relationship and also identified mechanisms that could underlie this difference. The difference in the stimulus-response relationship was most clearly reflected in the rightward shifts in the relationship between OSN stimulation intensity and number of simulated spikes for individual MCs/sTCs (Figures 4F,G). For information processing, what might be the value of having two types of output cells with differing stimulus-response relationships?

One way to answer this question is to consider the sensitivity of MCs and sTCs to changes in OSN stimulation intensity. This sensitivity, as reflected in the slope of a stimulus-response curve, indicates how effectively the population of MCs and sTCs carries information about changes in OSN activity through changes in spiking rates. To evaluate the added advantage of having two output cell populations to this effectiveness, we first derived average stimulus response curves for two scenarios, one (Condition A) in which we assumed that the MC and sTC populations each individually carried information about the level of OSN activity (the actual situation) and a second (Condition B) in which we grouped all MCs and sTCs into one population with a stimulus-response relationship that was average between that of MCs and sTCs. The stimulus-response curves were generated from the sigmoidal curves that were fitted to the OSN stimulation intensity vs. spike number data for individual MCs/sTCs (Figures 4F,G), either averaging them for all cells of a given cell-type (the blue and red curves in Figure 6A) or across all cells of both types (black curve in Figure 6A). Then, to measure the sensitivity of the cell populations in the two scenarios, we calculated the square of the derivative of the stimulus-response curves for the two conditions. As can be seen in Figure 6B, the cell population in Condition A displayed a greater sensitivity at most stimulus intensities vs. Condition B, and also was sensitive to a wider range of stimulus strengths. Thus, two populations of output neurons with distinct stimulus-response relations are more effective at carrying information about changes in stimulus strength than a single population of output neurons.
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FIGURE 6. Two populations of output cells with distinct stimulus-response relations better report changes in OSN activity. (A) Comparison of stimulus response curves under scenarios in which MCs and sTCs have distinct sensitivities to OSN activity (Condition A) vs. if there were only a single population of output cells with a sensitivity that was the average of MCs and sTCs (Condition B). The curves representing Condition A reflect the average behavior of all test cells within our MC population (red) and the average of all test cells within our sTC population (blue). Condition B is reflected by the black curve. The stimulus-response for each cell was the sigmoidal curve fitted to the OSN stimulation vs. simulated spike number data for that cell (see curves in Figure 4F). (B) Sensitivity measurement for Condition A (purple) and Condition B (black). Each curve was generated by taking the squared derivative of the stimulus response curve for each cell under the two conditions and averaging that across all cells (see Methods). The larger values for Condition A at low and high stimulation intensities indicate that two populations of cells with distinct sensitivities more effectively report changes in OSN activity than a single population of cells.


It should be noted that our analysis, which was based on the average behavior of MCs and sTCs for both Conditions A and B, ignored cell-to-cell variabilities within the subpopulation of MCs or sTCs. Such variance in the stimulus-response relationships for individual MCs or sTCs can be observed in the different positions along the x-axes for the fitted sigmoidal curves in Figure 4F. We chose to ignore the within-cell type variance in order to simplify our analysis of the contribution of differently-behaving cell-types to the information carrying capacity of the network of bulb output neurons.




DISCUSSION

In this study, we combined experimental and computational methods to examine mechanisms that could contribute to differences in the spiking properties of different populations of excitatory neurons in the olfactory bulb. The principal focus was on MCs and a subpopulation of output TCs, the sTCs. Our main findings in our comparison between MCs and sTCs were that: (1) sTCs have a number of differences in their excitatory currents from MCs, including larger direct OSN input currents but smaller prolonged currents; (2) sTCs are more sensitive than MCs, producing more spikes at lower levels of OSN activity; (3) the greater spiking in sTCs reflects both the greater OSN input signals as well as differences in their intrinsic properties; and (4) differences in sensitivity of sTCs vs. MCs enhances the ability of the bulb to encode changes in stimulus intensity. We also characterized experimentally a number of novel properties of the excitatory currents of another class of TCs, the eTCs. These points are discussed below.


Mechanisms That Contribute to Different Spike Sensitivities of MCs and Output TCs

Recent physiological studies in vivo have indicated that MCs and TCs have markedly different responses to odors. MCs require higher concentrations of an odorant to be activated, displaying rightward-shifted odor-concentration vs. spike response curves (Igarashi et al., 2012; Kikuta et al., 2013). MCs also appear to have a narrower odor tuning profile than TCs (Nagayama et al., 2004; Kikuta et al., 2013). Because any one odorant receptor that is associated with a glomerulus can bind to multiple types of odors with varying affinities, the narrower odor tuning of MCs likely reflects similar mechanisms as the rightward-shifted odor concentration vs. activation curves. To understand potential mechanisms that contribute to spiking differences between MCs and sTCs, we took a two-pronged approach, first using whole-cell patch-clamp recordings in bulb slices to compare the basic electrophysiological properties of MCs and sTCs. This was followed by computational modeling, in which we used a component-swapping approach to assess the contribution of the different cellular aspects recorded experimentally to spiking differences. Our analysis revealed that the greater sensitivity of sTCs vs. MCs was due both to the sTCs' ~2-fold larger direct OSN input current (the OSN-EPSC) as well as intrinsic properties such as their much higher input resistance. Importantly, prior to exchanging the electrophysiological aspects in MCs/sTCs in our modeling, we were able to reproduce the greater spiking sensitivity of TCs vs. MCs that has been observed in vivo (Griff et al., 2008; Fukunaga et al., 2012; Igarashi et al., 2012; Kikuta et al., 2013) when we input our experimentally-measured currents into the model cells (Figure 4). This helped to validate our brain slice and computational techniques as an approach to investigate in vivo differences between MCs and TCs.

Our study adds to a growing literature that has examined the mechanistic basis for differing odor-evoked spike responses in MCs vs. TCs. In one such study, conducted by Burton and Urban (2014), the authors concluded, as we did, that the greater spiking sensitivity in TCs reflected a combination of stronger OSN input drive as well as greater intrinsic excitability. However, our study differed from theirs in a number of ways, including in the subtypes of TCs that were examined. While we analyzed sTCs, Burton and Urban (2014) mainly focused on mTCs. Our choice to focus on sTCs was based on the fact that sTCs are the most morphologically distinct from MCs of all TC subtypes. In addition, previous in vivo analysis (Griff et al., 2008) has suggested that TCs near the border between the EPL and the glomerular layer—presumably sTCs as we have defined them—display much more dramatic differences in their odor-evoked responses from MCs as compared to mTCs. Our study was also unique in that it examined MC/sTC responses to a widely varying OSN stimuli. This approach allowed us to make more direct conclusions about the causes of the rightward-shifted odor concentration vs. spike response curves that have been observed in vivo for MCs vs. TCs. For example, we found in our analysis that many of the largest changes in spike number and probability upon exchanging the MC/sTC components occurred at low OSN stimulation intensities, when sTCs but not MCs were significantly active. This argued that the specific components in question contributed to shifts in the activation curves.

There are naturally caveats associated with the fact that our analysis of MCs and sTCs was conducted in vitro rather than in vivo. Perhaps chief amongst them was the nature of the stimulus. While an odor activates OSNs in a distributed fashion over the duration of a sniff, we examined responses to a single electrical stimulus pulse applied to OSN axons. A priori, it is not clear whether this difference in stimuli should impact any of our fundamental conclusions about what underlies the spike differences in MCs and sTCs, but it is nevertheless a notable limitation of our study. At the same time, our in vitro approach using a discrete stimulus applied locally to OSNs offered the advantage of a much-simplified system in which we could largely ignore the contribution of interglomerular interactions and centrifugal feedback mechanisms on spike differences between MCs and sTCs. This enabled us to focus on the impact of local excitatory mechanisms and cell intrinsic properties on the spike differences. There are certainly a number of cellular and synaptic mechanisms that we did not examine that could contribute to spiking differences between MCs and sTCs in addition to the ones we identified. For example, differences in GABAergic inhibition are already known to contribute to spike timing differences between MCs and some TCs (Fukunaga et al., 2012; Geramita et al., 2016; Burton et al., 2017; Geramita and Urban, 2017). In comparing MCs and sTCs in particular, the much shorter lateral dendrites of sTCs should mean that sTCs are less impacted than MCs by long-range interglomerular interactions mediated by granule cells. This may contribute to sTCs more faithfully reporting odor-evoked activation of OSNs at their target glomerulus than MCs.



Cellular and Synaptic Mechanisms of MCs, sTCs, and eTCs

Besides providing insight into mechanisms underlying spiking differences between MCs and sTCs, our study also provided a number of novel insights into the basic cellular and synaptic properties of various excitatory bulbar neurons. First, we extended the available information about what is known about differences in OSN-EPSCs between MCs and eTCs, which are a class of glutamatergic interneurons that reside in the glomerular layer. Prior reports have shown that, at least at some OSN stimulation intensities, the OSN-EPSC in eTCs is much larger than in MCs (Najac et al., 2011; Gire et al., 2012; Vaaga and Westbrook, 2016). The very large OSN signal in eTCs is functionally important, since it causes eTCs to spike at much lower levels of OSN activity than MCs and also contributes to eTC-mediated feedforward excitation dominating the MC response to OSN stimulation (De Saint Jan et al., 2009; Gire et al., 2012; Vaaga and Westbrook, 2016). Here, we found that the OSN-EPSC in eTCs was ~5-fold larger than in MCs at high OSN stimulation intensities, when all OSN axons at the target glomerulus were presumably active, and, also, that a major contributor to this difference was a much larger “unitary” EPSC in eTCs driven by each OSN axon. Perhaps the most striking result in this respect for MCs was the extremely low frequency of spontaneous EPSCs (sEPSCs) that in part reflect spike activity in single OSNs. The low frequency likely was due to the fact that most sEPSCs were so small that they were buried in recording noise. Because morphological analyses has suggested that OSNs form a similar number of OSN synapses onto MCs and eTCs (Bourne and Schoppa, 2017), we attribute the very small sEPSCs in MCs to the unusual physiological properties of the MC apical dendrite, for example the high density of gap junctions (Christie et al., 2005; Pimentel and Margrie, 2008) that may filter direct OSN input signals (Gire et al., 2012). What might contribute to the 2-fold difference in size of the OSN-EPSC between MCs and sTCs at high OSN stimulation intensities (see above)? In this study, we attempted to address this question by recording unitary EPSCs in MCs and sTCs, but the small size of these events in both cells made a comparative analysis difficult.

We also characterized more prolonged excitatory currents that are evoked by OSN stimulation across MCs, sTCs, and eTCs. Interestingly, we found that sTCs stood out from MCs and eTCs in the small magnitude of the prolonged currents, especially in a sustained component that persisted for hundreds of milliseconds after OSN stimulation. The sustained evoked current, at least in MCs, reflects activation of Group I mGluRs (Schoppa and Westbrook, 2001; Heinbockel et al., 2004; Ennis et al., 2006; Yuan and Knöpfel, 2006; De Saint Jan and Westbrook, 2007), while eTCs are known to support large Group I mGluR-mediated currents that reflect the opening of Ca2+-activated non-selective cation channels (Dong et al., 2009). Our results thus suggest that sTCs may differ from other excitatory neurons in the bulb in their low expression of Group I mGluRs or weak coupling of the receptors to cation channels. In terms of impact on spike activity, we found in our modeling that the smaller prolonged excitatory currents in sTCs were not a major contributor to the higher spiking sensitivity of sTCs. Indeed, in our component-swapping computational analysis, we found that replacing the sTCs' prolonged current with that of MCs increased spiking, suggesting that sTCs spike more than MCs in spite of their weak prolonged current signals.

It should be noted that there were some sources of uncertainty in the analysis of the prolonged excitatory current components. For example, the extracellular solution in which the slow currents were recorded did not include added glycine, which is a co-agonist for NMDA receptors. Because slow excitation of at least MCs partially depends on NMDA receptors (Carlson et al., 2000; Schoppa and Westbrook, 2001), the absence of added glycine may have impacted our estimates of the magnitude of slow excitation. However, we do not believe that this was a significant cause of error. Other studies examining slow excitation (Carlson et al., 2000; Schoppa and Westbrook, 2001) have shown robust NMDA receptor-mediated activation of MCs in the absence of added glycine, suggesting that there is significant residual glycine in the slice. In addition, for our conclusion to be wrong – that the slow current is larger in MCs/eTCs than in sTCs—it would require that the absence of glycine had differential effects on the slow currents in the different cell types. This, we believe, is unlikely.



Broader Implications for Information Processing

A final issue that we addressed in our study was what broader function might be served by having two classes of output cells in the bulb with differing sensitivities to OSN activity (Igarashi et al., 2012; Kikuta et al., 2013). In our study, this difference in sensitivity was perhaps best seen as a rightward shift in the OSN stimulation vs. spike response curve in MCs vs. sTCs (Figures 4F,G). We addressed this question here quite simply by comparing the steepness of the OSN stimulation intensity vs. spiking curves that we observed in MCs and sTCs with that produced in a hypothetical situation in which bulbar output was carried by a single population of cells with an activation profile that reflected the average between that of MCs and sTCs. This analysis revealed that having two populations of output cells with distinct stimulus-response relations enabled the bulb to better report small changes in OSN activity. In terms of olfactory behavior, we would suggest that this enhanced coding capability would directly impact the ability of an animal to discriminate different concentrations of odors (Geramita et al., 2016) and/or help in the discrimination of different but similar odors that produce small differences in OSN activity at a specific glomerulus. It should be noted that, while our functional analysis included two classes of output cells, MCs and sTCs, it did not include mTCs. Because mTCs have morphological features that are intermediate between that of MCs and sTCs, it is tempting to speculate that mTCs could report OSN activity changes in a range that is intermediate between MCs and sTCs. mTCs could thus further amplify an animal's ability to discriminate small odor concentration differences or structurally similar odors. In this context, it is notable that in our sensitivity analysis (Figure 6B), there was an intermediate OSN stimulus range in which our model that included only one population of “hybrid” MC/sTCs cells performed somewhat better at coding changes in OSN activity than our model with differently-behaving MCs and sTCs. Perhaps this intermediate range is mainly coded by mTCs.

Amongst sensory systems, the olfactory bulb is hardly unique in having multiple types of output cells that provide parallel pathways for information flow. Such pathways are perhaps best characterized in the retina where there are at least 30 types of ganglion cells each with distinct tuning to visual stimuli (Masland, 2012; Sanes and Masland, 2015; Baden et al., 2016). Some of the different classes of ganglion cells report the same stimulus but with different intensity thresholds (Kastner and Baccus, 2011) in much the same way that MCs and TCs appear to do for odorant stimuli (Kikuta et al., 2013). The presence of different populations of ganglion cells maximizes the transmission of highly accurate information about visual stimuli to the lateral geniculate nucleus (Segev et al., 2006; Kastner et al., 2015). There are however some important mechanistic differences between how the parallel pathways for information flow are generated across sensory systems. In many sensory structures, the different response properties of the output cells often simply reflect differences in the initial stages of stimulus detection that are then maintained through selective feedforward connections. However, in the bulb, it is very unlikely that MCs and TCs at the same glomerulus receive input from distinct types of OSNs. Thus, response differences between MCs and TCs must arise due to cell intrinsic properties and synaptic connections within the bulb.
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Adenosine, a major neuromodulator in the central nervous system (CNS), is involved in a variety of regulatory functions such as the sleep/wake cycle. Because exogenous adenosine displays dark- and night-mimicking effects in the vertebrate retina, we tested the hypothesis that a circadian (24 h) clock in the retina uses adenosine to control neuronal light responses and information processing. Using a variety of techniques in the intact goldfish retina including measurements of adenosine overflow and content, tracer labeling, and electrical recording of the light responses of cone photoreceptor cells and cone horizontal cells (cHCs), which are post-synaptic to cones, we demonstrate that a circadian clock in the retina itself—but not activation of melatonin or dopamine receptors—controls extracellular and intracellular adenosine levels so that they are highest during the subjective night. Moreover, the results show that the clock increases extracellular adenosine at night by enhancing adenosine content so that inward adenosine transport ceases. Also, we report that circadian clock control of endogenous cone adenosine A2A receptor activation increases rod-cone gap junction coupling and rod input to cones and cHCs at night. These results demonstrate that adenosine and A2A receptor activity are controlled by a circadian clock in the retina, and are used by the clock to modulate rod-cone electrical synapses and the sensitivity of cones and cHCs to very dim light stimuli. Moreover, the adenosine system represents a separate circadian-controlled pathway in the retina that is independent of the melatonin/dopamine pathway but which nevertheless acts in concert to enhance the day/night difference in rod-cone coupling.
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INTRODUCTION

Due to the rotation of the Earth, ambient (background) illumination gradually changes by ~10-billion-fold over day and night. Retinal function and visual performance depend on the response of the retina to these slow daily changes in illumination and to the actions of an endogenous circadian clock, a type of biological oscillator that has persistent rhythmicity with a period of ~24 h in the absence of external timing cues (Barlow, 2001; Mangel, 2001; Iuvone et al., 2005; Besharse and McMahon, 2016). Although a variety of cellular processes in the retina such as melatonin synthesis and release, dopamine release, and neuronal light responses exhibit circadian rhythmicity, how the retinal clock controls retinal physiology is still not resolved.

Evidence has shown that the retinal clock utilizes the melatonin/dopamine pathway to adapt to daily changes in ambient illumination (Mangel, 2001; Iuvone et al., 2005; Mangel and Ribelayga, 2010; McMahon et al., 2014; Besharse and McMahon, 2016). Specifically, rod and cone photoreceptor cells synthesize and release the neurohormone melatonin and express dopamine D4 receptors (D4Rs; see Figure 1), but not D2Rs (both of which are members of the D2R family) or dopamine D1Rs (Harsanyi and Mangel, 1992; Wang et al., 1997; Witkovsky, 2004; Iuvone et al., 2005). Rods and cones, which are connected by gap junctions (Witkovsky, 2004; Bloomfield and Völgyi, 2009), detect light stimuli, and transmit visual information to post-synaptic neurons (Figure 1). Studies of goldfish, rabbit, and mouse retinas have demonstrated that a circadian clock in the retina modulates rod input to cones and their postsynaptic targets, cone horizontal cells (cHCs), so that very dim rod light signals reach cones and cHCs at night but not in the day (Mangel et al., 1994; Wang and Mangel, 1996; Ribelayga et al., 2008; Ribelayga and Mangel, 2010). The clock achieves this day/night difference by using D4Rs to modulate the conductance of rod-cone gap junctions (Figures 1, 2). The clock lowers dopamine release at night so that D4Rs on photoreceptors are not activated. This in turn increases intracellular cAMP, which opens rod-cone gap junctions. Conversely, the clock increases dopamine release and D4R activation in the day, which decreases intracellular cAMP and closes the gap junctions (Ribelayga et al., 2002, 2004, 2008; Ribelayga and Mangel, 2010; Ribelayga and O’Brien, 2017). The clock-induced opening of rod-cone gap junctions at night allows rods, which directly respond to very dim light stimuli, to transmit this information to cones and cHCs. As shown in Figure 2, increased release of dopamine in the day compared to night results from the circadian rhythm of melatonin synthesis and release, which are greater at night than in the day, and from the inhibitory effect of melatonin on dopamine release (Ribelayga et al., 2004; Witkovsky, 2004; Iuvone et al., 2005; Besharse and McMahon, 2016). However, the robust day-night difference in rod-cone coupling suggests that other clock-controlled effectors may also contribute to the regulation of rod-cone coupling. More specifically, although our lab has shown that the increase in dopamine release and D4R activation in the day decreases rod-cone coupling (Ribelayga et al., 2002, 2008), these results do not establish whether the robust increase in rod-cone coupling at night results simply from the lack of D4R activation and/or to the action of an additional clock effector.
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FIGURE 1. Schematic diagram showing signaling between neurons in the first synaptic layer of the retina. Signaling between cone and cone horizontal cell (cHC) and between cone and rod. Cones release the transmitter glutamate (Glu) to signal cHCs. Also, cones and rods can signal each other via rod-cone gap junctions, which are open at night in the dark and closed in the day in the dark and in the light. Both rods and cones express dopamine D4 receptors (D4Rs) and adenosine A2ARs although this is illustrated just for cones.
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FIGURE 2. Schematic diagram showing melatonin/dopamine-mediated circadian clock pathway in the fish retina. Previous work has shown that a circadian clock in the retina increases melatonin synthesis and release during the night, which inhibits the release of dopamine from dopaminergic amacrine cells sufficiently so that D4Rs on photoreceptor cells are not activated. In contrast, the retinal clock decreases melatonin in the day, which enhances dopamine release, resulting in volume diffusion of dopamine throughout the retina and activation of D4Rs on rods and cones. This decreases intracellular cAMP and PKA activity levels in photoreceptors, which lowers the conductance of rod-cone gap junctions so that rod input to cones and cHCs is reduced.



An additional effector that could contribute to the large day/night difference in rod-cone coupling is the purine adenosine. Adenosine is a natural metabolite that plays numerous roles in the central nervous system (CNS), including the modulation of neuronal activity and neuroprotective actions in response to hypoxia and ischemia (Dunwiddie and Masino, 2001; Latini and Pedata, 2001; Chen, 2014; Cunha, 2016; Ballesteros-Yáñez et al., 2018). Also, adenosine mediates regulation of numerous rhythmic phenomena such as the sleep/wake cycle (Basheer et al., 2004), the modulation of retinohypothalamic input to the suprachiasmatic nucleus (Watanabe et al., 1996), rhythmic gene expression in the pituitary (von Gall et al., 2002), and the production of pineal melatonin (Nikodijevic and Klein, 1989). Adenosine signaling is mediated by four pharmacological/molecular receptor subtypes named A1, A2A, A2B, and A3. Activation of A1Rs or A3Rs inhibits adenylate cyclase through Gi/o proteins, whereas activation of A2ARs or A2BRs stimulates adenylate cyclase through Gs proteins (Dunwiddie and Masino, 2001; Chen, 2014; Cunha, 2016). A1Rs and A2ARs are distributed throughout the brain, whereas A3Rs and A2BRs are expressed at low levels (Liu et al., 2019).

Evidence suggests that adenosine is also an important neuromodulator in the vertebrate retina (Blazynski and Perez, 1991; Lohr et al., 2014; Dos Santos-Rodrigues et al., 2015). Retinal cells possess A1, A2A, A2B, and A3 receptors and enzymes of the adenosine metabolic pathway (Blazynski and Perez, 1991). Also, adenosine mediates the physiology of many retinal cell types such as cones, which express A2ARs in addition to D4Rs (Figure 1; Blazynski, 1990; Kvanta et al., 1997; Li et al., 2013; Lohr et al., 2014; Dos Santos-Rodrigues et al., 2015). For example, adenosine inhibits Ca2+ influx into cone synaptic terminals (Stella et al., 2003), suppresses exocytosis from cone terminals (Stella et al., 2009), enhances phosphorylation of photoreceptor gap junction proteins at night (Li et al., 2013, 2014), and stimulates fish cone myoid elongation during the day (Rey and Burnside, 1999). Moreover, endogenous levels of adenosine in the mammalian retina are controlled both by light/dark adaptation and a circadian clock, so that adenosine is highest at night in the dark (Ribelayga and Mangel, 2005).

However, it has not been established whether the circadian clock that regulates retinal adenosine is located within the retina or elsewhere in the CNS. It is also not known whether circadian clock-controlled alterations in adenosine modulate neuronal light responses and information processing in the retina. We, therefore, studied whether adenosine functions as an endogenous effector of the retinal clock by activating cone A2ARs at night. We used a variety of techniques in the intact goldfish retina including measurements of adenosine overflow and content, tracer injections into individual cones to measure the extent of photoreceptor gap junction coupling, and electrical recording of the light responses of cone photoreceptor cells and cHCs. The results show that a circadian clock in the retina itself controls extracellular and intracellular adenosine levels so that they are highest during the subjective night. Moreover, the clock regulates adenosine independently of melatonin and dopamine receptors. Also, we report that circadian clock control of endogenous A2AR activation increases rod-cone gap junction coupling and rod input to cones and cHCs at night. These results, together with previous findings concerning the melatonin/dopamine system, suggest that the adenosine system is controlled by a retinal clock(s) independently of the melatonin/dopamine pathway and that endogenous activation of cone D4Rs in the day decreases rod-cone gap junction coupling and rod input to cones and cHCs (Figure 2), whereas endogenous activation of cone A2ARs at night increases rod-cone coupling and rod input to cones and cHCs.



MATERIALS AND METHODS


Ethical Approval—Animals

Experiments were performed on retinas obtained from common goldfish (Carassius auratus) approximately 15–18 cm in length supplied by Ozark Fisheries, Incopration (Stoutland, MO, USA). The care and use of the fish were in strict accordance with the recommendations in the Guide for the Care and Use of Laboratory Animals of the National Institutes of Health. The protocol, including the method of killing the fish, was approved by the Institutional Laboratory Animal Care and Use Committee of The Ohio State University. After deeply anesthetizing fish with methanesulfonate (MS222, 150 mg.L−1), euthanasia was achieved by decapitation followed by double pithing. All the necessary steps were taken to minimize animal suffering. A total of ~240 fish were used for this study. Goldfish were chosen for this study because we can build on previous work on circadian control of rod-cone coupling in goldfish retina and because goldfish cones are relatively large compared to those found in the retinas of other species, including mammals, facilitating the study of these cells with electrophysiological recording techniques.

Fish were maintained at 22 ± 1°C on a 12 h light/12 h dark (L/D) cycle (with lights-ON at 03:00 a.m.) for at least 2 weeks before an experiment. During circadian experiments, fish were kept 24–48 h in darkness before surgery. Throughout this paper, “subjective day” refers to the time of the circadian cycle [circadian time (CT) 0–12] during which illumination was previously present [i.e., projected Zeitgeber daytime (ZT 0–12) from the previous L/D cycle]. Subjective night refers to the time of the circadian cycle (CT 12–24) during which illumination was not previously present [i.e., projected Zeitgeber nighttime (ZT 12–24) from the previous L/D cycle]. As a result, for the subjective day experiments, the fish were kept in darkness from the end of the previous day (lights-off + 15 h). In contrast, for the subjective night experiments, the fish were kept in darkness from the beginning of the previous night (lights-off + 27 h). Subjective day and subjective night experiments were performed at ZT 04–08 and ZT 15–19, respectively.



Tissue Preparation

Following euthanasia, an eye was enucleated and the intact neural retina isolated, as described previously (Wang and Mangel, 1996; Ribelayga et al., 2002, 2004, 2008; Ribelayga and Mangel, 2003, 2007). All surgical procedures were performed in darkness using infrared goggles (AN/PVS-5; Night Vision Equipment, Emmaus, PA). In some experiments, the retinal pigment epithelium and sclera (RPE-S), minus the neural retina, were studied together (Figure 5B).
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FIGURE 3. Endogenous adenosine levels in the retina exhibit light/dark and day/night differences. Dark-adapted goldfish neural retinas were isolated in the middle of the day, night, subjective day, and subjective night and superfused in the dark (D) for 1 h at the end of which adenosine was assayed. Thereafter, a white light background (L) in the low photopic range (0.2 mW/cm2) was applied for 30 min. (A) Adenosine overflow from isolated neural retinas collected during the day and night. (B) Adenosine content in isolated neural retinas collected during the day and night. (C) Adenosine overflow from isolated neural retinas collected during the subjective day and subjective night. (D) Adenosine content in neural retinas isolated during the subjective day and subjective night. Darkness, compared to light stimulation, increased adenosine overflow in the day and night and increased adenosine content at night. However, darkness did not affect adenosine content in the day. In contrast, the circadian clock increased both adenosine overflow and content at night compared to the day. Data are from 5–6 retinas/condition ± SEM. **p < 0.01, ***p < 0.001 (paired Student’s t-test); ###p < 0.001 (unpaired Student’s t-test).
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FIGURE 4. Adenosine measured in retinal overflow is of extracellular origin. Isolated neural retinas were superfused for 60 min after surgery during the day (A) and night (B). Thereafter, the retinas were superfused for 30 min with 10 μM of the bidirectional adenosine transport blocker NBTI and subsequently with NBTI+ the ectonucleotidase inhibitor GMP (1 mM). NBTI increased adenosine overflow during the day but did not affect at night. Also, the superfusion of NBTI+ GMP suppressed the extracellular level of adenosine during both the day and night. These observations demonstrate that extracellular adenosine is of extracellular origin. Note that adenosine overflow was higher during the night compared to the day, but the effects of NBTI were more pronounced during the day than at night. Data are from 5–6 retinas/condition ± SEM. *p < 0.05, ***p < 0.001 (Student-Newman-Keuls multiple comparison test following RM-ANOVA).
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FIGURE 5. A circadian clock in the goldfish neural retina increases extracellular adenosine at night. (A,B) Long-term persistence of the circadian rhythm in adenosine overflow was observed from isolated intact neural retinas (A) but not from RPE-S (B) kept under constant conditions (see “Materials and Methods” section). Adenosine overflow was measured for more than 2 days at 4 h intervals when the culture medium was changed. The first data point was not included in the graph. Relative adenosine levels (amount of adenosine in each fraction divided by the average) are shown for better comparison between different retinas and between different RPE-S. Extracellular levels of adenosine were rhythmic (RM-ANOVA, F(12,48) = 5.852; P < 0.0001). COSINOR analysis of the rhythm revealed a period of 25.2 ± 1.6 h (p < 0.001, see “Materials and Methods” section for details). Data are from five retinas. (B) No circadian variations of adenosine overflow were observed from RPE-S under the same constant dark and temperature conditions (RM-ANOVA, F(12,36) = 0.767; P = 0.669). Data are from four RPE-S. (A,B) Gray and black bars indicate the subjective day and subjective night, respectively. Before stabilizing ~10 h following surgical isolation of tissue, adenosine overflow was relatively high, likely due to an acute effect of surgery. Data collected 4 h after surgery were therefore not included in the analysis of rhythmicity and are not shown.





Measurement of Endogenous Adenosine


Short-term Superfusion Conditions

Intact neural retinas were placed in a custom-made closed superfusion chamber (1 ml). A peristaltic pump delivered the superfusion solution at a constant rate of 0.5 ml/min so that the superfusate inside the chamber was replaced every 2 min. The superfusion solution contained (in mM): 125 NaCl, 25 NaHCO3, 10 glucose, 2.5 KCl, 1.0 MgCl2, 0.7 CaCl2. Experiments were performed at room temperature (22 ± 1°C). In a series of preliminary experiments, we observed that under these conditions adenosine overflow underwent a surge when the superfusion began, but stabilized after 60 min and remained stable thereafter for at least 3 h in darkness. For this reason, experiments always started after an initial 60 min of superfusion in darkness. We also recorded the electroretinogram (ERG) of isolated neural retinas after 1, 2, and 3 h of superfusion. No changes in the amplitude and kinetics of the b-wave and slow PIII (sPIII) throughout superfusion were observed, demonstrating that our preparation was viable and therefore suitable for pharmacological manipulations.



Long-term Organotypic Culture Conditions

Intact isolated neural retinas (i.e., minus the RPE-S) and RPE-S without retina were cultured in constant total darkness (< −10 log Io) for 56 h as described previously (Ribelayga et al., 2002, 2004). Briefly, retinas or RPE-S were maintained under a water-saturated 5% CO2/balanced with O2 atmosphere at 20 ± 0.1°C in 2 ml of a Ringer based-solution that contained the components described above as well as 20 ml/L of 50× MEM amino acids solution (without glutamine), 10 ml/L of a 100× MEM vitamin solution, and antibiotics (100 U/ml penicillin and 100 μg/ml streptomycin). The culture medium was completely changed every 4 h. All supplements were from Atlanta Biologicals (Atlanta, GA, USA).



Adenosine Measurements

The adenosine level in the culture medium or superfusate, representing adenosine overflow, and the adenosine level in the homogenate, representing adenosine content, were measured using high precision liquid chromatography (HPLC) with fluorescence detection (Agilent 1100 Series form Agilent Technologies/Hewlett-Packard, Germany), as described previously (Ribelayga and Mangel, 2005). Briefly, adenosine was derivatized or transformed into 1,N6-etheno-adenosine, a fluorescent compound. Following derivatization, adenosine was extracted using an agarose-based resin (aminophenylboronate agarose, ProMetic Biosciences Limited, UK). Components were separated on an adsorbsphere HS (C18) column (250 mm × 4.6 mm, 5 μm porous silica, Alltech, Deerfield, IL, USA). The column was operated with an isocratic mobile phase composed of 0.05 M NH4C2H3O2 (pH 6.0) and 12% methanol (Thermo Fisher Scientific, Pittsburgh, PA, USA). The mobile phase flow rate was set to 0.7 ml/min and the column temperature to 30°C so that the pressure in the column was ~1500 psi. For each run, the amount of adenosine quantified was corrected using tubercidin as an internal standard. The measured values of adenosine were then normalized to the protein content of each retina.


Electrophysiology


Light Stimuli

Responses of cones and cHCs to dim full-field white and spectral light stimuli were recorded. Light stimuli were provided by a 100 W tungsten-halogen lamp. The maximum, unattenuated intensity (Io) of full-field white light stimuli was 200 μW/cm2. Intensity values indicated in the text are relative to Io. Calibrated neutral density filters and narrow-band interference filters were used to control light intensity and stimulus wavelength, respectively.



Intracellular Recordings of Cone Horizontal Cells

Standard intracellular recording procedures were employed to record the light responses of fish L-type (H1) cHCs, as described previously (Ariel et al., 1986; Wang and Mangel, 1996; Wang et al., 1997; Ribelayga and Mangel, 2003). Briefly, intact isolated neural retinas were placed in an open chamber that had a volume of 1 ml and were superfused at 0.5 ml/min with a Ringer’s solution of the same composition as used for short-term superfusion experiments (see above). After surgery, retinas were dark-adapted for at least 1 h, following which horizontal cells were impaled without the aid of any light flashes. cHCs were identified as previously described (Ariel et al., 1986; Wang et al., 1997; Ribelayga et al., 2002, 2004).



Patch-Clamp Recordings of Goldfish Cones

Whole-cell patch-clamp recordings (current-clamp configuration with I = 0) from the inner segments of individual cones in intact goldfish neural retinas were made under visual control, as described previously (Ribelayga et al., 2008). The pipette solution contained (in mM) 20 KCl, 100 D-K-gluconate, 7.48 KHCO3, 5.0 HEPES, 1.0 MgCl2, 4.0 Na2-ATP, 0.02 Na3-GTP, 1.0 CaCl2, and 1.0 EGTA. The pH was adjusted to 7.3 with KOH and the solution was divided into aliquots and kept frozen. Neurobiotin (0.3%) was added fresh daily to a sample of pipette solution. Individual cones were labeled by iontophoresis of the biotinylated Neurobiotin tracer (MW = 373) during whole-cell patch-clamp recording by maintaining the recorded cone at +20 mV for 10 min. After an additional 30 min in the dark, retinas were fixed in 4% paraformaldehyde in 0.1 M phosphate buffer (PH 7.4) at room temperature for 1 h. The tissues then were washed and labeled. Fluorescent photoreceptors, indicating the presence of Neurobiotin tracer, were subsequently visualized with streptavidin-conjugated-Alexa 488 (Jackson ImmunoResearch, West Grove, PA, USA). Labeled cells were imaged, photographed, and counted with a Leica SP8 laser scanning confocal microscope (Leica Microsystems Inc, Buffalo Grove, IL, USA). Tracer-coupled rods and cones were counted with NIH ImageJ software (Ribelayga et al., 2008).



Test Drugs

The accumulation of extracellular adenosine arises from two different sources, either from the conversion of extracellular ATP into adenosine via the sequential actions of an ectoATPase and an ectonucleotidase or from the intracellular conversion of AMP via the action of an endonucleotidase (Liu et al., 2019). Clearance from the extracellular space requires reuptake and intracellular breakdown of adenosine by adenosine deaminase or adenosine kinase (Dunwiddie and Masino, 2001; Latini and Pedata, 2001). To determine whether the source of extracellular adenosine was intracellular or extracellular, we used two selective drugs applied alone or in combination, namely the 5′-ectonucleotidase blocker GMP (1 mM; Rosenberg et al., 2000) and the equilibrative adenosine transport blocker n-nitrobenzylthioinosine (NBTI, Griffith and Jarvis, 1996). Plasma membrane transport of nucleosides occurs by sodium-dependent (non-equilibrative, concentrative) and sodium-independent (equilibrative) mechanisms but only the equilibrative transporter has been found in the vertebrate retina (Paes de Carvalho, 2002). Because equilibrative transporters are further subdivided as sensitive (IC50 in the nM range) or insensitive (IC50 > 1 μM) to NBTI, we used 10 μM NBTI to maximally and selectively block equilibrative transport.

NBTI (dissolved in dimethyl sulfoxide, 0.01% final) and all other drugs used in adenosine assay or electrophysiological recording experiments (dissolved in superfusion solution) were directly added to the superfusion solution. Control experiments indicated that 0.01% dimethyl sulfoxide did not affect the level of adenosine. Unless specified in the text, all compounds were purchased from Sigma–Aldrich (St. Louis, MO, USA).



Data Analysis

All data are expressed as the mean ± SEM of n values. With the assumption that data were normally distributed, the paired Student’s t-test was used (denoted with the symbol *) to compare two groups of paired values and the unpaired Student’s t-test was used (denoted with the symbol #) to compare two groups of unpaired values. To compare more than two groups of paired values, statistical analysis was performed using one-way repeated measurements analysis of variance (RM-ANOVA) followed by the Student–Newman–Keuls multiple comparison tests (Systat 11, Systat Software Inc., Richmond, CA, USA).

To test whether adenosine overflow varied with the time of collection in the long-term organotypic experiments, all measurements from an individual retina were averaged and then expressed as a fraction of the calculated mean. These relative values from different retinas were then averaged and plotted as a function of the time in culture. Statistical analysis of the values of adenosine overflow expressed as relative values to the average value of the rhythm was performed using RM-ANOVA (Ribelayga et al., 2004). Nonlinear regression analysis was then performed using SigmaPlot 9.0 (Systat Software Inc., Richmond, CA, USA). Individual values were fitted to the COSINOR equation (Nelson et al., 1979; Ribelayga et al., 2004):
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where y is the nth data point (relative values), x the time of the nth data point (h), M the mean (mesor), A the amplitude (relative values), B the acrophase (radian) and τ the endogenous period (h). The regression coefficients are given with their respective asymptotic standard deviation estimates. The level for statistical significance of the regression coefficients was P < 0.001.



Spectral Sensitivity

Relative quantum sensitivity of L-type (H1) cHCs, a type of cHC that receives synaptic contact primarily from red (625 nm) cones (Stell and Lightfoot, 1975), was determined as described previously (Naka and Rushton, 1966; Wang and Mangel, 1996; Ribelayga et al., 2002, 2004). Data were normalized at the wavelength of peak sensitivity (550 or 600 nm). A 1 mV criterion response was used to minimize light sensitization of the dark-adapted state. “Light sensitization” refers to the phenomenon in which bright light (photopic range) stimulation of dark-adapted retinas increases the size of cHC light responses in the day and night (Mangel et al., 1994) and eliminates rod input to the cells during the night (Wang and Mangel, 1996). Rod spectral sensitivity data were obtained from Schwanzara (1967) and red (625 nm) cone spectral sensitivity data were obtained from Harosi and MacNichol (1974). The maximum, unattenuated light intensity of the stimulus at 550 nm was 7.2 × 1012 photons cm−2 s−1.







RESULTS


Light/Dark and Day/Night Differences in Adenosine Levels in Freshly Isolated Goldfish Neural Retinas

Adenosine overflow (extracellular adenosine) and adenosine content (intracellular adenosine) of freshly isolated goldfish neural retinas were measured during the day and night of regular L/D and circadian cycles. Endogenous adenosine was detected at all times and under all illumination conditions. During a normal L/D cycle, both adenosine overflow and content were higher in darkness during the night compared to the day (Figures 3A,B). When a light background (white light in the low photopic range, 0.2 μW/cm2) was applied for 30 min following a 60 min period in the dark during day and night, adenosine overflow was significantly decreased in both day and night (Figure 3A). A 30-min period of light did not affect adenosine content during the day but decreased it by ~50% at night down to the daytime levels (Figure 3B). The day/night differences in the extracellular and intracellular levels of adenosine persisted under circadian conditions, that is when fish were kept in darkness for more than 24 h and sacrificed during the subjective day or night (Figures 3C,D). These observations demonstrate that endogenous levels of adenosine in the retina are regulated by light/dark adaptation and by a circadian clock.

Adenosine overflow was also detected from isolated goldfish retinal pigment epithelium + sclera (RPE-S) preparation, though no day/night differences were observed under dark-adapted conditions (P > 0.05, unpaired Student’s t-test). These observations indicate that the circadian rhythm of adenosine occurs in the neural retina and not the pigment epithelium.



Extracellular Adenosine is Produced Extracellularly

To determine the source of extracellular adenosine, adenosine overflow was measured in the presence of the adenosine transport blocker NBTI (10 μM) and in the presence of NBTI plus the 5′-ectonucleotidase inhibitor, GMP (1 mM), which prevents the extracellular conversion of adenosine from AMP (which is itself converted from ATP extracellularly). Experiments were conducted during subjective day and night. As illustrated in Figure 4A, application of NBTI alone during the day increased adenosine overflow, a finding consistent with a flux of adenosine directed from the extracellular space toward the intracellular compartment. Additional application of GMP in the presence of NBTI decreased adenosine levels to an undetectable value, providing additional evidence for an extracellular origin of adenosine. Application of NBTI during the subjective night did not have any effect, though the application of NBTI + GMP dramatically affected adenosine overflow (Figure 4B). These findings are similar to those obtained in rabbit retina (Ribelayga and Mangel, 2005). Moreover, in the rabbit retina, we used two additional drugs to block the extracellular synthesis of adenosine. In particular, we used αβ-methylene adenosine diphosphate (αβmADP; 50 μM) to selectively inhibit 5′-ectonucleotidase, and 6-N,N-diethyl-D-β, γ-dibromomethylene-ATP (ARL67156; 50 μM) to selectively inhibit 5’-ectoATPase. In the presence of NBTI, the addition of GMP, αβmADP, or ARL 67156 suppressed retinal adenosine overflow, indicating that the source of extracellular adenosine is extracellular (Ribelayga and Mangel, 2005). Considered together, these observations suggest that extracellular adenosine is primarily produced extracellularly. Furthermore, the absence of an effect of NBTI at night suggests that equilibrative transport of adenosine is essentially absent at night.



Circadian Oscillations of Adenosine Overflow From Explanted Fish Neural Retinas Persist for 2 Days

The finding that adenosine overflow was higher during the subjective night compared to the subjective day (Figure 3C) suggests that adenosine overflow is under the control of a circadian clock. To determine whether the clock is located in the retina, we maintained intact in vitro goldfish neural retinas in culture for 56 h in constant darkness (i.e., background illumination < −10 log Io) and temperature (20 ± 0.1°C), and measured the amount of endogenous adenosine that had accumulated in the culture medium every 4 h. Adenosine overflow was not constant over the course of 56 h and displayed day/night variations (RM-ANOVA, F(12,48) = 5.852, P < 0.0001; Figure 5A). Cosinor analysis (see “Materials and Methods” section) further demonstrated that the extracellular level of endogenous adenosine exhibited a circadian rhythm (r2 = 0.93) with a period of 25.2 ± 1.6 h and an amplitude of 36 ± 4%. The finding that a circadian rhythm in adenosine release from in vitro retinas under constant darkness and temperature persisted for more than two full cycles demonstrates that the clock controlling the extracellular level of adenosine is located within the neural retina itself.

Because the RPE, which is in contact with the retina in vivo, releases ATP into the extracellular space (Pearson et al., 2005), adenosine overflow from the RPE-S was measured under the same constant dark and temperature conditions. In contrast to isolated neural retinas, no circadian variations of adenosine overflow were detected (RM ANOVA, F(12,36) = 0.767, P = 0.669; Figure 5B). Rather, a constant level of adenosine from RPE-S was observed.



Effects of Melatonin and Dopamine on Adenosine Overflow and Content

In several vertebrate species, including fish, melatonin has been identified as a direct output of a circadian clock expressed in the retina such that melatonin production and release peak at night (Iuvone et al., 2005; Mangel and Ribelayga, 2010; McMahon et al., 2014). Although the physiological impact of the rhythmic production of melatonin remains unclear in many species, we have previously shown that melatonin controls the circadian release of dopamine in the fish retina by inhibiting its release during the night so that dopamine release is low at night and peaks during the day (Ribelayga et al., 2004). We thus studied whether the rhythm of adenosine depends on melatonin and/or dopamine. To test this possibility, melatonin and dopamine receptor agonists and antagonists, which have been shown to alter the effects of the clock in goldfish retina (Ribelayga et al., 2002, 2004, 2008), were applied during the subjective day and night and adenosine overflow and content measured. Specifically, during the subjective day, which is when endogenous melatonin levels are the lowest and dopamine levels the highest, we applied melatonin (100 nM) or the dopamine receptor antagonists spiperone and SCH23390 (10 μM each), which block D4 and D1 receptors, respectively, for 1 and 3 h (Figure 6A). Conversely, following 1 h of darkness during the subjective night, which is when endogenous melatonin levels are high and dopamine levels are low, the D2R family dopamine receptor agonist quinpirole (1 μM) and the D1R agonist SKF38393 (10 μM) or the non-specific melatonin receptor antagonist luzindole (10 μM) were tested under the same conditions (Figure 6B). None of the tested drugs had an acute effect on adenosine overflow or content. These results suggest that the retinal circadian clock that controls the circadian rhythm of adenosine does not use melatonin or dopamine to mediate the daily rhythm in extracellular adenosine.
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FIGURE 6. Circadian variations in retinal adenosine levels are not produced by the melatonin/dopamine system. Dark-adapted goldfish neural retinas were isolated in the middle of the day or night and superfused in darkness for 1 or 3 h. Subsequently, during the day (A), melatonin (Mel; 100 nM), or a cocktail of the dopamine receptor antagonists spiperone (D4R) + SCH23390 (D1R) (Spip/SCH; 10 μM each) was applied for 30 min during continuous darkness. During the night (B), the effects of the melatonin receptor antagonist luzindole (Luz; 10 μM) or a cocktail of the dopamine receptor agonists quinpirole (D4R) (Quin; 1 μM) + SKF38393 (D1R) (SKF; 10 μM) was tested under the same conditions. Results are expressed relative to the amount of adenosine measured after the initial 60 min-period in darkness (control). None of the treatments altered adenosine overflow or content. Data are from 5–6 retinas/condition ± SEM.





Endogenous Activation of Adenosine A2A Receptors Increases Rod-Cone Coupling at Night

Recent evidence suggests that activation of A2ARs on cone terminals increases phosphorylation of connexin35 protein at the gap junctions between rods and cones (Li et al., 2009, 2013). However, it is not known whether endogenous activation of cone A2ARs mediates the increase in rod-cone coupling at night. To test this, we injected Neurobiotin, a membrane-impermeable tracer molecule that diffuses through open (but not closed) gap junctions, into individual cones in intact neural goldfish retinas in the subjective day and night with or without A2AR ligands. We then measured the number of rods and cones to which the fluorescent tracer diffused in each condition.

We found that under control conditions tracer was restricted to a few cells in the subjective day, indicating weak rod-cone coupling. In the presence of the general A2R (A2AR and A2BR) agonist 2-p-(2-Carboxyethyl)phenethylamino-5′-N-ethylcarboxamidoadenosine (CGS21680; 10 μM) during the subjective day the number of rods and cones containing tracer was significantly greater than observed during the subjective day under control conditions (Figures 7A,C,D), indicating strong rod-cone coupling. In contrast, in the presence of the selective A2AR antagonist SCH442416 (0.5 μM; Tocris, Minneapolis, MN, USA) during the subjective night the number of cells containing tracer was significantly lower compared to extensive diffusion of tracer into rods and cones in the subjective night under control condition (Figures 7B–D). These tracer coupling results, together with the finding that a circadian clock in the retina itself increases adenosine at night (Figures 3, 5), suggest that adenosine acts as a circadian clock signal for the night. The retinal clock increases endogenous A2AR activation at night, which increases the extent of rod-cone coupling.
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FIGURE 7. Circadian rhythm in rod-cone tracer coupling is mediated by endogenous activation of adenosine A2A receptors. (A,B) Representative examples of the extent of Neurobiotin tracer diffusion through rod-cone gap junctions in the subjective day and night under four experimental conditions. (A) Only a few cells contained tracer after iontophoresis of neurobiotin during the subjective day whereas the presence of CGS21680 (CGS; 10 μM) during the subjective day increased the number of photoreceptor cells that contained tracer. (B) Tracer diffused into many cells during the subjective night (control) whereas the presence of SCH442416 (SCH; 0.5 μM) decreased the number of fluorescent cells. In each of the panels (A,B), a confocal image of a whole-mount retina at the level of the rod inner segments is shown on the left, and a perpendicular view of the 3D reconstruction of the photoreceptor cells from the same retina is shown on the right. Some cones (arrowheads) and rods (arrows) are indicated in the panels on the right. In all cases, Neurobiotin was iontophoresed into individual cones in intact goldfish neural retinas (1 cone/retina) in an identical manner, i.e., by maintaining the recorded cells at +20 mV for 10 min. (A,B) Scale bars: 50 μm. (C) The Average number of stained photoreceptor cells following neurobiotin injections into individual cones in intact goldfish neural retinas (one cone/retina) under four dark-adapted experimental conditions. The number of tracer-coupled cells in the subjective night (control; n = 4, filled bar) was significantly greater (p < 0.01; unpaired Student’s t-test) than subjective night with SCH (0.5 μM; n = 4, striped bar). Also, the number of tracer stained cells in the subjective day in the presence of CGS (10 μM; n = 4, stippled bar) was significantly greater (p < 0.01; unpaired Student’s t-test) than subjective day control (n = 5, open bar). (D) The average number of stained cones (open bars) and rods (filled bars) (following Neurobiotin injections into individual cones (1 cone/retina) under the same experimental conditions as in (A). The number of tracer-coupled cones and the number of tracer-coupled rods in the subjective night (control) were greater than the subjective night with SCH (0.5 μM; p < 0.01 for both rods and cones; unpaired Student’s t-test). Also, the number of tracer-coupled cones and the number of tracer-coupled rods in the subjective day in the presence of CGS (10 μM) were greater than the subjective day (control; p < 0.01 for both rods and cones; unpaired Student’s t-test). ##p < 0.01.



In addition to measuring the extent of tracer coupling between photoreceptor cells, one can assess whether rod-cone gap junctions are functionally open or closed by determining whether rod input reaches cones (Ribelayga et al., 2008; Ribelayga and Mangel, 2010). Enzymatically isolated rods respond to 100-fold dimmer light stimuli than isolated cones. However, because cones in intact retinas receive rod signals through open rod-cone gap junctions at night, they respond to stimuli that are as dim as those to which isolated rods respond.

We, therefore, performed whole-cell patch-clamp recordings of individual cones in intact goldfish retinas in the subjective day and night with or without A2AR ligands. On the subjective day, the average cone light response threshold was ~ −6.2 log I0 and responses were sharp and fast (Figures 8, 9A,B). In contrast, during the subjective night average cone light response threshold was ~ −7.2 log I0 (i.e., in the scotopic range, intensities to which isolated rods—but not isolated cones—respond), and light responses were significantly slower and longer in duration, indicating substantial rod input to cones (Ribelayga et al., 2008). Average cone light response threshold (~−6.0 log I0) and light response kinetics in the presence of SCH442416 (0.5 μM) during the subjective night resembled those observed during the subjective day (Figures 8, 9A,B), suggesting that endogenous activation of A2ARs at night increases rod input to cones. Conversely, average cone light response threshold (~−7.5 log I0) and average light response kinetics in the presence of CGS21680 (10 μM) during the subjective day resembled those observed during the subjective night (Figures 8, 9A,B), suggesting that activation of A2ARs increases rod input to cones and that A2ARs are minimally activated during the day.
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FIGURE 8. Endogenous activation of adenosine A2A receptors increases rod input to cones at night. Representative examples of cone responses to a series of full-field white light stimuli of increasing intensity recorded during the subjective night, subjective night in the presence of SCH442416 (SCH, 0.5 μM), subjective day, and subjective day in the presence of CGS21680 (CGS, 10 μM) are shown. Cones responded to very dim light stimuli in the scotopic range during the subjective night (control) and in the subjective day in the presence of CGS, but not in the subjective day (control) and not in the subjective night in the presence of SCH.
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FIGURE 9. Endogenous activation of A2ARs at night increases the sensitivity of cones to dim light stimuli and decreases cone input resistance. (A,B) Average intensity-response curves of cones (A) and average cone light response threshold (B) were measured during the subjective night (control; filled diamonds), subjective night in the presence of SCH (0.5 μM; stars), subjective day (open circles) and subjective day in the presence of CGS (10 μM; open triangles). (A) Average intensity-response curves of cones reveal that cones were more responsive at all intensities tested when recordings were obtained during the subjective night (control) and in the subjective day with CGS compared to the subjective day (control) and the subjective night in the presence of SCH. (B) Average cone light response threshold (intensity required to elicit a 0.5 mV response) was significantly lower in the subjective night (control) compared to the subjective night in the presence of SCH (P < 0.05; unpaired Student’s t-test), and in the subjective day with CGS compared to the subjective day (control; P < 0.05; unpaired Student’s t-test). All data points represent averaged responses to three stimuli at each intensity from 4–5 different retinas (1 cone/retina). (C) Relationship between peak membrane current (pA) and membrane (holding) potential (mV) of cones during the subjective night (control, N-Veh), subjective night in the presence of SCH (N-SCH), subjective day (control, D-Veh;), and subjective day in the presence of CGS (D-CGS) is shown. (D) Averaged cone input resistance was derived from these IV curves (one measurement/retina). The presence of SCH in the subjective night significantly increased (P < 0.05, unpaired Student’s t-test) cone input resistance (241 + 24 M-ohms, n = 6) compared to that measured in the subjective night (control; 166 + 17 M-ohms, n = 4). Also, the presence of CGS in the subjective day significantly decreased (P < 0.05, unpaired student’s t-test) cone input resistance (156 + 9 M-ohms, n = 4) compared to that measured in the subjective day (control; 302 + 41 M-ohms, n = 4). (C,D) The peak current was recorded when cones were voltage-clamped at −30 mV and stepped (duration 200 ms every 400 ms) from −90 mV to +30 mV in 10 mV increments. Input resistance calculations were restricted to holding potentials between −30 mV and −80 mV, the physiological voltage range for cones in which the relationship between voltage and current is relatively linear. #p < 0.05; *p < 0.05.



In the case of neurons that form gap junctions with neighboring cells, the overall input resistance reflects gap junction resistance in addition to membrane resistance. Thus, input resistance measurements can reveal changes in gap junction resistance. We, therefore, derived cone input resistance from I-V measurements (Figures 9C,D). Cones had lower input resistance in the subjective night (165.6 ± 17 MΩ) than in the subjective day (302.0 ± 41 MΩ, p < 0.05), a finding consistent with decreased photoreceptor gap junction resistance in the subjective night than subjective day. Moreover, average cone input resistance was significantly lower in the presence of CGS21680 (10 μM) during the subjective day (156 ± 9 MΩ, p < 0.05; unpaired student’s t-test) compared to the subjective day under control conditions. Also, average cone input resistance was significantly greater in the presence of SCH442416 (0.5 μM) during the subjective night (241 ± 24 MΩ, p < 0.05; unpaired student’s t-test) compared to the subjective night under control conditions. These results are consistent with the view that endogenous activation of A2ARs at night increases the conductance of rod-cone gap junctions.



Endogenous Activation of Adenosine A2ARs at Night Increases Rod Input to Cone Horizontal Cells

If the retinal circadian clock uses adenosine to modulate rod-cone coupling and rod input to cones, then one should observe daily rhythms in rod input to cells post-synaptic to cones such as cHCs (Figure 1). By measuring responses to white and spectral light stimuli, previous work has shown that a circadian clock regulates rod input to cHCs in the goldfish retina by activating cone D4Rs (Wang and Mangel, 1996; Ribelayga et al., 2002, 2004). Specifically, the light responses of L-type cHCs during the subjective day are cone-mediated and similar to those previously reported (Naka and Rushton, 1966; Wang and Mangel, 1996). Conversely, the light responses of these horizontal cells are rod-dominated at night. As observed with rod horizontal cells, the responses at night are slower, smaller in size, and longer in duration, and the light response threshold is lower (Wang and Mangel, 1996).

To determine whether the clock also uses adenosine to mediate its effects, fish cHCs were recorded during the subjective day and night and a series of pharmacological manipulations performed while measuring responses to white light stimuli of different dim intensities. Application of 3, 7-Dimethyl-1-(2-propynyl)xanthine (DMPX, 10 μM; Sigma–Aldrich), a general A2-like (A2AR and A2BR) receptor antagonist, or SCH442416 (0.5 μM) during the subjective night reduced rod input and increased cone input (Figures 10A,B, 11A,B) so that the responses resembled those typically observed in the subjective day. No difference in the effects of these antagonists was observed. Conversely, application of (CGS21680, 10 μM) during the subjective day increased rod input and decreased cone input to goldfish cHCs, a state typically observed during the subjective night in which the cells respond to very dim (i.e., low scotopic) stimuli (Figures 10C, 11A,B). Similar results were obtained when NBTI (10 μM) was added to the superfusate during the subjective day (data not shown). Also, the specific A1R antagonist 1,3-Dipropyl-8-cyclopentylxanthine (DPCPX, 10 μM) had no effect when applied during the subjective night (Figure 10D) or day (data not shown). These findings demonstrate that the retinal clock uses endogenous adenosine and adenosine A2AR activation to modulate rod and cone input to cHCs.


[image: image]

FIGURE 10. Endogenous activation of adenosine A2ARs increases rod input and decreases cone input to goldfish retinal L-type cone horizontal (H1) cells at night. (A,B) Superfusion of DMPX (10 μM) or SCH442416 (0.5 μM) during the subjective night decreased rod input and increased cone input to L-type (H1) cHCs. No difference in the effects of DMPX and SCH442416 were observed. (C) Superfusion of CGS21680 (10 μM) during the subjective day introduced rod input and decreased cone input to L-type cHCs so that light responses resembled those typically obtained during the subjective night. (D) Superfusion of DPCPX (10 μM) during the subjective night had no effect. The recordings shown are representative of results obtained from between 6 and 9 cells in each experimental condition. In each case, control and test drug light responses were obtained from the same cell.
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FIGURE 11. Endogenous activation of A2ARs modulates light sensitivity and spectral sensitivity of L-type cHCs in the day and night. (A,B) Average normalized intensity-response curves of cHCs (A) and average cHC light response threshold (B) were recorded during the subjective night and subjective day before and after drug applications. Responses of each cell to light stimuli were measured in the subjective day and night both before and after drug applications. (A) Following superfusion of SCH or DMPX during the subjective night, average normalized intensity-response curves reveal that cHCs became less responsive to light stimuli at a range of intensities (−7 to −5 log Io) compared to before drug application. Also, the superfusion of CGS during the subjective day increased the responsiveness of the cells. Data in each experimental condition were normalized separately and averaged (see “Materials and Methods” section). All data points represent averaged normalized light responses from 6–9 different retinas (1 cell/retina). (B) Superfusion of SCH or DMPX during the subjective night significantly increased (p < 0.01; paired Student’s t-test) average light response threshold (intensity required to elicit a 0.5 mV response) compared to before drug application during the subjective night. Also, superfusion of CGS during the subjective day significantlydecreased (p < 0.05; paired Student’s t-test) the average response threshold. (A,B) SCH and DMPX data were pooled because no difference in their effects was observed. (C) The average spectral sensitivity of goldfish L-type cHCs resembled that of red (625 nm) cones (Harosi and MacNichol, 1974) during the subjective day, but resembled that of goldfish rods (Schwanzara, 1967) during the subjective night. Application of either SCH442416 (0.5 μM) or DMPX (10 μM) during the subjective night altered the average spectral sensitivity of L-type cHCs to resemble that of goldfish red (625 nm) cones, rather than goldfish rods. No difference in the effects of SCH442416 and DMPX was observed so the data were pooled. Each data point represents the average of 5–8 cells (1 cell per retina). *p < 0.05; **p < 0.01.



In addition to showing that cHCs respond to very dim (i.e., low scotopic) stimuli at night but not in the day, spectral sensitivity measurements have demonstrated that rod input to cHCs is modulated by endogenous activation of D4Rs (Wang and Mangel, 1996; Ribelayga et al., 2002, 2004). L-type (H1) cHCs, a sub-type of cHC, receive synaptic contact primarily from red (625 nm) cones (Stell and Lightfoot, 1975) and spectral sensitivity measurements during the subjective day (Figure 11C; Wang and Mangel, 1996; Ribelayga et al., 2002) support this. Figure 11C also shows that application of SCH442416 during the subjective night altered the average spectral sensitivity of L-type cHCs to resemble that of goldfish red cones (Harosi and MacNichol, 1974) and L-type cHCs during the day, rather than that of rods (Schwanzara, 1967).

The greater relative sensitivity of L-type cHCs to far red stimuli during the subjective night, compared to rods, has been reported previously (Wang and Mangel, 1996; Ribelayga et al., 2002) and may indicate that L-type cHCs receive some input from red cones at night, even though they are mainly driven by rods. A greater than expected sensitivity at night to far red stimuli was also observed in goldfish and Japanese quail electroretinogram studies (Barlow, 2001).




DISCUSSION

This study demonstrates that a circadian clock in the retina itself controls adenosine levels and activation of cone adenosine A2ARs, which modulates neuronal light responses daily. More specifically, the results reported here show the following: (1) both extracellular and intracellular adenosine in the goldfish retina are modulated by a circadian clock and the background light level so that adenosine is highest at night in the dark (Figure 3); (2) the circadian clock that increases adenosine at night is located in the neural retina itself (Figure 5); (3) the circadian clock increases extracellular adenosine at night by increasing adenosine content so that inward transport of adenosine via equilibrative transport is stopped (Figure 4); (4) the level of extracellular adenosine is independent of melatonin and dopamine receptor activation (Figure 6) and dependent on enzymatic conversion of ATP into AMP and AMP into adenosine (Figure 4); and (5) the circadian clock- and darkness-induced increase in adenosine at night activates photoreceptor adenosine A2ARs, which enhance rod-cone gap junction coupling (Figure 7) and rod input to cones (Figures 8, 9) and cHCs (Figures 10, 11). As a result, very dim light signals from rods reach cones and cHCs at night (but not in the day) due to endogenous activation of cone A2ARs.

The increase in cone A2AR activation at night, which increases rod-cone coupling, plays a key role in producing the large day/night difference in the rod-cone coupling that has been observed (Ribelayga et al., 2008). This is because although rod-cone gap junctions are strongly uncoupled by the circadian clock-mediated increase in cone D4R activation in the day, cone D4Rs are NOT activated at night in the dark (Ribelayga et al., 2002, 2008), Thus, together with previous findings concerning circadian clock regulation of the melatonin/dopamine system (Mangel, 2001; Mangel and Ribelayga, 2010), the results reported here show that circadian clock activation of cone A2ARs at night increases rod-cone coupling and rod input to cones and cHCs, while circadian activation of cone D4Rs in the day decreases rod-cone coupling and rod input to cones and cHCs (Figure 12). These opposite effects of the adenosine and melatonin/dopamine pathways enhance the day/night differences in rod-cone coupling and the sensitivity of cones and cHCs to very dim light stimuli, thus enhancing visual performance at night in a moonless environment and in the day when it is bright (see below).
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FIGURE 12. Schematic diagram showing adenosine- and melatonin/dopamine-mediated circadian clock pathways in the fish retina. Results in this study show that a circadian clock in the retina itself increases extracellular adenosine at night. The retinal clock is proposed to increase energy metabolism at night so that the extracellular level of adenosine increases. This in turn enhances activation of A2ARs on rods and cones. As a result, intracellular cAMP and PKA activity levels in photoreceptors increase, thus enhancing the conductance of rod-cone gap junctions so that rod input to cones and then to cHCs is enhanced. Conversely, a clock-induced decrease in energy metabolism in the day lowers extracellular adenosine and A2AR activation. This lowers intracellular cAMP and PKA which closes rod-cone gap junctions so that rod input to cones and cHCs is decreased. This clock-controlled adenosine pathway is parallel to the clock-controlled melatonin/dopamine system. Previous work has shown that a retinal circadian clock increases melatonin synthesis and release during the night, which inhibits the release of dopamine from dopaminergic amacrine cells sufficiently so that D4Rs on photoreceptor cells are not activated. In contrast, the retinal clock decreases melatonin in the day, which enhances dopamine release, resulting in volume diffusion of dopamine throughout the retina and activation of D4Rs on rods and cones. This decreases intracellular cAMP and PKA activity levels in photoreceptors, which lowers the conductance of rod-cone gap junctions so that rod input to cones and cHCs is reduced. Note that separate circadian clocks may influence adenosine vs. melatonin/dopamine although one clock is depicted here controlling both pathways. See “Discussion” section for further details.



Moreover, the results here establish that adenosine acts as an effector of the retinal clock. This conclusion was achieved by showing that circadian variations in adenosine persisted when the retina was explanted and cultured for several 24-h cycles in constant conditions (Figure 5). Electrophysiological and pharmacological experiments have further demonstrated a link between the circadian variation in adenosine and the day/night difference in the extent of rod-cone gap junction coupling (Figure 7) and rod input to cones and cHCs (Figures 8–11).

It is worth noting that the results reported here on goldfish retina can very likely be generalized across species including mammals because circadian pathway components and activity in the cone synapse are conserved across vertebrate species. For example, both A2A and D4 receptors are located on cones in a variety of mammalian and non-mammalian retinas (Blazynski, 1990; Kvanta et al., 1997; Witkovsky, 2004; Li et al., 2013; Lohr et al., 2014; Dos Santos-Rodrigues et al., 2015), and a circadian clock in fish, rabbit and mouse retinas increases rod-cone coupling at night and decreases it in the day (Ribelayga et al., 2008; Ribelayga and Mangel, 2010).


Mechanisms and Effects of Circadian Clock and Light/Dark Adaptive Control of Retinal Adenosine

The following observations in goldfish and rabbit retina support the conclusion that extracellular adenosine is produced extracellularly from the conversion of extracellular ATP into adenosine via the sequential actions of an ectoATPase and an ectonucleotidase and not from the intracellular conversion of AMP via the action of an endonucleotidase of extracellular origin: (1) ectoATPase and ectonucleotidase expression and activity are detected in the vertebrate retina (Braas et al., 1986; Blazynski, 1989; Blazynski et al., 1989; Paes de Carvalho et al., 1990); and (2) blockade of these enzymes dramatically decreases extracellular adenosine levels (Figure 4 here; Ribelayga and Mangel, 2005). Moreover, evidence indicates that ATP is present in the extracellular compartment and is released from Muller glial cells (Newman, 2015) and/or co-released synaptically with glutamate from photoreceptors (Dunwiddie and Masino, 2001; Latini and Pedata, 2001) or with GABA from dopaminergic amacrine cells (Ho et al., 2015). The synaptic origin of ATP is in agreement with the suppressive effect of light on adenosine overflow (Figure 3; Ribelayga and Mangel, 2005). Also, the fact that light did not totally inhibit adenosine overflow is in accord with a non-clock and non-light/dark regulated source of ATP that may originate from glial cells. We thus conclude that most extracellular adenosine in the retina originates from the extracellular conversion of ATP released from Muller glial cells, dopaminergic amacrine cells, and/or photoreceptor terminals. Also, we cannot exclude that in vivo a fraction of retinal extracellular ATP originates from retinal pigment epithelial cells (Pearson et al., 2005). Finally, because the release of ATP from dopaminergic amacrine cells can increase extracellular adenosine, it seems possible that dopaminergic amacrine cells may mediate both a light-adaptive signal via the release of dopamine and a dark-adaptive signal via the release of ATP and its subsequent extracellular conversion into adenosine.

In addition to the finding that extracellular adenosine is greater following maintained darkness than following maintained illumination, our results suggest a mechanism by which the retinal clock increases extracellular adenosine at night compared to the day. The level of extracellular adenosine reflects the rate of extracellular conversion of adenosine, the level of intracellular adenosine, and the rate and polarity of equilibrative adenosine transport. The findings that the equilibrative transport blocker, NBTI, had no effect during the subjective night but increased extracellular adenosine in the subjective day (Figure 4) suggest which one of three major possibilities is correct. First, the increase in intracellular adenosine content at night might be sufficient to reverse its inward flux so that it is transported outwards. We can rule out this possibility because if this were the case, we would have seen a decrease in extracellular adenosine in the presence of NBTI (Figure 4; Ribelayga and Mangel, 2005). Second, the clock might increase the extracellular production of adenosine at night. However, if this were so, we would have observed an increase in extracellular adenosine in the presence of NBTI (Figure 4). Third, the clock might lower adenosine reuptake activity at night. In fact, this is likely the case because NBTI did not have any effect on extracellular adenosine at night (Figure 4B; Ribelayga and Mangel, 2005), suggesting that transport activity was minimal. Because the clock increases intracellular adenosine content at night (Figure 3; Ribelayga and Mangel, 2005), it likely stops the inward flux of adenosine at night by increasing intracellular adenosine content and not by reducing transporter activity. Indeed, the latter possibility is consistent with a decrease in adenosine content at night. Therefore, considered together, our results suggest that the retinal circadian clock increases intracellular adenosine content at night sufficiently to stop its inward flux, so that adenosine accumulates in the extracellular space.

Because a circadian clock increases energy metabolism in both fish (Dmitriev and Mangel, 2000, 2004) and rabbit retina (Dmitriev and Mangel, 2001), likely, the clock-induced increase in the level of intracellular adenosine at night is due to a circadian-induced increase in energy metabolism (Figure 12). An attractive hypothesis is that neural activity and oxygen consumption may increase at night due to the action of the clock so that a slightly hypoxic condition is generated, thereby triggering the intracellular accumulation of AMP, a substrate for adenosine. In support of this, anoxic and hypoxic experimental conditions increase adenosine content and overflow in rabbit retinas (Ribelayga and Mangel, 2005).

It is important to note that a limitation of our technique is that we measure global overflow and the content of endogenous adenosine, and this may likely underestimate local variations in adenosine concerning specific retinal layers. Although the retinal adenosine system is well conserved among vertebrates, it is not homogeneously expressed in different retinal layers (Blazynski and Perez, 1991). For instance, 5′-nucleotidase activity is detectable mainly in the outer retina, whereas adenosine deaminase is expressed in the inner layers of the retina, where adenosine immunoreactivity is mostly found (Braas et al., 1986; Blazynski, 1989; Blazynski et al., 1989; Paes de Carvalho et al., 1990). Also, [3H]-adenosine reuptake occurs mainly in the inner nuclear and ganglion cell layers (Blazynski et al., 1989; Blazynski and Perez, 1991). In goldfish, rod horizontal cells represent the main cell-type that takes up radiolabelled adenosine (Studholme and Yazulla, 1997). Taken together, these data suggest that the inner retina acts as a sink that scavenges adenosine produced extracellularly in the outer retina. Yet, despite these limitations, our direct measurements of endogenous adenosine confirm the presence of a functional adenosine system in the vertebrate retina and establish that it is controlled by both the background light level and a circadian clock located in the neural retina itself.



On the Relationship Between the Retinal Clock, Dopamine, Melatonin, and Adenosine

Although melatonin and dopamine have been characterized as major outputs of the vertebrate retinal clock (Mangel, 2001; Iuvone et al., 2005; Besharse and McMahon, 2016), our results suggest that the circadian variation in the level of adenosine is independent of endogenous melatonin and dopamine receptor activation and the circadian rhythms in melatonin and dopamine. These observations further suggest either that a single retinal clock has two distinct outputs (Figure 12) or that there are two distinct circadian clocks in the vertebrate retina, one controlling melatonin signaling and the other controlling adenosine signaling. Given the widespread expression of circadian clock components in the retina (McMahon et al., 2014), either possibility might be correct. However, evidence suggests that rhythmic melatonin synthesis occurs primarily within the photoreceptor layer whereas adenosine accumulates in cells of the inner retina. This difference suggests that the two circadian pathways may indeed rely on separate clocks located in different retinal layers. Recent research has demonstrated that each retinal layer contains functional circadian clocks (Jaeger et al., 2015) but the specific clock cell types that control melatonin and adenosine levels remain to be identified.

Whereas manipulating melatonin or dopamine signaling did not significantly affect adenosine overflow or content (Figure 6), previous studies have reported a facilitating effect of adenosine on melatonin production in the vertebrate retina (Haque et al., 2003; Ivanova and Iuvone, 2003a,b), as well as an inhibitory effect on dopamine release (Michaelis et al., 1988; Crosson et al., 1994). The nighttime increase in extracellular adenosine may therefore reinforce the effects of the clock on the melatonin and dopamine systems at night. Thus endogenous adenosine may augment the day/night difference in rod-cone coupling by increasing coupling at night in two distinct ways: (1) by directly activating A2ARs on cones, as described in this study; and (2) by potentiating the action of the clock on melatonin production to synergistically inhibit dopamine release.



Physiological Consequences of the Clock-Controlled Adenosine Rhythm

The A2AR-mediated increase in the coupling between photoreceptors at night enhances the signal-to-noise ratio and the reliability of rod responses to dim visual stimuli (Lamb and Simon, 1976), especially to large dim objects (Ribelayga et al., 2008; Mangel and Ribelayga, 2010; Ribelayga and Mangel, 2010; Jin et al., 2015). Also, increased photoreceptor coupling may improve contrast detection and detection of small spatial details (Lebedev et al., 1998). Moreover, the opposite effects of endogenous activation of cone A2ARs and D4Rs in modulating rod-cone coupling may facilitate the switch between rod and cone circuit function at dusk and dawn.

Our observations of the role of adenosine in the circadian clock and dark-adaptive processes in the outer retina are consistent with previously reported effects of exogenous adenosine on the biochemistry and physiology of the outer retina. These include the facilitating effects of adenosine on cone myoid elongation in the fish retina (Rey and Burnside, 1999) and on melatonin synthesis in chicken (Haque et al., 2003), processes known to occur at night under the control of a circadian clock. Adenosine has also been reported to have a variety of inhibitory effects. In the tiger salamander, adenosine inhibits rod opsin mRNA expression (Alfinito et al., 2002), calcium influx through L-type calcium channels in rods (Stella et al., 2002), and cones (Barnes and Hille, 1989), suggesting that adenosine inhibits glutamate release. Adenosine is also a competitive inhibitor of rhodopsin kinase, and thus inhibits rhodopsin phosphorylation (Donner and Hemilä, 1985; Palczewski et al., 1988).

In summary, a circadian clock in the vertebrate retina itself controls endogenous adenosine levels and A2AR activation in a manner that is independent of melatonin and dopamine receptor activation. A clock-mediated increase in A2AR activation at night augments rod-cone coupling and rod input to cones and cHCs. These effects, together with the effects of a separate melatonin/dopamine clock system in the retina that strongly decreases rod-cone coupling in the day, act in concert to enhance the day/night difference in rod-cone coupling. Clock control of rod and cone pathways in the outer retina thus facilitates detection of large, very dim objects at night and fine spatial details in the day, enhancing the ability of animals to survive as the visual environment changes daily.
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The goal of sensory processing is to represent the environment of an animal. All sensory systems share a similar constraint: they need to encode a wide range of stimulus magnitudes within their narrow neuronal response range. The most efficient way, exploited by even the simplest nervous systems, is to encode relative changes in stimulus magnitude rather than the absolute magnitudes. For instance, the retina encodes contrast, which are the variations of light intensity occurring in time and in space. From this perspective, it is easy to understand why the bright plumage of a moving bird gains a lot of attention, while an octopus remains motionless and mimics its surroundings for concealment. Stronger contrasts simply cause stronger visual signals. However, the gains in retinal performance associated with higher contrast are far more than what can be attributed to just a trivial linear increase in signal strength. Here we discuss how this improvement in performance is reflected throughout different parts of the neural circuitry, within its neural code and how high contrast activates many non-linear mechanisms to unlock several sophisticated retinal computations that are virtually impossible in low contrast conditions.
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INTRODUCTION

Sensory systems encode aspects of an animal’s environment that aid in its survival. However, sensory neurons have a limited dynamic range to encode their environmental inputs whose range of possible values span orders of magnitude. For example, light intensities vary over 12 orders of magnitude whereas photoreceptor responses are limited to an ≈10 mV range. The challenge faced by all sensory systems is how to encode such wide ranges of possible values while still being sensitive enough to detect and encode the subtle variations occurring within these values.

The visual system accomplishes this task by encoding contrast; changes relative to a certain baseline rather than absolute light intensities. In the retina, contrast computations are a recurrent motif repeated throughout the various processing stages and reflected within the very circuitry itself. First, the phototransduction cascade’s logarithmic transformation of light intensities presents downstream processes with a set of optimally encoded temporal contrasts (Van Hateren, 1997; Van Hateren and Snippe, 2006). Later, in the cone synaptic terminals, lateral inhibition from horizontal cells subtracts the average output of surrounding cones from the cone’s response, thereby creating the center-surround organization of downstream bipolar cells (Figure 1A). On the other side of the synapse, bipolar cells split the cone signal into two distinct neuronal pathways, ON and OFF. The ON pathway depolarizes when light intensities in the center are greater, and the OFF when center light intensities are less than in the surround. Next, contrast computations occur again in the inner plexiform layer, where lateral inhibition from amacrine cells modify either the pre or post and sometimes both, synaptic sides of the bipolar cell ganglion cell junction. This gives rise to the final center-surround organization of the ganglion cells, whose output is sent to the brain via the optic nerve (Figure 1A).
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FIGURE 1. Retina: structure and model. (A) Schematic representation of the retinal circuitry for photopic vision. Republished with permission of McGraw Hill LLC, from Kandel (2013); permission conveyed through Copyright Clearance Center, Inc. (B) A Linear Non-linear model describes a neuron as a combination of a linear filter (left) and a static (instantaneous and memoryless) non-linearity (right). The amplitude of the filter response describes the neuronal gain, while the time course describes the kinetics. Neurons adapt both their gain and their kinetics depending on the contrast levels they encounter. High contrast: low gain and fast kinetics (gray line and filled dots). Low contrast: high gain and slow kinetics (black line and open dots). Reprinted with permission from Kim and Rieke (2001), Copyright (2001) Society for Neuroscience. (C) The filter amplitude and the slope of the non-linearity can be interchangeably scaled up and down. This allows one to fix the gain of the non-linearity (right) to describe all gain changes by the single parameter, the amplitude of the filer impulse-response (left). Reprinted with permission from Kim and Rieke (2001), Copyright (2001) Society for Neuroscience.



In this review article, we discuss how contrast signals activate a number of the non-linear mechanisms throughout the retina, which profoundly shapes retinal functioning. For simplicity, and to constrain the length of this review, we largely limit our discussions to temporal contrast signals and only occasionally venture into the world of spatial contrast. For two excellent reviews on the spatial aspects of contrast adaptation please see Gollisch and Meister (2010) and Gollisch (2013). First, we discuss contrast-dependent changes to neuronal response gain and kinetics (“Basics of Contrast Adaptation” section), then how high contrast signals optimize the metabolic cost of retinal signal processing (“Contrast and Efficiency” section), and finally how some sophisticated retinal computations such as prediction and feature extraction are only possible under certain contrast conditions (“A Diverse Set of Retinal Computations Depends on the Contrast Strength” and “Adaptation of Inhibition” section).



BASICS OF CONTRAST ADAPTATION

Generally speaking, the visual experience is composed of both abrupt changes and frequently occurring changes. The first is encountered when an object suddenly appears in an animal’s visual field either because the object moved or the animal did. The corresponding sudden change of signal within a retinal neuron’s receptive field is most parsimoniously described by the Weber contrast metric. On the other hand, an animal is embedded in an environment full of features varying over temporal, spatial, illuminance, and chromatic scales. By moving its eyes, head, or self to look around the scene an estimate of the average level of variance develops for the animal’s visual system. This average variance level that builds up over some time is best described by the root-mean-square (r.m.s.) contrast, which is usually defined as the ratio between the standard deviation and the mean of light intensities within a region. This definition is relatively intuitive considering the standard deviation is a measure of fluctuation and visual contrast is nothing more than fluctuations in light intensity. The r.m.s. metric simply scales the amount a set of values fluctuate by the mean of said values.

In natural scenes from a nearly featureless pale winter’s day to the starkly contrasting bright and dark patches of dappled summer sunlight flickering through the canopy of trees, the visual system encounters a wide range of both types of contrasts. To operate under such varying contrast levels many retinal neurons adapt to their local contrast condition by altering their input-output transformation, reflected by changes in sensitivity, kinetics, connectivity, spatial and temporal frequency tuning, and even the nature of the computation performed (see “A Diverse Set of Retinal Computations Depends on the Contrast Strength” section). Despite such complexity, all of these adaptational processes emerge from two basic reactions to contrast alterations: changes in the amplitude of output produced by a unit of the input signal (gain) and signal processing speed (kinetics).

A common approach to assessing neuronal input-output transformations is to treat the neuron as a Linear Non-linear system (LN), where inputs are first linearly filtered and then passed through a static (instantaneous and memoryless) non-linearity (Kim and Rieke, 2001). Figure 1B illustrates how contrast-dependent changes in a neuronal input-output relation are depicted by the LN approximation. The shape of the filter reflects changes in kinetics, while the filter amplitude and the shape of non-linearity both depict alterations in gain. Additionally, the non-linearity and filter amplitude can be interchangeably scaled (Chander and Chichilnisky, 2001; Rieke, 2001) to give a measure of the overall gain (Figure 1C). Consequently, in this framework, neuronal signal transfer properties can be explicitly characterized by gain and kinetics.

In this section, we will address contrast adaptation in terms of these two basic neuronal response features. First, we overview some general properties of gain and kinetic adaptation within the LN framework and then go on to describe the factors governing these adaptations.


Change in Gain

Gain describes the magnitude of the neuronal output caused by a unit of the input signal. Figure 1C left, where gain correlates with the filter impulse-response amplitude, illustrates how a ganglion cell response-gain changes under different r.m.s. contrast conditions. When contrast is high, neurons usually decrease their gain (gray line) to avoid saturation so that large input fluctuations still “fit” within their limited neuronal output dynamic range. Conversely, in low contrast conditions neurons increase their gain (black line) so that even small changes in the input signal evoke a response that is “perceptible” to downstream circuitry.

Such regulation of the gain occurs independently at multiple sites throughout the retina and is a well-known property of some bipolar-, amacrine-, and ganglion- cell types (Shapley and Victor, 1978; Smirnakis et al., 1997; Chander and Chichilnisky, 2001; Kim and Rieke, 2001; Rieke, 2001; Baccus and Meister, 2002; Manookin and Demb, 2006; Beaudoin et al., 2008; Wark et al., 2009; Ozuysal and Baccus, 2012). Depending on the cell type, neuronal gain in high contrast conditions can be up to almost twofold lower than occurs during low contrast.

Contrast-dependent changes in gain can arise via a neuron’s intrinsic processes or it can be inherited from upstream processes or a combination of both. For instance, gain adaptation in bipolar cells is generated by the internal properties of their dendrites while for ganglion cells it stems from the combination of decreased bipolar cell dendritic gain, synaptic depression within bipolar cell terminals, and a relatively minor contribution from the intrinsic properties of the ganglion cell sodium channels (Kim and Rieke, 2001, 2003; Baccus and Meister, 2002; Ölveczky et al., 2007; Beaudoin et al., 2008; see “Mechanics of Contrast Adaptation” section for the details). Consequently, the modulation depth of contrast dependent gain adaptation is often greater in ganglion than for bipolar cells.

The time constants over which retinal neurons adapt their gains to contrast changes also vary between the different cell types. Bipolar cells change their gain with a single time constant of 1.8 s (Rieke, 2001, but see Baccus and Meister, 2002) whereas in amacrine and ganglion cells gain adaptation occurs over at least two different timescales: within 0.1–1 s and 2–17 s of a contrast change (Victor, 1987; Smirnakis et al., 1997; Berry et al., 1999; Chander and Chichilnisky, 2001; Kim and Rieke, 2001; Baccus and Meister, 2002; Mante et al., 2005; Wark et al., 2009; Ozuysal and Baccus, 2012). To discriminate between these two types of gain adaptation the faster change is usually termed “contrast gain-control” while “contrast adaptation” refers to the slower component. The former is a reaction to a Weber contrast change while the latter is the response to r.m.s. contrast changes. Thus, contrast gain-control emphasizes novelty within the scene and prevents saturation of retinal outputs when encountering a sharp shadow or reflective highlight, whereas contrast adaptation allows the visual system to remain efficient across a wide range of contrast environments.

In some instances, retinal processes adapt to increases in contrast by increasing, not decreasing, their gain in a process known as sensitization. Within the inner retina, contrast sensitization unlocks several non-linear processes that are discussed in “Adaptation of Inhibition” section. Here we focus on an outer retinal sensitization that occurs in the cone photoreceptors. In goldfish retina, an increase in contrast can increase cone response gain by almost 20%, as their filter impulse-responses in Figure 2A show. To better understand this phenomenon, it is useful to express the linear input-output transformation component of the cone response as the frequency response curve of the filter (Figure 2B) rather than as the filter’s impulse-response (Figure 2A). These frequency response curves reveal that in high contrast conditions cones only increase their response gain for higher frequencies. This results in an overall gain increase, and hence the greater filter impulse-response amplitude (Figure 2A). However, this is not so much a true sensitization but rather results from decreased attenuation by the cone’s inner segment membrane of the higher frequency signal components of the phototransduction current. This decrease in attenuation by the cone membrane results from contrast dependent changes of its response kinetics, a form of contrast adaption covered in the next subsection.
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FIGURE 2. Basic changes in signal processing properties. (A) Contrast -dependent changes in the filter properties of the goldfish cone photoreceptors (based on data from Howlett et al., 2017). The figure shows the gain of the filter impulse-response as a function of time. In high contrast conditions, the filter impulse-response (violet line) has a larger amplitude and is narrower than in low contrast conditions (orange line), reflecting a decrease in integration time. (B) The filter frequency-response curves of cone photoreceptors change with contrast. Low contrast stimulation decreases the contribution of higher frequencies to the response (orange line) relative to high contrast stimulation (violet line, based on data from Howlett et al., 2017). (C) Contrast dependent changes in the temporal frequency tuning curve of cat Y-OFF ganglion cells. The figure shows the amplitude of ganglion cell responses to the sum of sinewaves stimulation as a function of temporal frequencies for various r.m.s. contrast levels (0.025: open circles, 0.05: rectangles, 0.1: triangles, 0.2: closed circles). An increase, in contrast, changes the ganglion cell tuning curve characteristics from low-pass (open circles) to band-pass (closed circles). Reprinted with permission from Shapley and Victor (1978), Copyright (1978) Wiley.





Change in the Kinetic Properties

Usually, the term “kinetics” refers to the neuronal processing speed and is often described by the neuronal integration time. This metric describes a neuron’s response time-course to a unitary input and it correlates with the width of the initial lobe of a neuron’s filter impulse-response (Figures 1C, 2A). Many retinal neurons are known to regulate their integration time upon changes in the stimulus contrast (Shapley and Victor, 1978; Smirnakis et al., 1997; Chander and Chichilnisky, 2001; Kim and Rieke, 2001; Rieke, 2001; Baccus and Meister, 2002; Beaudoin et al., 2008; Ozuysal and Baccus, 2012; Howlett et al., 2017).

Another way neurons can adapt their response kinetics to changes in stimulus contrast is by altering their filter properties. An example of this is shown in Figure 2C, where the linear input-output transformations of a neuron under varying contrast conditions are presented as frequency response curves. Here, when contrast is low the frequency response curve (open circles) is approximately that of a low pass filter. Then, as contrast levels increase the gain for the lower frequency stimulus components decrease as the input-output transformations shift to that of a band-pass filter (Shapley and Victor, 1978; Benardete and Kaplan, 1999; Baccus and Meister, 2002; Ozuysal and Baccus, 2012). In this subsection, we will first use a signal processing rational to describe why contrast adaption of a neuron’s integration time and bandwidth is useful before discussing the properties of these adaptations in different types of retinal neurons.

Neurons are noisy signal processing systems (Sterling and Laughlin, 2015). Neuronal noise arises from spontaneous random events occurring independently of any input signal. Some examples of noise in retinal circuits are spontaneous photopigment isomerizations, ionic channel activations, and synaptic releases. Since systems transmit and respond to signals by changing their state (vesicular release, depolarization, etc), noise obscure signal transduction and decrease certainty about the event being transmitted. Consequently, the rate of meaningful information transmission is proportional to the system’s signal-to-noise ratio (Shannon, 1948; Borst and Theunissen, 1999; Sterling and Laughlin, 2015). That is, the greater the magnitude of a system’s signal is relative to the system’s noise, the smaller the contribution noise makes to the response of the system.

Stimulus contrast levels can be considered akin to a measure of signal strength received by the system. When contrast is high, the neuronal signal-to-noise ratio is also high as the input signal varies over a wide range of values and when these large changes are encoded by a neuron they are easily distinguishable from the neuron’s inherent noise properties. However, as contrast levels decrease it becomes increasingly difficult to resolve variations in the encoded signal from those originating from system (neural) noise. In this condition, a neuron can pool the incoming signal over a longer period by increasing its integration time to improve the strength of the received signal. While this works well for slower variations in the signal that have a chance to “build-up” within the integration window it also comes with the cost that faster signal variations are averaged away. This is problematic in terms of coding efficiency. Faster variations contain more new information as their previous values are less likely to predict their current value whereas the information content of slower variations is more redundant as their current value can be more readily predicted from their previous values. Thus, a neuron needs to balance the demands of coding reliability with that of coding efficiency. To perform well under a wide range of contrast conditions this balance needs to vary following the circumstances at hand.

Adaptation of the neuronal integration time can be observed as a decrease in the filter impulse-response width upon an increase in contrast (Figure 2A). In the frequency domain, this adaptation is reflected in the extension of the neuronal bandwidth (Figure 2B). When contrast is high, neurons integrate signals more rapidly, which reduces attenuation of higher frequent stimulus components and extends the bandwidth over which a signal is encoded (Figure 2B).

This type of adaptation is a well-documented property of cones, bipolar-, amacrine-, and ganglion-cells (Shapley and Victor, 1978; Smirnakis et al., 1997; Chander and Chichilnisky, 2001; Kim and Rieke, 2001; Rieke, 2001; Baccus and Meister, 2002; Beaudoin et al., 2008; Ozuysal and Baccus, 2012; Howlett et al., 2017). The mechanisms underlying kinetic adaptation are outlined in the next subsection. For now, we will address how this form of contrast adaptation differs across retinal neurons.

First, the kinetic adaptation of cone photoreceptors and inner retinal neurons occurs over very different time scales. When contrast levels shift, inner retinal neurons change their kinetics almost instantaneously, within the time course of signal integration (Shapley and Victor, 1978; Ozuysal and Baccus, 2012) whereas photoreceptors alter their processing speed over about 1.5 s (Howlett et al., 2017; Kamermans et al., 2017). This suggests the processes underlying kinetic adaptation in the outer and inner retina compute slightly different features of the visual scene. We will return to this topic in “Mechanics of Contrast Adaptation” section.

Second, many species demonstrate notable asymmetries in the kinetic adaptation of their ON and OFF pathways (primates: Chander and Chichilnisky, 2001; rodents: Beaudoin et al., 2008; amphibians: Kim and Rieke, 2001; Rieke, 2001; Ozuysal and Baccus, 2012). While OFF bipolar-, amacrine-, and ganglion-cells exhibit pronounced contrast depended on changes to their integration times, their ON counterparts show considerably smaller adaptive responses. For instance, salamander OFF bipolar cells respond to an increase in r.m.s. stimulus contrast by reducing their integration time by 8% whereas ON-bipolar cells do not seem to adapt their kinetics at all (Rieke, 2001). However, it is currently unclear if the ON-bipolar cells did not adapt their response kinetics because they are unable to do so or because the stimulus used was unable to deliver sufficient “effective” contrast to induce an adaptive response.

Like many other contrast adaptation investigations, Rieke (2001) used white noise stimuli to deliver various contrast conditions. Different contrast levels are produced by varying the fluctuation range of the stimulus values, and the contrast levels delivered calculated as the r.m.s. of the stimulus values used. A key characteristic of white noise stimuli is that when decomposed into a frequency spectrum by Fourier analysis their resulting power spectral density is approximate flat. This means each discrete frequency within the spectra, usually bandlimited to a maximum frequency anywhere between 30 and 100 Hz, has about the same amplitude (Chander and Chichilnisky, 2001; Kim and Rieke, 2001; Bonin et al., 2006; Beaudoin et al., 2008; Wark et al., 2009; Appleby and Manookin, 2019). However, vertebrate photoreceptors are not well suited to process these types of stimuli as most of the higher frequency fluctuations in the stimulus occur on time scales outside the operation range of photoreceptors. For instance, the frequency response curve shown in Figure 2B indicates that goldfish cones are tuned to relatively low frequencies. Hence, for a 30 Hz band-limited white noise stimulus, most of the light intensity fluctuations occurring above approximately 10 Hz would be barely “perceived” as fluctuations by the cones. Rather, they are “perceived” as steady illumination. Thus, the actual contrast delivered to the retina, the “effective” contrast, is much lower than indicated by contrast levels calculated using the stimulus values. Indeed, when 30 Hz bandlimited white noise stimuli were used on cone photoreceptors they showed no evidence of contrast adaptation (Rieke, 2001; Baccus and Meister, 2002; Howlett et al., 2017). However, when stimulus power was concentrated within the cone temporal bandwidth to deliver higher levels of “effective” contrast, cones adapted their integration time in response to contrast changes (Howlett et al., 2017).

Stimuli that can deliver high levels of “effective” contrast have a preponderance of lower frequencies, which is also a well-known property of the naturalistic, real-world signals (Atick, 1992; van Hateren, 1992; Dan et al., 1996; Van Hateren, 1997). It remains to been seen if under these types of stimulus conditions ON-bipolar cells will exhibit contrast-dependent kinetic adaptation. Presumably, their response kinetics will reflect changes in the integration time of the upstream photoreceptors. But could it be that such conditions also unlock intrinsic adaptive mechanisms within ON-bipolar cells? Similarly, do other retina neurons thought not to adapt to contrast like horizontal cells (e.g., Rieke, 2001; Baccus and Meister, 2002) simply require more “effective” contrast changes to do so? In any case, one thing is clear. If there is an intrinsic ON-bipolar cell mechanism it is far less sensitive to contrast changes than the OFF bipolar cell mechanism, which was sensitive to the small “effective” contrast changes delivered by white noise stimuli.

The inability of white noise stimuli to induce contrast dependent adaptive responses in cone photoreceptors underscores the importance of using appropriate stimuli, particularly when studying sensory neurons. Using stimuli that have little in common with the environmental signals sensory neurons have evolved to process simply will not elicit their full neuronal response repertoire. In addition to how stimulus power is distributed across frequencies, many widely used visual stimuli also fail to capture the distributions of contrasts occurring within natural scenes. In any natural scene, the distribution of light intensity variations around the mean is usually asymmetrical. That is, while light intensity variations can easily be 3–4 times greater than the overall mean intensity they cannot go below zero photons and so can only ever be ≥1 times less than the mean (Laughlin, 1983; Van Hateren, 1997; Ruderman et al., 1998; Baden et al., 2013). Conversely, the light intensity variations of most visual stimuli commonly used in laboratory settings are symmetrically distributed around the mean. This omission may mean that some adaptive processes are missed even when the stimuli power is concentrated within the photoreceptor bandwidth, a proposal that we outline below.

The lateral geniculate nucleus (LGN) receives direct retinal ganglion cell projections and hence contrast-dependent changes in retinal functioning should be reflected in LGN signals. Cat LGN neurons reduce their integration time by no more than 17% when stimulated by a series of sinewaves with symmetrically distributed light intensities and r.m.s. contrast levels ranging from 7 to 70% (Mante et al., 2005). On the other hand, naturalistic stimuli with a similar range of r.m.s. contrasts but with markedly asymmetrical light intensity distributions (Van Hateren, 1997; Van Hateren et al., 2002) induce up to an almost a 60% change in the response kinetics of goldfish cone photoreceptors (Howlett et al., 2017). Although this discrepancy between cat LGN neurons and goldfish cone photoreceptors could just be an interspecies difference, we believe otherwise. We propose that the difference arises from the choice of the stimuli used and elaborate upon this point next.

Sine wave stimuli with their symmetrically distributed light intensities deliver equal amounts of contrast associated with an increase in intensity (positive contrast), and a decrease in intensity (negative contrast), relative to the mean. In comparison, owning to their asymmetrically distributed light intensities, naturalistic stimuli generally deliver unequal amounts of positive and negative contrast. Usually, there are several instances of strong positive contrast interspersed between periods of weaker positive and negative contrasts (Van Hateren, 1997). Hence, even though a naturalistic and a sinusoidal stimulus may have the same average level of variance, as described by their r.m.s. contrast, the associated stretch of naturalistic stimulus will still deliver periods of much stronger positive contrasts than will the sinusoidal stimulus. For cone photoreceptors, these stronger positive contrast components are critical for engaging its kinetic adaptation mechanism (see “Mechanics of Contrast Adaptation” section for details; Howlett et al., 2017; Kamermans et al., 2017). Similarly, we propose that only by using stimuli with asymmetrically distributed light intensities with a bias towards strong positive contrasts will the full adaptive response ensemble of visual neurons be revealed. Presumably using such stimuli will show that LGN neurons can decrease their integration time more than is currently thought, even if the r.m.s. contrast level still ranges from 7 to 70%.

In some cases, as a result of contrast adaptation neurons not only increase their gain for higher frequencies, they also start to attenuate the low frequencies. This point is illustrated in Figure 2C, which depicts how at different stimulus frequencies, the amplitude of cat Y-OFF ganglion cell responses vary with contrast. At the lowest contrast level (open circles) the response amplitudes are almost equal for frequencies up to 10 Hz, while for the highest contrast level (black circles) the response amplitudes at the lowest frequencies (up to 1 Hz) are considerably smaller compared to those at higher frequencies. This reflects a decrease of neuronal gain for the lowest frequencies and in this way, the neuron adapted to the increased contrast by transforming from low-pass to a band-pass filter.

This type of contrast-dependent bandwidth adaptation has been found in amacrine- and ganglion-cells (Shapley and Victor, 1978; Benardete and Kaplan, 1999; Baccus and Meister, 2002; Ozuysal and Baccus, 2012), but with notable interspecies differences. In salamander, ON-pathway cells show substantially more contrast dependent bandwidth changes than their OFF counterparts (Ozuysal and Baccus, 2012) whereas for cat and primate about the same degree of bandwidth changes occur for both ON- and OFF- cells (Shapley and Victor, 1978; Benardete and Kaplan, 1999). Currently, it is unclear why this interspecies difference exists and what it truly represents in terms of visual processing capabilities. It likely reflects the specific ecological adaptations of the different species and only additional comparative studies will reveal how widespread this interspecies difference is and what it means in terms of visual capabilities.

Why would changing the neuronal bandwidth under different contrast conditions be useful? The signal processing rationale behind this change in neuronal frequency tuning is also related to the coding-efficiency vs. coding-reliability trade-off. In low contrast conditions where the signal-to-noise ratio is poor, neurons favor lower frequencies utilizing the greater levels of redundancy present to improve their coding reliability. On the other hand, when contrast is high the input signal is immediately distinguishable from neuronal noise. In this case, neurons can improve their coding efficiency by shifting their tuning curve toward the less redundant higher frequencies and/or by attenuating the more redundant lower frequencies. Hence, by adapting the bandwidth or integration time or both a retinal neuron can meet the coding demands imposed by a range of contrast conditions.



Mechanics of Contrast Adaptation

Two general types of the adaptive response to contrast changes occur, the rapid “contrast gain-control” induced by Weber contrast changes and the slower “contrast adaptation,” which is proportional to r.m.s. contrast changes (Berry et al., 1999; Bonin et al., 2006; Oesch and Diamond, 2011; Ozuysal and Baccus, 2012). To properly adjust their response gain and kinetics to varying contrast conditions neurons first need to estimate both of these contrast types. Therefore, adaptation to contrast is inextricably linked to the computation of contrast.

Contrast is the measure of light intensity fluctuations, that is, how much they vary over time or space. From the computational standpoint, the only key difference between Weber- and r.m.s.- contrast is the timescale over which the variance is sampled within the corresponding adaptational mechanisms. However, computing variance is not a straightforward thing since deviations in the light signal are both incremental and decremental relative to a mean. Consequently, simple signal integration may often yield zero variance as light decrements (OFF contrasts) and increments (ON contrasts) occurring within the integration window can cancel each other out. To overcome this issue, the signal must first be rectified into either an ON- or OFF- contrast component and from this a mean computed over some integration period (from 0.1 to 17 s), which can then be adapted to (Ozuysal and Baccus, 2012; Howlett et al., 2017). Furthermore, the degree of adaptation varies as a function of cellular rectification in that stronger rectification leads to increased adaptation (Baccus and Meister, 2002; Ozuysal and Baccus, 2012; Sterling and Laughlin, 2015).

The need to estimate variance dictates many properties of the adaptive mechanisms. For example, the onset of r.m.s. contrast adaptation varies with the direction of the contrast change (Ozuysal and Baccus, 2012), occurring faster when contrast levels increase than when they decrease (Smirnakis et al., 1997; Rieke, 2001; Wark et al., 2009). The rationale for this asymmetry is that while large fluctuations can only come from a distribution of values with high variance, small fluctuations can belong to distributions with either high or low variance. Consequently, it takes some time to resolve this ambiguity associated with a decrease in variance, which delays the onset of an adaptive response. On the other hand, suddenly encountering large fluctuations univocally implies an increase in variance. In this case, contrast changes can be estimated over shorter timescales and so an adaptive response is initiated more quickly (DeWeese and Zador, 1998; Wark et al., 2009). This infers that the onset of an adaptive response depends on the time required to build the statistical evidence for a change in variance, which is in full accordance with the theoretic predictions made for an optimal adaptive mechanism (DeWeese and Zador, 1998).

Constructing statistical evidence to distinguish contrast changes also means the onset time of an adaptive response can be influenced by the higher-order distribution features of the signal. When contrast stimuli are built from bimodal distributions of values (Figure 3A, upper, blue) the adaptive response of ganglion cells occurs almost 40% faster (Figure 3A, bottom) compared to when the same contrast levels are imposed by stimuli made from Gaussian distributions (Figure 3A, red, Figure 3B; Wark et al., 2009). In this case, as the two bimodal distribution used to generate different contrast levels do not overlap collecting evidence of a change in variance is easier, which allows for an earlier adaptive response onset than when using the contrast conditions generated by the overlapping Gaussian distributions (Wark et al., 2009).
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FIGURE 3. Properties of contrast adaptation mechanisms. (A) Top panel: schematic comparison of the statistical structure of stimuli with Gaussian (red) and bimodal (blue) distributions. Bottom panel: schematic representation of the normalized gain of ganglion cell responses as a function of time to the Gaussian (red) and bimodal (blue) stimuli. The contrast dependent gain changes occurred faster for the stimulus with a bimodal distribution. Reprinted from Wark et al. (2009), Copyright (2009) with permission from Elsevier. (B) Comparison of contrast-adaptation time-constants of mouse ganglion cells upon bimodal (Y-axis) and Gaussian (X-axis) distributed stimuli. The black line indicates an equal time constant of contrast adaptation for both stimuli types. All data points are located below this line indicating that contrast adaptation occurs faster for bimodally distributed stimuli. Reprinted from Wark et al. (2009), Copyright (2009) with permission from Elsevier. (C) Schematic drawing of the synaptic-depression mechanism within terminals of bipolar cells. Top panel: the distribution of vesicles in the synaptic terminal in low contrast conditions, with a ready releasable (RRP) at the bottom of the ribbon, an intermediate releasable pool (IP) further along the ribbon, and undocked vesicles in a reserve pool (RP). Bottom panel: in high contrast conditions, the RRP and IP are depleted leading to a change in gain. Prolonged contrast stimulation can eventually lead to the depletion of RP as well, providing an additional form of very slow contrast adaptation. Adapted by permission from Springer Nature Customer Service Centre GmbH: Euler et al. (2014).



Along the same lines, the frequency at which contrast conditions are switched also influences the onset timing of r.m.s. contrast adaptation. In ganglion cells, the adaptive response onset occurs more slowly the longer a contrast level has been imposed before it switches to a new level (Wark et al., 2009). Again, this relates to the ability to resolve ambiguities in the contrast signals. After a long stretch of a single contrast condition, considerable statistical evidence about its distribution has accumulated and so the prior assumption that each new fluctuation in light intensity belongs to this distribution becomes more established. Therefore, when contrast switches, it takes some time to accumulate enough new evidence to be sure that the distribution has changed as opposed to the possibility that the new values are simply outliers or by chance happen to be clustered around the mean.

What are the biophysical mechanisms of contrast adaptation? Contrast adaptation occurs at multiple sites throughout the retina via several different mechanisms. Moreover, due to the retina’s extensive synaptic interconnections, biophysical adaptation can originate from the combination of different adaptive subunits. For instance, ON/OFF ganglion cells combine inputs from ON- and OFF- bipolar cells (Ozuysal and Baccus, 2012) and this presumably explains why their degree of contrast adaptation is somewhat of an intermediary between that of ON- and OFF- ganglion cells (Kim and Rieke, 2001). However, while there are several independent mechanisms they all rely on signal rectification as this is required to estimate the variance of the input signal. In the material that follows we will only review the mechanics of contrast adaptation within excitatory signal pathways. Adaptation of inhibitory signaling such as from amacrine cells will be covered in “Adaptation of Inhibition” section.

In cone photoreceptors, the hyperpolarization-activated current Ih underlies the contrast-dependent adaptive changes of integration time (Howlett et al., 2017). At the cone resting membrane potential of about −40 mV, Ih is almost completely inactive but it will activate when light increments hyperpolarize the cone (Barrow and Wu, 2009). In this way, the Ih voltage dependency rectifies the contrast signal such that the level of Ih activation reflects the variance of light increments far more than it does for light decrements. Hence, the activation of Ih and the subsequent changes to the cone’s integration time is driven by a rectified signal. Incidentally, this dependence of Ih activation on light increments explains why cone photoreceptors exhibit such a profound, almost twofold, change in their integration time in response to naturalistic stimuli. The large increments of light intensities, often several times greater than the mean intensity, common to naturalistic stimuli activate Ih strongly and hence elicit a robust adaptive response in cones (see “Change in the Kinetic Properties” section, Van Hateren, 1997; Van Hateren et al., 2002; Howlett et al., 2017).

Contrast adaptation in bipolar cells occurs within their dendrites and synaptic terminals. The biophysical mechanism of adaptation within dendrites of bipolar cells remains to be discovered. However, what is known is that the salamander OFF bipolar cell’s dendritic adaptation is governed by a calcium-dependent mechanism, which is not the case for their ON-bipolar cells (Rieke, 2001). The particulars of their origins aside, the adaptive mechanisms of bipolar cell dendrites exhibit a rather mild rectification (Ozuysal and Baccus, 2012), which is consistent with the relatively weak adaptation observed (Rieke, 2001; Baccus and Meister, 2002; Ozuysal and Baccus, 2012).

Contrast adaptation within the synaptic terminals of bipolar cells affects vesicular release and plays a major role in the adaptation of downstream amacrine- and ganglion-cells. Initially, in bipolar cell synaptic terminals, the calcium influx that triggers synaptic release is rectified by voltage-gated channel activation (Baden et al., 2014). Then two types of adaptive responses to contrast changes can occur, owing to the architecture of the bipolar cell terminals. In these terminals, synaptic vesicles are docked along structures called ribbons (Figure 3B; Euler et al., 2014) such that the vesicular pool consists of three divisions: (1) vesicles docked close to the release site at the bottom of the ribbon; the readily releasable pool (RRP); (2) vesicles docked further along the ribbon; the intermediate pool (IP); and (3) undocked vesicles that replenish the ribbon after release events; the reserve pool (RP; Euler et al., 2014). A sudden increase in contrast triggers the simultaneous release of several vesicles (Mennerick and Matthews, 1996; Jackman et al., 2009; Oesch and Diamond, 2011; James et al., 2019) in a process known as the multi-vesicular release (MVR). MVR depletes both the RRP and the IP, which leads to the contrast gain-control as there are few vesicles left available for immediate release. In this way, the synapse emphasizes the very onset of a change in Weber contrast (Jackman et al., 2009; Oesch and Diamond, 2011). If afterward the r.m.s. contrast remains high, the RP may be unable to replenish the ribbon fast enough to fully match the high release demands. Consequently, as fewer vesicles are docked to the ribbon fewer vesicles are released as a result of stimulus fluctuations than occurred before depletion, which is in effect r.m.s. contrast gain adaptation.

Further downstream, ganglion cells additionally adapt to contrast via slow inactivation of their voltage-gated sodium channels (Kim and Rieke, 2001, 2003; Beaudoin et al., 2008). However, this intrinsic mechanism plays only a small part in the overall degree of contrast adaptation present in the retinal output compared to the considerable adaptation the ganglion cell’s input currents have already undergone (Beaudoin et al., 2008). Indeed, these input currents also demonstrate much more pronounced contrast-dependent gain changes than occurs within the bipolar cell dendrites. Considering the ganglion cell’s input currents reflect the synaptic output of the bipolar cells, it suggests vesicular release from bipolar cell terminals as the primary source of contrast adaptation in the retina (Kim and Rieke, 2001; Rieke, 2001; Baccus and Meister, 2002).

For the most part, the contrast adaptive changes in gain also drive integration time changes. More interestingly, the changes in integration time seem to accumulate sequentially. The activation of the Ihcurrent reduces the integration time of the photoreceptors. Next, adaptation occurring in the bipolar cell dendrites reduces the time course over which bipolar cells sample inputs from photoreceptors. This time course is reduced further at the ganglion cell level, where it originates from the bipolar cell terminal vesicular release adaptation process as the ganglion cell’s intrinsic mechanism does not contribute to kinetic adaptation (Kim and Rieke, 2001; Ozuysal and Baccus, 2012).

For the contrast adaptive bandwidth changes that can occur, there is some evidence that bipolar cell terminals play a role here as well. In high contrast, some zebrafish bipolar cell terminals seem to discard the lower frequency components of the signal such that their frequency tuning curves are reminiscent of those of the ganglion cells shown in Figure 2C (James et al., 2019). The bandwidth changes, in this case, results from the internal release properties of the terminals. In “Adaptation of Inhibition” section, we will discuss how the interplay between adapting excitatory and inhibitory ganglion cell input signals can also lead to bandwidth changes.




CONTRAST AND EFFICIENCY

Earlier we outlined how retinal neurons adapt to contrast changes so that they stay efficient under different conditions. But what does “efficient” actually mean in this context?

The metabolic cost of operation is a fundamental constraint under which nervous systems have evolved (Sterling and Laughlin, 2015). The firing of an action potential, the maintenance or restoration of a membrane potential, the manufacture of proteins and vesicles, changes in the protein conformation, the development and the maintenance of the retinal tissue itself, all of these require energy. This metabolic load places constraints on how much information a neuron sends. An additional biophysical consequence of this metabolic load relates simply to volume; the more information per second a neuron needs to collect, transduce and send the more space the neuron needs to support the required plasma membrane resistance, additional homeostatic processes, and ATP production. Space constraints are particularly acute in the retina as its entire output is conveyed to the brain along the small diameter of the optic nerve. Hence, for the retina to perform “efficiently” it needs to send the least amount of information about the visual scene as it can while still being sufficient, and each unit of information sent should incur the least possible ATP expenditure (Atick and Redlich, 1990; Sterling and Laughlin, 2015).

In this section, we will discuss how retinal metabolic efficiency depends on the strength of a contrast signal. First, we will outline how high contrast and the associated adaptive responses improves metabolic efficiency on the biophysical level. Then we will review how the coding strategy of decorrelation maximizes the retina’s rate of information transmission under the given metabolic constraints.


Retinal Biophysics and Metabolic Efficiency

There are two types of metabolic cost: fixed and signaling. The former cost relates to the amount of ATP required to produce and maintain a neuron, while the latter is the amount of ATP expended during neural activity (Sterling and Laughlin, 2015).

Although retinal signaling metabolic efficiency is largely determined by the choice of the coding strategy (see “Decorrelation” section), retinal biophysical properties also optimize the signaling ATP budget. First, the very computational strategy of contrast adaptation lends itself to a lean metabolic expenditure on signal transmission. For example, as explained earlier contrast adaptation requires signal rectification, splitting the light signal into ON- and OFF-channels (Ozuysal and Baccus, 2012). Although this doubles the number of transmission lines, it also halves the amount of information carried per line. This arrangement takes advantage of the non-linear dependence between information rate and metabolic cost (ATP per bits) and reduces the metabolic load by twofold (Balasubramanian and Sterling, 2009; Perge et al., 2009, 2012).

Second, higher contrast levels increase the metabolic efficiency of MVR. MVR occurs when several vesicles are released within a few milliseconds. The amplitude of this well-known cone and bipolar cell ribbon-synapse feature varies proportionally with the Weber contrast strength (Jackman et al., 2009; Oesch and Diamond, 2011; James et al., 2019). Recently it was found that the information carried by a release event rises with the number of vesicles released (Figure 4A, left) and that the information carried by each vesicle also rises with the amplitude of the MVR (Figure 4A, right; James et al., 2019). Presumably, this reflects the increased certainty that a “real” event occurred, with spontaneous release becoming an increasingly less likely cause as the number of vesicles released at approximately the same time increases. Thus, the transmission of high contrast events producing large MVR occurs essentially free of noise (James et al., 2019). Since producing, filling, and delivering a vesicle to its release site, and running the associated recycling processes, all require ATP, increasing the amount of information carried by each vesicle released improves the metabolic efficiency. Hence, by eliciting larger amplitude MVR events higher contrast levels lead to increased metabolic efficiencies.
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FIGURE 4. Metabolic efficiency and decorrelation. (A) The rate of information transfer as a function of the numbers of vesicles released (Left panel). The information per release event increases with the number of vesicles released. The right panel indicates that the amount of information per vesicle increases with increasing numbers of released vesicles. Adapted by permission from Nature Customer Service Centre GmbH: James et al. (2019). (B) The retinal circuit decorrelates naturalistic visual inputs. Natural scenes possess long-range spatiotemporal correlations. The correlation coefficient between two points in the stimulus decreases with increasing retinal distance. However, compared to the stimulus, the correlation coefficient between two neurons of the same (light blue dots, dark blue solid line) or opposite (dark blue dots, dotted line) polarity is always much lower and decays more steeply with the increased retinal distance between cells. Reprinted by permission from Nature Customer Service Centre GmbH: Pitkow and Meister (2012). (C) Spatial correlation as a function of retinal distance at different retinal processing stages within the LNP framework. The naturalistic visual input (thin black line) possesses an extensive degree of spatial correlations. The overlap between ganglion cell receptive field centers increases the correlations between ganglion cells (thick black line). Center-surround organization of the ganglion cell receptive fields provides linear filtering of the input signal and eliminates long range spatial correlations (red line). Retinal non-linearities strongly decrease spatial correlations, which is reflected by the much-reduced correlation function of the firing rate (green line). Ganglion cell spike generation noise also contributes to the decorrelation. Therefore, spatial correlations based on recorded spike trains (blue line) are lower than when based on firing rates (green). Reprinted by permission from Nature Customer Service Centre GmbH: Pitkow and Meister (2012). (D) Decorrelation primarily originates from the retinal non-linearities. The empty wedge with the letter “C” depicts the correlations between responses of two ganglion cells located 300 μm apart (triangle at the C). This correlation is only 8% of the correlation in the visual input. Center-surround organization of the receptive field is responsible for ~25% of the total decorrelation (red wedge). Retinal non-linearities are responsible for ~60% of the total decorrelation (green wedge). Spike generation noise contributes ~15% of the total decorrelation (blue wedge). Reprinted by permission from Nature Customer Service Centre GmbH: Pitkow and Meister (2012).



Adaptation to r.m.s. contrast may also reduce the fixed retinal metabolic cost, a speculative claim outlined below. On average, a neuron spends 13% of its total ATP budget maintaining its resting membrane potential (Attwell and Laughlin, 2001). Upon an increase in contrast the average baseline membrane potential of bipolar-, amacrine-, and ganglion-cells changes by up to 3 mV (Baccus and Meister, 2002). This increases the flow of ionic currents through the plasma membrane, raising ATP consumption by the Na+/K+ pumps. However, as these neurons adapt they gradually hyperpolarize returning their membrane potential, and consequentially their metabolic load, back to the resting state. Moreover, for ganglion cells, moving the membrane potential away from the spike threshold and back to the resting state decreases the firing rate, which also reduces the signaling metabolic cost.



Decorrelation

The amount of information the retina can transmit to the brain is constrained by the optic nerve. Its thickness places tight constraints on the number of axons that can leave the eye. Besides, as higher spike rates can only be conducted by thicker axons there is also a spike rate vs. axon number trade-off at play. In a situation such as this, the ideal coding solution is to send as much information using the least amount of spikes possible. One way this can occur is if each axon transmitted a signal that was independent and uncorrelated with the signals sent along other axons. A major challenge faced by the retina here is that natural visual scenes contain an extensive degree of long-range temporal and spatial correlations (Atick, 1992; van Hateren, 1992, 1997; Ratliff et al., 2010; Pitkow and Meister, 2012).

As outlined in an earlier section the more readily the current state of a signal can be predicted from previous values the less “new” information is encoded while the degree of redundant information increases. Hence, if left unchecked the spatial correlations in a natural scene would mean that many axons will transmit highly correlated signals, and the scene’s temporal correlations would cause each axon’s signal to be serially correlated, both of which reduce the capacity of the optic nerve to transmit “new” information (Sterling and Laughlin, 2015). One well-recognized theory of efficient coding predicts that in conditions with high mean luminance and r.m.s. contrast, the retina decorrelates the input signal to reduce its redundancy and accentuate the novel unpredictable aspects (Barlow, 1961; Laughlin, 1983; Atick and Redlich, 1990; Atick, 1992; van Hateren, 1992). Effectively, decorrelation improves the spatiotemporal resolution of the visual scene and leads to the separation of the objects within a scene from each other and the background.

Several studies have demonstrated that the retinal circuitry does indeed decorrelate the visual input (Dan et al., 1996; Van Hateren, 1997; Van Hateren et al., 2002; Pitkow and Meister, 2012), but how does it occur? Pitkow and Meister (2012) addressed this question by recording the activity of ganglion cell populations in response to a stimulus with a degree of correlations similar to that of natural scenes (Pitkow and Meister, 2012). In Figure 4B, the black line shows the correlation between any two stimulus patches as the retinal distance between them increases. The decay rate is relatively shallow and so some level of correlation remains present throughout the visual scene. However, this was not the case for the ganglion cells. Correlations between the responses of any two ganglion cells (dots, blue line) were not only almost twofold lower, but fell off over distance much more sharply to zero. Overall, there was a ~92% reduction in correlation at the ganglion cell level.

To assess the computational structure of the decorrelation, Pitkow and Meister (2012) fitted neuronal responses with a phenomenological LNP model. Effectively, this in an LN model (see “Basics of Contrast Adaptation” section for the details) with a stochastic Poisson process added to convert the time-varying firing rate estimates of the LN model into spike trains. The important distinction here is that while the LN time-varying firing rate assumes a flawless conversion of postsynaptic currents into action potentials, the additional Poisson process adds some noise to reflect a more realistically ganglion cell current to spike conversion. Using this model the authors assessed how decorrelated the ganglion cells were at four processing stages (Figures 4C,D): the linear filter corresponding to the receptive field center, and the receptive field center plus the surround; the instantaneous non-linearity corresponding to the signal threshold required to initiate a response and the response gain; and the role of noise in spike generation.

In the spatial domain, the receptive field center signals of ganglion cells were highly correlated over distance (Figure 4C, black), even more so than the stimulus itself (black-thin). The increased spatial correction here results from the receptive field centers of various ganglion cell classes overlapping. The addition of inhibitory surrounds (red) decreased the long-range correlations substantially but had little effect over the short and intermediary distances. However, passing the outputs of the linear filter through the instantaneous nonlinearity produced a marked effect (green). At this stage, even short-range correlations were strongly reduced, and the overall outcome resembled that of the original cell data shown in Figure 4B. The addition of noise to spike generation increased the degree of decorrelation by a further 15% (blue).

An overview of how much each stage contributed to the overall degree of decorrelation is given in Figure 4D, and the results are surprising. Efficient coding theory suggests the center-surround organization to be the primary source of spatial decorrelation (Laughlin, 1983; Atick and Redlich, 1990; Atick, 1992), but here it accounts for about 25%. The overall majority, some 60%, of the total decorrelation occurs as a result of the instantaneous nonlinearity, specifically from the threshold component. As this is essentially a signal rectification step simulating the spike threshold, it implies that the output of a neuronal population is substantially decorrelated simply by neurons discarding any weak signal they receive. Considering that the strength of the incoming signal is proportional to the degree of change that occurred, the contrast, by ignoring low contrast events while focusing higher contrast events the output of the neuronal ensemble decorrelates.

Given the important role in decorrelation played by the instantaneous nonlinearity threshold what are its biophysical origins? The LNP model simply summarizes all of the upstream processing and converts them into ganglion cell spike and so we do not know for sure where the thresholding originates from. However, there are two likely candidates and presumably, both play a role. The most obvious is the spiking threshold of the ganglion cells themselves and as we saw earlier (“Retinal Biophysics and Metabolic Efficiency” section), contrast changes and adaptation to these changes can modulate how close the baseline membrane potential sits relative to this threshold. The second we suggest originates from the vesicular release mechanism within the synaptic terminals of the bipolar cell. As we outlined earlier (“Mechanics of Contrast Adaptation” section) signal rectification also occurs at this step such that only contrast signals of sufficient strength initiate vesicular release.

For signals that pass the threshold, adding a degree of noise to whether they initiate a spike also contributed to the overall decorrelation. However, adding a random element will by its very nature always reduce the correlation between signals and the noise associated with spike generation is detrimental for neural coding as it adds an element of uncertainty to the “message” being sent (“Change in the Kinetic Properties” section; Shannon, 1948; Sterling and Laughlin, 2015). Nevertheless, the overall retinal coding efficiency of natural scenes on average reaches a remarkable 73% of the theoretical maximum (Pitkow and Meister, 2012).

One caveat regarding the importance of decorrelation is that it is not always advantageous. In conditions with low luminance and r.m.s. contrast where the amplitude of neural signals are comparable with noise, the presence of correlations helps to distinguish the signals from the noise (Atick and Redlich, 1990). In this case, retinal and downstream cortical neurons increase their spatiotemporal windows over which they integrate to improve the strength of the correlated signals while allowing the largely uncorrelated noise an opportunity to average itself out (Laughlin, 1983; Atick and Redlich, 1990; van Hateren, 1992; Nauhaus et al., 2009). While this approach results in the retina transmitting a highly redundant signal along the optic nerve, the reliability of the neural code is improved such that the larger and slower features can be resolved. With this in mind, it is important to realize that signal decorrelation is a high contrast environment coding strategy.




A DIVERSE SET OF RETINAL COMPUTATIONS DEPENDS ON THE CONTRAST STRENGTH

The vertebrate retina consists of about 30 or more different types of ganglion cells (Masland, 2001, 2012; Sterling and Laughlin, 2015; Baden et al., 2016), tuned to compute specific stimulus aspects including object motion, direction and size, orientation and spectral composition (Euler et al., 2002; Ölveczky et al., 2003; Hosoya et al., 2005; Gollisch and Meister, 2010; Sterling and Laughlin, 2015; Baden et al., 2016; Johnston et al., 2019; Kühn and Gollisch, 2019). Despite such functional complexity, the primary feature encoded by ganglion cells is the contrast within their receptive field center, reflected in excitatory inputs from bipolar cells (but see Kim et al., 2015). All the sophisticated retinal functions piggyback on this basic and inevitable computation. Thus, any contrast-dependent changes in the neuronal input gain, kinetics, and output dynamics profoundly shape retinal signal processing. Essentially, several complex retinal computations occur only as a result of contrast adaptation or when contrast is above a certain strength.

Below we discuss three such examples: adaptation to motion, extrapolation of the motion trajectory, and computation of the direction of motion.


Adaptation to Object Motion

Object-motion sensitive (OMS) cells are a subset of ganglion cells, which exclusively respond when motion occurring in their receptive field center and surround differs (Ölveczky et al., 2003). In this way, OMS cells signal the motion of an object within a scene (Figure 5A, upper). However, prolonged exposure to differential motion gradually decreases the firing rate of OMS cells (Ölveczky et al., 2007). By analogy to contrast adaptation, this phenomenon is called “motion adaptation.” This motion adaptation is underpinned by the contrast dependent gain adaptation of ganglion cells. We would like to describe the causal link between these two processes in some detail.
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FIGURE 5. A diverse set of retinal computations depend on contrast. (A) Top panel: schematic illustration of retinal motion detection. Object-motion sensitive (OMS) ganglion cells remain silent during global motion, but fire when motion within their receptive field center differs from the motion in their surround. Reprinted from Gollisch and Meister (2010), Copyright (2010) with permission from Elsevier. Bottom panel: schematic representation of the circuitry for object motion detection. The stimuli within the receptive center and surround are equal in intensity and contrast but differ in phase. During global motion the stimuli in the center and the surround move-in phase, during local motion the center moves out phase with respect to the surround. Local motion detection is underpinned by the polyaxonal amacrine cells (A), which provide inhibition to the bipolar cells driving OMS ganglion cells (G). During global motion, inhibition is in phase with excitation and so they cancel out preventing OMS cells from spiking. During local motion, inhibition is out of phase with excitation, which leads to OMS ganglion cells spiking. Bottom panel: adaptation to motion. The firing rate of an OMS cell is highest upon a switch from global to differential (local) motion and then gradually decreases (blue line), reflecting adaptation. Reprinted from Ölveczky et al. (2007), Copyright (2007) with permission from Elsevier. (B) Adaptation to differential motion increases the correlations between OMS cells stimulated with the same object. OMS cells denoted as 1 and 3 respond to the same object. Consequently, they have similar spike trains (brown and black traces). Moreover, after the onset of local motion, the cross-correlation between the firing rates of these two cells gradually increases (purple line). Reprinted from Ölveczky et al. (2007), Copyright (2007) with permission from Elsevier. (C) Motion extrapolation by rabbit ganglion cells. Top panel: it takes ~60 ms for a light flash (dotted line) to elicit a response from a rabbit ganglion cell. Middle panel: the response time-course of rabbit ganglion cells to a moving bar. Although the stimulus bar reaches the receptive field centers at time zero (dotted line) the ganglion cell firing rate peaks ~250 ms earlier, indicating there is a retinal mechanism of motion extrapolation. Bottom panel: populational activity of rabbit ganglion cells plotted as a function of retinal position. The red line describes the maximal response to a flashed light bar. The blue line depicts populational activity in response to a moving bar when it reaches the receptive field center midpoint (dotted line). The peak response to the moving bar occurs ahead of the stimulus bar and follows the leading edge of the object. Adapted by permission from Nature Customer Service Centre GmbH: Berry et al. (1999). (D) The mechanism of motion extrapolation. Top panel: retinal ganglion cells were stimulated with moving bars of different Weber contrast: 5 (red), 10 (orange), 20 (yellow), 33 (green), 50 (light blue), 90% (blue). Bottom panel: population activity of ganglion cells to moving bars of various contrasts plotted as a function of retinal position. Motion extrapolation fails when the stimulus contrast is lower than 33%. The key component of motion extrapolation is a rapid contrast gain-control mechanism. Inset: peak firing rate as a function of contrast. Adapted by permission from Nature Customer Service Centre GmbH: Berry et al. (1999). (E) Direction-selectivity depends on stimulus contrast. Left panel: responses of mice ON/OFF direction-selective ganglion cells to stimuli moving either in the preferred or null direction are only elicited when stimulus contrast exceeds 60%. Reprinted from Poleg-Polsky and Diamond (2016), under Creative Commons Attribution 4.0 International License (CC-BY). Right panel: comparison of the direction preferences of guinea pig ON/OFF direction-selective ganglion cells in response to stimuli with 10 and 50% Weber contrast. Under the low contrast conditions, direction preferences vanish. In relatively high contrast conditions, guinea pig ON/OFF direction-selective ganglion cells have a pronounced motion direction preference. Adapted with permission from Lipin et al. (2015), page 929.



Salamander OMS cells are excited by bipolar cells in their receptive field center and inhibited by polyaxonal amacrine cells in the surround (Figure 5A, middle). The selectivity of OMS cells to object motion is based on the timing with which these excitatory and inhibitory signals are received. During global motion, when objects move together with the background the inhibitory and excitatory signals coincide, effectively canceling each other. As a result, OMS cells do not fire action potentials in response to contrast occurring within their receptive field center (Figure 5A, upper). However, when object and background motion differ, the inhibitory and excitatory signals desynchronize and the OMS cells fire a burst of high-frequency spikes (Figure 5A, upper). When this occurs OMS initially respond strongly and then their response gradually declines by 27–78% with the time constant of 2.6–17 s (Figure 5B, upper right; Ölveczky et al., 2007).

Recording the populational activity of salamander OMS cells (Ölveczky et al., 2007) demonstrated that adaptation to motion is a consequence of adaptation to contrast (Ölveczky et al., 2007). As outlined in “Basics of Contrast Adaptation” section, adaptation occurs throughout the retinal circuitry at several different levels and by multiple independent processes. Which ones are crucial for adaptation to motion? In an experiment performed by Ölveczky et al. (2007) shown in Figure 5B, the encircled part of the gratings stimulates OMS cell receptive field centers, while the surrounds are stimulated by the gratings outside the circle. Additionally, the gratings within the circle can move either in (global motion) or out (local motion) of phase with the gratings outside the circle. That is, the only variable modulated is the phase of motion occurring between the center and surround. Hence, the contrast signal in the OMS receptive field center remains unchanged when switching between global to local motion. This means that during both types of motion bipolar cells receive the same input. Therefore, motion adaptation cannot come from gain changes in either photoreceptor output or at the bipolar cell dendrites.

The next site of gain regulation is a synaptic depression within bipolar cell terminals. The terminals receive direct polyaxonal amacrine cell inhibition (Figure 5A, middle; Ölveczky et al., 2007) whose input during global motion is synchronized with bipolar cell excitation, preventing the vesicular release. When local motion desynchronizes the terminal’s excitatory and inhibitory inputs, synaptic release occurs subsequently leading to vesicular depletion and hence decreased synaptic gain. Given the relatively slow onset of the motion adaptation, it presumably originates from the depletion of the reserve vesicle pool (see “Mechanics of Contrast Adaptation” section, Figure 3B), which also underlies the slow contrast dependent gain adaptation of ganglion cells.

How does motion adaptation serve behavioral needs? By adapting, the output of different OMS cells responding to the same motion signal become more correlated. This point is illustrated in Figure 5B, where Cells 1 and 3 viewed the same stimulus. Well after the object motion onset when the cells had adapted, the peak cross-correlation function between the two was twice the value (Figure 5B, lower right, purple) that it was immediately after motion onset (yellow). Hence, as OMS cells adapt to object motion, those responding to the same object moving against a background fire more synchronously. This in turn enables downstream circuitry to discriminate the trajectories of many different moving objects based on the populational activity of OMS (Ölveczky et al., 2007). Additionally, as the correlations within subpopulations of OMS cells in effect decorrelate the trajectories of different objects, efficient coding is promoted.

To conclude, a basic contrast-dependent gain change to the ganglion cell’s input gives rise to the motion adaptation, which in turn enables populational encoding of such a complex visual feature as motion trajectory.



Extrapolation of the Motion Trajectory

To navigate through an ever-changing environmental landscape, where objects constantly move relative to each other, animals need “real-time” sensory signals. However, neuronal signal detection, analysis, and generating the subsequent response all take time and so introduce unavoidable delays. For example, in vision, it takes between 30 and 100 ms for a light flash to reach the brain (Maunsell and Gibson, 1992). When it comes to motion, such delays may have detrimental consequences. Indeed, if sensory information would constantly lag behind real-world input it would be virtually impossible to avoid collisions with surrounding objects, either still or moving. Moreover, any activities like hunting that require the precise tracking of a stimulus position would be fruitless. Consequently, to avoid these issues the visual system must compensate for the processing delays and extrapolate the object’s current location from the trajectory of its motion.

Evidence for the existence of motion extrapolation mechanisms can be found in the well-known flash-lag effect: a visual illusion consisting of two objects, one stationary and the other moving along a continuous trajectory. When the two objects align in space the stationary one is briefly flashed on and the two objects are perceived as being spatially displaced. The moving object seems as if it has moved past the stationary one (Mackay, 1958). This example indicates that the visual system uses its stimulus history to compensate for transduction delays.

To a large extent, processing delays originate from the slow kinetics of the phototransduction cascade (Baylor and Hodgkin, 1973; Lennie, 1981). Figure 5C (upper) illustrates how this delay is reflected in the response of a rabbit ganglion cell to the flashed bar. Although the bar appears at time point zero (dotted line), the ganglion cell starts to fire after a delay of about 60 ms. As transduction delays largely originate from the retina and as within the visual system the retina has the highest spatial resolution (Sterling and Laughlin, 2015), it is most beneficial to also extrapolate the location of a moving object within the retina. Furthermore, in their classic paper Berry et al. (1999) showed not only that retinal motion extrapolation occurs but also that it results from retinal contrast gain-control.

Berry et al. (1999) recorded from populations of rabbit and salamander ganglion cells stimulated by flashed and moving bars. Since there is a temporal lag between the appearance of the flashed bar and a ganglion cell response (Figure 5C, upper), one might expect that ganglion cells will respond to a moving bar only after the bar passes the ganglion cell receptive field. However, from the middle panel of Figure 5C, one can appreciate that the ganglion cell firing rate peaks before the bar reaches the receptive field center (dotted line). This is similar to the “flash-lag illusion” and indicates that motion extrapolation originates within the retina.

The analogy with the flash-lag illusion is quite remarkable when the response of ganglion cell populations to flashed or moving bars are considered (Figure 5C, bottom). When a bar is flashed (red), cells with receptive field center midpoints located near the bar center (dashed line) fire at a higher rate than do cells located further away from the bar’s center. However, when the bar is moving (blue) the peak firing rate occurs well before the bar’s center, and even before its leading-edge reaches a cell’s location (Berry et al., 1999). To quote the authors.


“If subsequent stages of the visual system estimate the location of the flashed bar and the moving bar by the position of these humps of neural activity, they must conclude that the moving bar is ahead of the flashed bar” (Berry et al., 1999, pg. 335).



Extrapolating the trajectory of motion is achieved by the combination of two factors, ganglion cells spatially extended receptive field center and contrast-gain control (Berry et al., 1999; but see Johnston and Lagnado, 2015; Liu et al., 2020 for possible interspecific differences). First, a ganglion cell can start firing as soon as the bar starts to enter their receptive field center, well before the bar’s center and cell’s central receptive field midpoint align. However, if this were the full story then the trailing edge of the bar should also extend the cell’s firing profile. Here is where contrast gain-control comes into play. The high Weber contrast that occurs when the bar’s leading-edge enters the cells receptive field center rapidly depletes bipolar cell ready-releasable and intermediate vesicular pools, decreasing synaptic gain and reducing firing (Berry et al., 1999; Kim and Rieke, 2001; Baccus and Meister, 2002; Oesch and Diamond, 2011; Ozuysal and Baccus, 2012; also see “Basics of Contrast Adaptation” section). As a result, the peak firing rate highlights the location of the leading edge of the moving bar (Figure 5C, bottom). By this means ganglion cells compensate for transduction delays by extrapolating object motion for the length of their receptive field.

The mechanism of motion extrapolation has certain limitations. It fails for high object-velocities and when Weber’s contrast is low. The latter point is illustrated in Figure 5D, which depicts the location of the peak firing rate relative to the position of bars with different Weber contrasts (colored lines). Stimuli with contrast below 33% (green line) fail to trigger motion extrapolation, presumably because they do not substantially deplete the bipolar cells vesicular pools. Similarly, motion extrapolation does not occur when an object is moving fast enough so that it crosses a cell’s receptive field before contrast-gain control can set in Berry et al. (1999).



Computation of the Motion Direction

As is the case for motion extrapolation, the retina’s ability to determine the direction of motion also occurs only when contrast levels are sufficiently high. This point is highlighted by the contrast-dependent behavior of direction-selective ganglion cells (DSGCs), a subset of the ganglion cells that greatly increase their firing rate when an object moves in a “preferred” direction (Wassle, 2004).

Among DSGCs, the ON/OFF types are thought to be tuned to fast, local motion (Hoggarth et al., 2015). In mice, these cells require a relatively high contrast threshold of approximately 68% to become direction selective. Below this threshold, the cells simply do not respond to the moving bar stimulus in any direction (Figure 5E, left; Poleg-Polsky and Diamond, 2016). In the guinea pig, the situation is somewhat different. In low contrast conditions below 20% the ON/OFF DSGC lose their feature selectivity, no longer discriminating between the preferred and null directions, and encode only contrast (Figure 5E, right, Lipin et al., 2015). Hence for guinea pigs, their ON/OFF DSGC shift function under different contrast conditions. When contrast is high they are a feature detector and when contrast is low they become linear filters. Interestingly, shifting into the role of a detector for a specific feature will help decorrelate the output of the retina’s neural ensemble and as we discussed earlier decorrelation is only useful when contrast levels are sufficiently high (“Decorrelation” section).




ADAPTATION OF INHIBITION

Up until now, we have mostly discussed contrast adaptation within excitatory signal pathways, but inhibitory signals are also subject to adaptation. In the retina, some of the inhibitory amacrine cells adapt to contrast by changing their gain, kinetics, and output release (Baccus and Meister, 2002; Beaudoin et al., 2008; Ozuysal and Baccus, 2012; Nikolaev et al., 2013; Appleby and Manookin, 2019; Kastner et al., 2019). These interneurons regulate synaptic release from bipolar cell terminals and modulate signal integration by ganglion cells. Amacrine cell inputs reportedly sculpt bipolar cell output connectivity, mediate retinal non-linear operations such as direction-selectivity, and determine functional properties of bipolar- and ganglion-cells (Euler et al., 2002; Asari and Meister, 2014; Baden et al., 2016; Franke et al., 2017; Zimmermann et al., 2018). Effectively, inhibitory inputs determine if a neuron does or does not respond to contrast within its receptive field center and in this way define the conditions in which an excitatory signal can evoke a response. Consequently, contrast adaptation of amacrine cells dramatically shapes retinal functioning.

Here we discuss how the differences between contrast-adaptation of retinal inhibitory and excitatory inputs can affect the frequency tuning of ganglion cells, how amacrine cell adaptation sensitizes bipolar- and ganglion-cells, and how sensitization can work as a type of short-term memory, allowing the retina to store the current location of an object.


Inhibition and Bandwidth

Ganglion cell output results from the spatiotemporal integration of excitatory and inhibitory inputs. Mammalian Y-OFF ganglion cells receive excitatory signals from the OFF bipolar cells in their receptive field center, and pool surround inhibition from AII amacrine cells (Beaudoin et al., 2008). The excitatory and inhibitory inputs to Y-OFF ganglion cells both adapt to contrast (Beaudoin et al., 2008), but in different ways. While their sensitivity appears to be regulated to a similar extent, only excitatory signals reduce their integration time upon a contrast increase (Beaudoin et al., 2008). We speculate that this difference in kinetic adaptation leads to the accentuation of high frequencies by Y-OFF ganglion cells when stimulus contrast is higher, as illustrated by Figure 2C (black circles, Shapley and Victor, 1978). We outline our argument below.

First, a decrease in the integration time extends the bandwidth over which a signal is encoded (“Contrast and Efficiency” section, Figure 2B). Thus, the high-frequency stimulus components in the excitatory inputs to the Y-OFF ganglion cells are no longer lost to temporal filtering. On the other hand, inputs from AII amacrine cells do not change their kinetics and this means that in the inhibitory pathways a significant portion of the higher frequency stimulus components are filtered out. Consequently, in high contrast conditions fast (high frequency) stimuli receive less inhibition than slow (low frequency) stimuli.

Second, extending the bandwidth increases the gain of higher frequencies (Figure 2B). If adapting to high contrast involves a change in kinetics, the increase in processing speed leads to a gain increase at high frequencies. For the excitatory inputs, this means that when contrast is high, the gain at lower frequencies is reduced and the gain at higher frequencies is increased. However, as the inhibitory inputs do not change their kinetics, their high contrast-associated gain-decrease occurs across all frequencies to a similar extent. There is some evidence to support this notion. In the temporal domain, the neuronal gain over its entire bandwidth is reflected in the amplitude of the filter impulse-response (Figure 2A). For Y-OFF ganglion cell excitatory and inhibitory inputs, high contrast reduces their filter impulse-response amplitudes by a similar degree (Beaudoin et al., 2008). For the excitatory inputs, as the improved kinetics would have increased gain at higher frequencies, the bandwidth-wide gain reduction inferred from the filter impulse-response amplitude must have come more from the lower frequencies. Hence, this implies that when under high contrast conditions the balance between Y-OFF ganglion cell excitatory and inhibitory inputs at lower frequencies shift towards greater inhibition.

To summarize, we speculate that differences in the adaptational profiles of the excitatory and inhibitory inputs lead to the contrast dependent switch of the Y-OFF ganglion cells, shifting them from a low-pass to a band-pass filter (Figure 2C). The increase in the processing speed of the excitatory inputs accentuates the higher frequencies. The relatively greater gain at lower frequencies of the inhibitory inputs, compared to that of the excitatory inputs, attenuates the slower stimuli components.



Sensitization

In some cases, the adaptation of inhibition leads to sensitization, which increases neuronal gain upon a rise in contrast. Sensitization substantially changes neuronal feature tuning and is a well-documented property of cortical neurons (for review see Solomon and Kohn, 2014). However, sensitization within retinal neurons is still an emerging topic and has only been reported for some mammalian and amphibian ganglion cells (Kastner and Baccus, 2011, 2013b; Appleby and Manookin, 2019; Kastner et al., 2019) and ray-finned fish bipolar cells (Nikolaev et al., 2013). Here, we describe this phenomenon for both retinal instances.

Kastner and Baccus (2011) first reported sensitization. They recorded the populational activity of salamander and mice ganglion cells in response to changes in stimulus variance (Figure 6A, black). As previously discussed in “Change in Gain” section, ganglion cells often adapt to contrast by increasing their gain when contrast is low and decreasing it when contrast is high. Consequently, immediately upon a switch from high to low contrast, one might expect a profound drop in the ganglion cell firing rate as both the signal and the gain are weak. Such an adaptive pattern was observed for the majority of salamander and mice ganglion cells (Figure 6A, red). However, for a subset of ganglions when contrast levels were switched from high to low their firing rates reduced back to levels that were higher than they had been before the high contrast condition (Figure 6A, blue). This implies that these ganglion cells increase their gain when stimulus contrast rises.


[image: image]

FIGURE 6. Adaptation of inhibition. (A) Contrast-dependent adaptation (middle panel) and sensitization (lower panel) of salamander (left) and mouse (right) ganglion cells. Color and gray indicate responses to low- and high-contrast, respectively. When stimulus contrast is high, most ganglion cells decrease their gain. This is indicated by the strong drop in firing rate (middle panel) when stimulus contrast is switched from high to low (top panel). This results from both the signal strength and system gain being low. However, within a certain subset of ganglion cells, an increase in contrast, leads to an increase in gain, which is visible as a transient increase in firing rate immediately after the contrast level switches back to low (lower panel). Reprinted by permission from Nature Customer Service Centre GmbH: Kastner and Baccus (2011). (B) Contrast-dependent changes of calcium signals within synaptic terminals of zebrafish bipolar- and amacrine- cells at different levels of the inter-plexiform layer (IPL). In IPL layers 1 and 2, an onset of a 100% contrast 5 Hz sinewave light stimulus leads to a gradual increase in the calcium signals within bipolar cell terminals, reflecting sensitization. At the same time, calcium signals within amacrine cells synaptic terminals gradually decrease their amplitude, indicating adaptation. These processes can be observed in both ON- (green trace) and OFF- (red trace) synaptic terminals. In IPL layers 5 and 6, synaptic terminals exhibit a negligible degree of sensitization within bipolar cell terminals or adaptation within amacrine cell terminals. Reprinted by permission from Nature Customer Service Centre GmbH: Nikolaev et al. (2013). (C) The glutamate release rate from zebrafish bipolar cell synaptic terminals is plotted as a function of time. Cells from the so-called “OFF group 1” gradually decrease their release rate after the onset of a high contrast stimulus. Interestingly, their release rate depends on the frequency modulation of the input signal. When the stimulus frequency is reduced from 5 Hz (black trace) to 1 Hz (gray trace), the release rate decreases. Such behavior reflects the filtering properties of the “OFF group 1.” Bipolar cell synaptic terminals from “OFF group 2” sensitize and elevate their release rate upon the onset of the high contrast stimulus. Unlike the “OFF group 1” terminals, sensitization occurs for 5 Hz stimulation but switches to adaptation for 1 Hz stimulation. Thus, whether these synaptic terminals adapt or sensitize to high contrast stimulation depends on the stimulus frequency. Reprinted by permission from Nature Customer Service Centre GmbH: Nikolaev et al. (2013). (D) Sensitization allows the retina to store the current location of an object. Camouflaged stimuli, represented here by a cartoon fish, only present a strong stimulus to the retina during motion (top left), leading to profound spiking of ganglion cells (black region response) and inducing sensitization. When the stimulus stops (top right) it becomes almost invisible against the background. However, due to the sensitization, cells nevertheless continue to spike and thereby continue to report the current location of the object. Sensitization results from depression within amacrine cell synaptic terminals (A). Synaptic depression leads to a decrease in inhibitory inputs to the sensitizing ganglion cells, providing sensitization. Reprinted with permission from Kastner and Baccus (2013a), Copyright (2013) with permission from Elsevier.



What is the origin of this sensitization? A recent study (Kastner et al., 2019) found that sensitization of salamander fast OFF ganglion cells is mediated by synaptic depression within the terminals of the sustained OFF amacrine cells, which modulate both bipolar cell outputs and ganglion cell input-signal integration. Sustained OFF amacrine cells provide tonic input to their synaptic partners. High contrast depletes their vesicular pools, decreasing tonic release from their terminals, which in turn disinhibits the bipolar cell terminals and ganglion cell dendrites. Upon a switch to low contrast, input to the amacrine cells decreases, and their vesicular pools are gradually replenished. This increases tonic inhibition and is reflected in the slow reduction of sensitization displayed by the ganglion cells shown in Figure 6A (blue). A similar mechanism also leads to the sensitization of midget ganglion cells in the primate retina (Appleby and Manookin, 2019). The effect of inhibitory adaptation on zebrafish bipolar cell output was studied by Nikolaev et al. (2013) by measuring the glutamate release and calcium dynamics of individual synaptic terminals. They found that upon an increase in contrast certain zebrafish bipolar cells gradually increase their release rate and that this sensitization occurs in parallel with decreased calcium signaling within the synaptic terminals of adjacent amacrine cells (Figure 6B). This would imply that adaptation of the inhibitory inputs and the subsequent sensitization did not originate from synaptic depression, but rather from both the amacrine cell inputs and their somatic properties.

The “sensitizing” bipolar cells were constrained to layers 1 and 2 of the inter-plexiform layer (IPL; Nikolaev et al., 2013). Interestingly, despite such definite stratification, the “sensitizing” bipolar cells were not members of a single cell type. Depending on the stimulus frequency, some individual terminals could either depress (adapt) or sensitize. Figure 6C shows how release from the bipolar cell terminals varies with stimulus frequency (Nikolaev et al., 2013). Release from the so-called OFF 2 terminals gradually subsides when the stimulus frequency is 1 Hz but sensitizes when the frequency rises to 5 Hz. This suggests that in a high contrast condition the reduction of inhibition is stronger at higher stimulus frequencies. As we noted in an earlier section, such bandwidth modifications may occur via the interplay between excitatory and inhibitory signaling. Therefore, we speculate that in this case, sensitization may also originate from the asymmetries between the kinetic adaptation of excitatory and inhibitory signals.



Short-Term Memory

What is the functional role of sensitization and which retinal computations does it support? Kastner and Baccus (2011, 2013b) found that the salamander sensitizing fast OFF ganglion cells are co-localized with OMS cells (see “A Diverse Set of Retinal Computations Depends on the Contrast Strength” section). Hence, both cell types sample the same spatial information. Therefore, a moving object activating an OMS cell also activates the adjacent sensitizing fast OFF cells. Here, sensitization has an important behavioral implication.

Many animals are camouflaged to reduce their visual footprint and avoid being seen by other animals. However, the object motion that occurs when they move can still be reliably detected by OMS ganglion cell activity. But if the animal stops moving, and the OMS ganglion cells cease firing, it does not just immediately disappear. Sensitized ganglion cells ensure that it does not fade away from the visual system. If enough contrast can be detected while the animal is moving, for example along its outline, when it stops the sensitized ganglion cell firing rates will remain slightly elevated and primed to increase at the weakest signal. In this way the fast OFF ganglion cells may continue to report an object’s location after it has stopped moving, preventing it from immediately blending into the background (Figure 6D), and effectively operating as a form of short term memory (Kastner and Baccus, 2013a,b).

Adaptation of OMS cells and sensitization of fast OFF ganglion cells complement each other. While the former facilitates the accurate encoding of dynamic features such as multiple stimuli trajectories (Ölveczky et al., 2007), the latter stores static information about the stimuli locations.




DISCUSSION

Contrast is the spatiotemporal variance in the intensity of an incoming signal. To compute variance, the retina rectifies increments and decrements of light intensities into ON- and OFF- pathways, respectively. Depending on the contrast level, many retinal neurons adaptively change their gain and kinetics (Figure 2) and some also shift their neuronal tuning properties. In this way, the neurons adapt their strategies so that over a wide range of contrast conditions they can find their most appropriate balance between coding reliably and efficiency for the least metabolic cost. Furthermore, in conditions were contrast levels are sufficiently high, the resulting postsynaptic gain decreases, and vesicular pool depletions (Figure 3) give rise to several intriguing computations like motion trajectory, motion extrapolation, motion direction, pattern adaptation, and even a short-term memory for object location (Figures 4–6).

This last point is one that we would like to highlight. That is, high contrast shifts the retinal circuitry from a collection of linear filters into an extremely efficient and sophisticated non-linear coding mechanism. However, such transformations are not unique to high contrast. Rather, they reflect a general property of strong signals in that they often lead to qualitative changes in neural systems. For example, another strong retinal signal, high mean luminance, reduces the phototransduction integration time (Van Hateren and Snippe, 2006), diminishes gap junction connectivity between photoreceptors, shrinks spatial integration of lateral inhibition (Laughlin, 1983), changes size-tuning of the direction-selective ganglion cells (Hoggarth et al., 2015), is crucial for decorrelation (“Decorrelation” section) and even changes the response polarity of some bipolar cell terminals (Odermatt et al., 2012).

Computing variance is a fundamental principle of neuronal processing, repeated across different sensory modalities. In insects, for instance, odorant receptors split input signals into ON- and OFF-pathways (Tichy and Hellwig, 2018). Moreover, the specificity of insect olfactory receptors can also be tuned depending on the balance between excitatory and inhibitory inputs (Kandel, 2013). Consequently, the input strength also regulates properties of the insect odorant system, since their receptors effectively change their odorant receptive fields depending on the stimulus intensity. Something similar is observed in the mammalian odorant system, where olfactory-bulb granule cells provide lateral inhibition to mitral tufted cells, which relay signals to the olfactory cortex (Kandel, 2013). As a result, tuft and mitral cells encode odorant contrast. Also, in humans, the sense of smell arises from the activation of a combination of different odorant receptors. In other words, each odorant receptor is tuned with different sensitivities to a broad range of odorant ligands. For that reason, the strength of an odorant stimulus, that is its contrast level, leads to profound changes in a perceived smell. For instance, small concentrations of thioterpineol smells like tropical fruit, at a higher concentration like grapefruit, while even higher concentration smell putrid (Kandel, 2013). In many ways most, if not all, sensory precepts arise from a single feature, signal variance.
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Sensing changes in the environment is crucial for survival. Animals from invertebrates to vertebrates use both visual and olfactory stimuli to direct survival behaviors including identification of food sources, finding mates, and predator avoidance. In primary sensory neurons there are signal transduction mechanisms that convert chemical or light signals into an electrical response through ligand binding or photoactivation of a receptor, that can be propagated to the olfactory and visual centers of the brain to create a perception of the odor and visual landscapes surrounding us. The fundamental principles of olfactory and phototransduction pathways within vertebrates are somewhat analogous. Signal transduction in both systems takes place in the ciliary sub-compartments of the sensory cells and relies upon the activation of G protein-coupled receptors (GPCRs) to close cyclic nucleotide-gated (CNG) cation channels in photoreceptors to produce a hyperpolarization of the cell, or in olfactory sensory neurons open CNG channels to produce a depolarization. However, while invertebrate phototransduction also involves GPCRs, invertebrate photoreceptors can be either ciliary and/or microvillar with hyperpolarizing and depolarizing responses to light, respectively. Moreover, olfactory transduction in invertebrates may be a mixture of metabotropic G protein and ionotropic signaling pathways. This review will highlight differences of the visual and olfactory transduction mechanisms between vertebrates and invertebrates, focusing on the implications to the gain of the transduction processes, and how they are modulated to allow detection of small changes in odor concentration and light intensity over a wide range of background stimulus levels.

Keywords: adaptation, olfaction, activation, inactivation, phototransduction cascade


INTRODUCTION

Phototransduction and olfaction have been widely investigated in both invertebrate (Hardie and Raghu, 2001; Touhara and Vosshall, 2009; Yau and Hardie, 2009; Hardie and Juusola, 2015; Honkanen et al., 2017; Fleischer et al., 2018; Schmidt and Benton, 2020) and vertebrate (Schild and Restrepo, 1998; Burns and Baylor, 2001; Fain et al., 2001; Arshavsky et al., 2002; Luo et al., 2008; Kaupp, 2010; Pifferi et al., 2010; Vinberg et al., 2018) species. Signal transduction in vertebrate olfactory sensory neurons (OSNs) and photoreceptors (PRs) both rely upon G protein signaling cascades, while using distinct classes of G and effector proteins: A G-protein-coupled receptor (GPCR) detects a stimulus and modulates the open probability of cyclic nucleotide-gated (CNG) ion channels via classical GPCR signaling cascades involving the activation of an effector enzyme (E), adenylyl cyclase (AC) in the OSN and phosphodiesterase (PDE) in photoreceptors. This leads to a change in the membrane potential (Vm) of the primary sensory neuron that can be propagated to the sensory centers of the brain. Invertebrates appear to use a wider range of signaling cascades to detect odors or light. Their phototransduction is mostly mediated by a Gq-coupled pathway controlling transient receptor potential (TRP) and transient receptor potential like (TRPL) channels in the plasma membrane of the microvillar compartments of the photoreceptor neuron. However, there are some invertebrate species that also utilize the release of Ca2+ from intracellular endoplasmic reticulum (ER) stores via inositol triphosphate (IP3) pathway, or the same phototransduction pathway found in vertebrates. Some details of invertebrate phototransduction are unknown, most notably the second messenger gating their transduction channels remains to be resolved. Olfactory signal transduction in invertebrates is not understood in detail, however, it is often mediated by ligand-gated odor receptor (OR)/co-receptor (Orco) heteromer that may also be regulated by metabotropic pathway(s) (Wicher et al., 2008; Nakagawa and Vosshall, 2009; Hansson et al., 2010). In addition, some odors are detected via a purely ionotropic receptors (IRs) reminiscent of ionotropic glutamate receptors widely used in chemical synaptic transmission between neurons. In this review we will describe visual and olfactory transduction in vertebrates and invertebrates, focusing on how their differences contribute to the gain of the visual and odor transduction in vertebrates and invertebrates as well as how this gain is modulated to allow adaptation of vision and olfaction over a wide range of background light and odorant levels.



TRANSDUCTION CASCADES IN THE PRIMARY SENSORY NEURONS OF OLFACTORY AND VISUAL SYSTEMS

Specialized light-detecting neurons are present in nearly all animals and can be classified into two types: ciliary and microvillar PRs (Fain et al., 2010). Ciliary photoreceptors are formed through membrane invaginations in the outer segment, resulting in compact disk-like structures (Figure 1A, inset). These disks create a large surface area with the membranes containing a high concentration of visual pigments and phototransduction cascade proteins (Sjöstrand and Kreman, 1978; Gilliam et al., 2012). Rhabdomeric photoreceptors form microvillar evaginations containing the photopigment and phototransduction machinery (Figure 1B, inset). Almost all vertebrates use ciliary PRs for their image-forming vision whereas microvillar PRs are found in most invertebrates. However, some invertebrate species, such as box jellyfish or scallops, also have ciliary PRs (Arendt et al., 2004; Fain et al., 2010).


[image: Figure 1]
FIGURE 1. Primary Sensory Neurons of the invertebrate and vertebrate visual and olfactory sensory systems: (A) The primary sensory neurons in the vertebrate olfactory and visual systems and their respective circuitry. Rods (blue) and cones (magenta) mediate vision at different light intensities. Rods mediate low light vision and having specializations enabling this, detailed within this review. Cones mediate daylight color vision and have specific specializations that mediate this. The olfactory sensory neurons (purple) have multiple cilia protruding from the end of the neuron into the olfactory lumen, in which the olfactory transduction machinery, including olfactory receptors, are localized. (B) The primary sensory neurons in the invertebrate (Drosophila) olfactory and visual systems, within their respective circuitry. The invertebrate ommatidium is the structure in which invertebrate photoreceptors (rhabdomeres) are coupled with the support and pigment cells. The rhabdomere (purple) is primary sensory neuron in which the visual transduction machinery is localized within the villi. The olfactory sensory neurons (OSNs) are located within sensory hairs, sensilla. OSNs (orange) project dendrites into the sensillum, with the olfactory receptors expressed on the surface. (C) The chemical structure of the chromophore responsible for vertebrate visual transduction, 11-cis-retinal. (D) The chemical structure of the chromophore present in Microvillar photoreceptors, 3-hydroxy-11-cis-retinal.


In mammals, the primary sensory neurons of the olfactory system are clustered in the olfactory epithelium at the back of the nasal cavity (Buck and Axel, 1991; Mombaerts, 1999). These are bipolar neurons, with an axon that extends to the olfactory bulb, and a dendrite with several cilia which extend into the olfactory lumen (Figure 1A, inset; Menco, 1997). These cilia are the location of the olfactory receptors (ORs) as well as the concentrated localization of the components of olfactory transduction. The vomeronasal organ (VNO) is located at the base of the nasal septum, and is primarily thought to be involved in sensing of pheromones (for review see Dulac and Torello, 2003). Since its' neurons do not project to the main olfactory bulb and contain vomeronasal receptors that are distinct to the olfactory receptors, the VNO is considered part of the Accessory Olfactory System (AOS). Interestingly there is evidence that the vomeronasal system is no longer functional in primates (Meredith, 2001; Zhang and Webb, 2003). For simplicity, this review will primarily focus on transduction in olfactory receptor neurons projecting to the main olfactory bulb. In insects, the OSNs are located on sensory hairs called sensilla on the antennae and maxillary palp (Figure 1B, inset; Pellegrino and Nakagawa, 2009).

In contrast to the graded potentials transmitted by most PRs, both vertebrate and invertebrate OSNs fire action potentials in response to the depolarization caused by the activation of olfactory transduction in the cilia. However, there are some invertebrates with photoreceptor axons projecting directly to the visual centers of the brain, generating regenerative action potentials to enable signal transmission without attenuation (Hartline, 1938). This review will focus on the photoreceptors that do not generate action potentials.

Below, we will describe transduction activation and inactivation as well as adaptation mechanisms in PRs and OSNs of vertebrates and invertebrates. In addition, we will compare the contribution of these mechanisms to the gain of transduction cascades and how that gain is modulated via various feedback mechanisms to enable detection of changes in odorant concentration or light intensity over a wide range of background stimulus levels.



VERTEBRATE TRANSDUCTION CASCADES

There are several reviews describing vertebrate phototransduction (Fu and Yau, 2007; Yau and Hardie, 2009; Fain et al., 2010; Vinberg et al., 2018; Lamb, 2020), and olfactory transduction cascade in detail (Schild and Restrepo, 1998; Touhara and Vosshall, 2009; Kaupp, 2010; Pifferi et al., 2010; Antunes and Simoes De Souza, 2016; Boccaccio et al., 2021). Here, we will summarize the latest findings and highlight some of the gaps in knowledge. Important components of the prototypical transduction cascades are compiled in Table 1 and shown in Figures 2, 3.


Table 1. Overview and comparison table of the transduction cascades in vertebrates and invertebrates in vision and olfaction.

[image: Table 1]
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FIGURE 2. The vertebrate phototransduction cascade, inactivation, and adaptation mechanisms. The key steps within the vertebrate phototransduction cascade (blue numbering from top left to right) and its subsequent inactivation (red numbering from bottom right to left). In the dark, the CNG channel maintains a dark current, in which Ca2+ ions influx through open CNG channels as the Guanyl Cyclase enzyme is constituently active. Upon absorption of a photon, the chromophore 11-cis-retinal is isomerized to all-trans-retinal, causing the receptor to become activated (R*). In turn, the associated G protein, transducin, is activated with the exchange of GDP for GTP, [image: image] (step 1). [image: image] then displaces PDEβγ subunits (step 2). The displaced PDEγ subunit allows cGMP to be reduced to GMP, reducing the concentration of cGMP, closing CNG channels, causing a hyperpolarization of the photoreceptor (step 3). The activated receptor, R*, is inactivated by GRK mediated phosphorylation (step 4). Followed by Arrestin binding (step 5). The GAP protein complex formed of RGS9, R9AP, and Gβ5 bound to both PDEγ and activated [image: image] causes hydrolysis of GTP on the GTα to GDP (step 6). GTα then dissociates from PDE, reassociating to the βγ subunits, and PDEγ also inhibits the PDEαβ to prevent cGMP hydrolysis (step 7). Intracellular Ca2+ concentration is raised as CNG channels reopen in response to the increasing cGMP concentration, reestablishing the dark current (step 8).



[image: Figure 3]
FIGURE 3. The vertebrate olfactory transduction cascade, inactivation, and adaptation mechanisms: OSNs maintain a high intracellular Cl− ion concentration through the constitutive activity of the NKCC1 transporter, which transports Cl− ions into the cell using the energy from the export of Na+ and K+ ions. An odorant binds to the G-protein coupled olfactory receptor (OR) on the cilium of the sensory neuron. The activated receptor in turn activates Golf (step 1). The Gαolf subunits then activate adenylyl cyclase III (AC3) which catalyzes the conversion of ATP to cAMP (step 2). The increasing concentration of cAMP causes the opening of CNG channels on the membrane. This causes an influx of Ca2+ ions. The increasing Ca2+ concentration also causes the opening of the calcium activated chloride ion channel, ANO2, which further depolarizes the cell as the increased intracellular chloride gradient causes an efflux of Cl−. The increased Ca2+ concentration leads to several inactivation mechanisms (step 3). GTP bound to the active Gαolf subunit is hydrolyzed to GDP, inactivating it, and causing it to re-associate with the βγ subunits. Ca2+ binds to Calmodulin (CaM) which in turn activates CaMKII. Calmodulin potentially reduces CNG channel affinity for cAMP through interaction with the A-subunit of the channel (step 4). CaMKII inhibits the activity of AC3 by phosphorylating it, preventing the generation of cAMP. PDE1C is also activated by Ca2+ bound CaM and accelerates the hydrolysis of cAMP to AMP (step 5). GRK mediated phosphorylation of the OR (step 6). Intracellular Ca2+ concentration is re-established through the activity of ion exchangers (NCKX4 and possibly PMCAs), and the high intracellular Cl− concentration is reestablished through NKCC1 activity and the closure of ANO2 channels (step 7).


Both olfaction and phototransduction in vertebrates relies upon G protein-coupled receptors, involve divergent classes of transduction components. In phototransduction the absorption of a photon causes isomerization of chromophore (see Figure 1C), activating rhodopsin to Metarhodopsin II (R*). Active rhodopsin can activate several G proteins, transducins (GT), by catalyzing the exchange of GDP for GTP on its α subunit (Figure 2, step 1; Shichida and Morizumi, 2007). In olfactory transduction, an odorant binds to the G protein-coupled olfactory receptor (Figure 3, step 1; Buck and Axel, 1991; Mombaerts, 1999; Touhara, 2002), which then activates the G-protein, Golf (Jones and Reed, 1989; Belluscio et al., 1998). The activated Gα subunits act upon different effector enzymes within the cells: in phototransduction PDEγ is displaced (Figure 2, step 2) thus decreasing levels of cGMP by increasing its' hydrolysis by active PDE*. This lowered level of cGMP in the PR outer segment closes CNG channels (Figure 2, step 3; Pugh and Lamb, 1990). Conversely in olfactory transduction, Gαolf activates adenylyl cyclase III (AC3, Figure 3, step 2; Pace et al., 1985) which catalyzes the generation of cAMP from ATP (Bakalyar and Reed, 1990; Wong et al., 2000), opening CNG channels (Figure 3, step 3; Nakamura and Gold, 1987; Brunet et al., 1996).

Interestingly, neurons in the VNO also utilize G protein-coupled receptors to detect pheromones. These can be divided into two sub-groups: Basal neurons express the Gαo, the receptors sharing sequence homology with metabotropic glutamate receptors (Matsunami and Buck, 1997; Ryba and Tirindelli, 1997). Whereas, the apical neurons express Gαi2, and the receptors share sequence homology with T2R bitter taste receptors (Dulac and Axel, 1995). Unlike both olfaction and phototransduction, VNO neurons rely on Trp2 channels in their signaling cascade (Leypold et al., 2002; Stowers et al., 2002).

One of the most notable differences between vertebrate PR and OSN transduction is that their activation leads either to a hyperpolarizing response in photoreceptors or a depolarizing response in olfactory neurons. This is due to the classes of G-protein and effector enzymes they express. Photoreceptor GT protein, which is coupled to phosphodiesterase, belongs to the inhibitory Gi family whereas Golf belongs to Gs subfamily of G-proteins that couple to adenylate cyclases (Roof et al., 1985; Gilman, 1987; Jones and Reed, 1989). While OSNs are relatively hyperpolarized in the absence of odors, with a range of reported Vm values from −90 to −30 mV (Schild and Restrepo, 1998), vertebrate photoreceptors are relatively depolarized in darkness (Vm ~-40 mV). Therefore, vertebrate photoreceptors need to maintain a large inward cation current in darkness, which dominates their energy consumption. As light closes CNG channels, increasing ambient illumination decreases the energy consumption of photoreceptors (Linsenmeier and Braun, 1992; Okawa et al., 2008; Ingram et al., 2020) whereas higher concentration of odors would be expected to increase energy expenditure in OSNs.

A hallmark of vertebrate phototransduction is its large gain achieved via multiple steps of amplification: (1) one R* activates many G*s, (2) PDE* hydrolyzes many cGMP molecules, and (3) co-operative binding of cGMP to the CNG channels (see numerical values in Table 1). This large amplification allows rod photoreceptors to detect single photons (Baylor et al., 1979). As vertebrate (rod) phototransduction became the model for GPCR signaling cascade, it was previously assumed that high amplification is a general feature of G-protein signaling. However, it is now known that an individual activated olfactory GPCR activates < <1 Golf proteins, requiring tens of odor molecules to generate an action potential in a mouse OSN (Bhandawat et al., 2005; Ben-Chaim et al., 2011). This lower amplification is still true for vertebrate olfactory neurons despite the additional amplification mechanism unrelated to the GPCR signaling cascade. Namely, the influx of Ca2+ through open CNG channels also opens the calcium activated chloride ion channel ANO2 (Figure 3, step 3). This leads to chloride efflux and further depolarization of the cell due to the higher Cl− concentration in OSNs compared to a typical mature neuron (Kaneko et al., 2004).

Interestingly, photoreceptors also express ANO2 channels that are expected to mediate a depolarizing current (i.e., Cl− efflux) (Thoreson et al., 2003; Cia et al., 2005; Stöhr et al., 2009). Since light activation of photoreceptors leads to a hyperpolarizing response and closing of ANO2 channels, this chloride current would effectively promote light-induced Vm hyperpolarization, i.e., act as a positive feedback mechanism. However, Cl− efflux has been shown to inhibit Ca2+ channels in photoreceptor terminals which is expected to provide a negative feedback in response to Vm depolarization (Thoreson et al., 2000). Indeed, a Ca2+-activated chloride current has been shown to mediate negative feedback in monkey cones to prevent a regenerative depolarization by Ca2+ influx in the terminal (Yagi and Macleish, 1994).

Whereas the rod and cone CNG channels are highly selective for cGMP (Fesenko et al., 1985; Yu et al., 1996), the olfactory CNG channel has similar affinity to both cGMP and cAMP (Nakamura and Gold, 1987; Zufall et al., 1994). These differences in the affinity to cyclic nucleotides are naturally important for efficient transduction of light and odorant signals that are mediated by cGMP and cAMP, respectively. However, since olfactory channels are sensitive to both cGMP and cAMP, they also have the potential to be regulated by cGMP. Indeed, a subset of OSNs use also a cGMP-mediated signaling pathway (Meyer et al., 2000), exemplifying that odorant transduction may be more diverse than phototransduction in vertebrates. This is not surprising considering the multitude of genes encoding ORs detecting a wide variety of odorants (Niimura and Nei, 2007) compared to typically only 2–5 different genes encoding visual pigment molecules tuned to detect different several wavelengths of light (Table 1).

The phototransduction pathway is generally well-conserved in vertebrates. However, ciliary PRs come in two forms, highly sensitive rods that can mediate dim light vision and less sensitive cones that rarely saturate and can mediate daytime color vision. It is thought that early primitive metazoans had cone-like ciliary photoreceptors (Fain et al., 2010; Lamb, 2013, 2020), making these the evolutionarily older cell type. Unlike most invertebrates that adopted rhabdomeric PRs with high sensitivity and a wide dynamic range (see below), vertebrates further developed highly sensitive ciliary rod photoreceptors by tuning the molecular properties and expression levels of the visual pigment and transduction components (Ingram et al., 2016; Lamb, 2020). Rod photoreceptors enable vision in dim light and are able to mediate energy-efficient vision (Fain et al., 2010) together with cones in the classical vertebrate duplex rod/cone retina, from single photons up to bright daylight (~107 photons μm−2 s−1, Rodieck, 1998).



INVERTEBRATE SENSORY TRANSDUCTION CASCADES

The invertebrate phototransduction cascade has also been reviewed extensively (Hardie, 2012; Montell, 2012; Hardie and Juusola, 2015), while olfactory transduction is still under active investigation (Touhara and Vosshall, 2009; Schmidt and Benton, 2020). In this review we will focus on Drosophila olfactory and visual transduction for simplicity, however several studies have identified many differences between invertebrate species including different receptors and transduction signaling mechanisms (for recent reviews, see Honkanen et al., 2017; Schmidt and Benton, 2020). The main steps of the transduction are shown in Figures 4, 5, and described below, with the main components listed in Table 1 for comparison. It should be noted that these Figures show pathways for which there is evidence in literature although the physiological relevance of some of them remain controversial. Furthermore, for the sake of simplicity they do not show all discovered pathways. Specifically, olfactory transduction in invertebrates appears to be extremely diverse as will be briefly discussed below.


[image: Figure 4]
FIGURE 4. The invertebrate phototransduction cascade, inactivation, and adaptation mechanisms: A photon causes isomerization of the chromophore 3-hydroxy 11-cis-retinal to 3-hydroxy all-trans-retinal (step 1). This activates the opsin (step 2), which also activates the Gqα subunit through GDP-GTP exchange. The Gqα subunit then activates membrane bound PLC (step 3), which hydrolyzes PIP2 to produce IP3, DAG and H+ (step 4), and potentially DAG is further catalyzed to produce PUFAs. Some or all the products from step 4 activate the membrane bound TRP and TRP-L channels in step 5, causing an influx of Ca2+ and Na+ ions, depolarizing the microvillus. PLC can act as a GTPase, hydrolyzing the GTP bound to Gα to GDP (step 6). Invertebrate chromophore is bistable and is converted back from 3-hydroxy 11-cis retinal to 3-hydroxy-all-trans retinal at via the absorption of a second photon (step 7). CaMKII phosphorylates Arrestin 2 allowing it to dissociate from R* after the chromophore returns to its inactive state (step 8).



[image: Figure 5]
FIGURE 5. The invertebrate olfactory transduction cascade: In invertebrates, the ORs are 7 transmembrane domain receptors, which associate with a co-receptor, Orco. Upon binding of an odorant (step 1), the OR/Orco co-receptor channel pore opens, allowing the influx of cations, Ca2+ and Na+ (step 2). It is possible that a G protein mediated pathway regulates the sensitivity of the channels, odorant binding activates Gs (step 3). The Gsα subunit then in turn activates adenylyl cyclase to create cAMP from ATP, which may mediate sensitization of the odorant response (step 4). Phosphorylation by PKC of the Orco receptor may mediate the olfactory neuron sensitization (step 3).


Phototransduction is initiated when light induces a conformational change in the chromophore attached to an opsin (see Figure 1D for chromophore structure Figure 4, step 1; Paulsen and Schwemer, 1972). Unlike in vertebrates, the chromophore remains bound to opsin. Upon activation, rhodopsin is isomerized to metarhodopsin which activates the heterotrimeric Gq protein through GDP-GTP exchange, releasing the Gqα subunit (Figure 4, step 2; Scott et al., 1995). Gqα activates membrane-bound phospholipase C (PLC, Figure 4 step 3; Bloomquist et al., 1988; Estacion et al., 2001). PLC in turn hydrolyzes phosphatidylinositol 4,5-bisphophate (PIP2) to produce inositol 1,4,5-trisphosphate (IP3), diacylglycerol (DAG), and H+ in a classical second messenger pathway mediating a multitude of functions across multiple species (Figure 4, step 4; Litosch, 2015; Machaty, 2016; Martin-Aragon Baudel et al., 2020). Despite extensive efforts, the second messenger(s) gating Ca2+ permeable transient receptor potential (TRP) and transient receptor potential-like (TRP-L) cation channels in vivo remain unknown (Figure 4, step 5; Montell and Rubin, 1989; Hardie and Minke, 1992; Phillips et al., 1992; Huang et al., 2010). DAG itself is a well-known TRP channel activator and has been shown to activate recombinant TRPL channels (Estacion et al., 2001). However, DAG can also be converted into polyunsaturated fatty acids (PUFAs) by DAG lipase, and PUFAs are effective activators of both TRP and TRPL channels in intact Drosophila cells (see Figure 4, step 4; Chyb et al., 1999; Estacion et al., 2001). There is also significant evidence supporting a model in which activation of PLC leads to depletion of PIP2 in the phospholipid bilayer of microvilli, generating a mechanical force that leads to opening of TRP and TRPL (Hardie and Franze, 2012). Since DAG appears to be an ineffective activator of the native invertebrate TRP channels, it is most likely that either PIP2 depletion and/or PUFAs mediate the gating of invertebrate phototransduction channels in response to light. IP3 can also mediate Ca2+ release from ER but this mechanism does not contribute to Drosophila phototransduction (Acharya et al., 1997; Raghu et al., 2000). Invertebrate phototransduction has an amplification step not present in vertebrates which contributes to the very high sensitivity of rhabdomeric photoreceptors when compared even to rods (Hardie and Raghu, 2001; Fain et al., 2010). Once enough second messenger has accumulated during the variable latent period (15–100 ms) and the first TRP channel opens, the influx of Ca2+ mediates sensitization of the remaining TRP channels to their gating substance leading to the majority of the TRP channels in an individual microvillus opening even in response to a single photon (Henderson et al., 2000).

Invertebrate olfactory transduction appears to use a diverse set of pathways across species, within a single species, and even within a single OSN (for a recent review, see Schmidt and Benton, 2020). The receptors can be divided into two different classes; (1) seven transmembrane domain odorant receptors (ORs) (Clyne et al., 1999) and (2) three transmembrane domain ionotropic receptors (IRs, see Table 1; Benton et al., 2009). IRs have some homology with ionotropic glutamate receptors but will not be discussed extensively in this review. This diverse set of olfactory receptors may help animals to detect a large amount of different odorant molecules with high temporal resolution or high sensitivity across a wide range of background odorant levels. Drosophila odorant receptors (ORs) are odorant specific proteins (Clyne et al., 1999) with no obvious sequence homology to GPCRs (Benton et al., 2006) that form heteromers with a co-receptor, Orco [previously OR83b (Larsson et al., 2004; Butterwick et al., 2018)]. These OR/Orco complexes form ligand-gated cation channels (Figure 5, step 2; Sato et al., 2008; Smart et al., 2008; Wicher et al., 2008; Nakagawa and Vosshall, 2009). However, this type of ionotropic pathway is typically assumed to be relatively insensitive and not sufficient to mediate highly sensitive olfaction in flying insects. As a resolution to this apparent contradiction, odorant-binding was suggested to activate Gs and consequently induce production of cAMP molecules that presumably gate the Orco channel (Figure 5, step 4; Wicher et al., 2008; Miazzi et al., 2016). Indeed, as an example, vertebrate taste receptors can utilize either metabotropic GPCRs or ionotropic ligand-gated channels depending on the taste molecules (Kinnamon and Finger, 2019). However, experiments by Wicher et al. relied upon the HEK293 expression system, not directly demonstrating that Gs-mediated signaling plays a role in intact insect OSNs. Indeed, a subsequent study by Andrea Yao and Carlson (2010) did not find a significant role for any GPCR signaling in Drosophila OR-mediated transduction. On the other hand, several other studies have lent support to the contribution of various metabotropic pathways to Drosophila olfactory transduction in vivo (Gomez-Diaz et al., 2004; Kain et al., 2008; Chatterjee et al., 2009; Deng et al., 2011; Getahun et al., 2013). Thus, the evidence taken as a whole suggests that invertebrate OR/Orco receptors mediate fast ionotropic transduction, but slower and potentially more sensitive metabotropic G protein coupled signaling cascade reminiscent of vertebrate olfactory transduction described above probably mediates the regulation of transduction (further described below) (Nakagawa and Vosshall, 2009; Hansson et al., 2010; Miazzi et al., 2016). Thus, the role of G protein mediated signaling in the invertebrate olfactory transduction is most likely to be a minor secondary one, perhaps solely regulatory.

Interestingly, an alternative way to increase the sensitivity of the invertebrate OSNs was suggested recently: a sodium channel (Pickpocket 25, PPK25) was shown to mediate Ca2+/calmodulin-dependent amplification of odorant responses in certain olfactory receptor neurons in Drosophila (Ng et al., 2019). This mechanism is analogous to vertebrate OSNs in which odorant induced Ca2+ influx activates ANO2 channels to promote depolarization (see above). In addition, a recent study showed that the OR/Orco complex can also be activated by odor-induced Ca2+ influx via a calmodulin mediated pathway in Drosophila olfactory neurons (Jain et al., 2021). This is analogous to invertebrate phototransduction where the signal is amplified via Ca2+ feedback (see above) and maybe critical for increasing the sensitivity of the OR-mediated olfactory transduction. In summary, it seems plausible that a combination of ionotropic and metabotropic signaling together with Ca2+ feedbacks and PPK25 channel can promote both fast and sensitive olfaction that is critical specifically for flying insects (Getahun et al., 2012, 2013).



INACTIVATION OF SIGNAL TRANSDUCTION


Vertebrate

Timely inactivation of transduction is key to maintaining the temporal relevance of information from primary sensory neurons. Each activated component of the signaling pathway needs to be inactivated and the concentration of secondary messengers restored to pre-stimulus levels to enable rapid and repeated detection of sensory stimuli. In this section we will focus on the inactivation of receptors and Gα/effector complex in vertebrate PR and OSN cilia since these processes are required for the cessation of the electrical PR and OSN response. Mechanisms that accelerate response recovery and/or regulate the sensitivity of the receptor cells to odors/light by modulating the homeostasis of second messengers and the affinity of cyclic nucleotides to CNG channels will be discussed below in the context of adaptation.

In vertebrate phototransduction, the active receptor, R*, is inactivated through two processes: rapid initial phosphorylation through the activity of GPCR kinase 1 (GRK1) (Bownds et al., 1972; Cideciyan et al., 1998; Lyubarsky et al., 2000; Sakurai et al., 2015) reducing R*'s catalytic activity (Figure 2, step 4; Xu et al., 1997), and rapid arrestin binding (Figure 2, step 5; Kuhn, 1978; Wilden, 1995; Kennedy et al., 2001). Rods, in mice, use only Arr1 whereas cones use both Arr1 and Arr4, however the functional significance of having two different isoforms in cones is not clear since deletion of either one of these arrestins alone does not have a significant physiological phenotype in mice (Lyubarsky et al., 2002; Shi et al., 2007; Nikonov et al., 2008). There is evidence that vertebrate olfactory receptors are also desensitized by GPCR kinase (GRK3, Figure 3, step 6) and that this is important for fast recovery of the olfactory response (Schleicher et al., 1993; Boekhoff et al., 1994; Peppel et al., 1997). However, the significance of GRK3 in modulating OSN desensitization has been called into question recently (Kato et al., 2014). In addition to GPCR kinase, second messenger activated kinase (PKA) is thought to play a role in rapid olfactory transduction termination potentially by phosphorylating the olfactory receptor (Figure 3, step 6; Boekhoff et al., 1992). However, if olfactory receptor phosphorylation plays a physiological role in terminating the olfactory response in vertebrates remains unclear since although Boekhoff et al. presented data supporting the role of PKA in fast response termination, their experiments did not confirm that PKA targets the receptor.

The active effector/GTα complex in the photoreceptors is inactivated through hydrolysis of bound GTP by GTPase-accelerating protein (GAP) complex (Figure 2, steps 6 and 7; Chen et al., 2000). Inactivation of the GTα/PDE* complex is the slowest step in mouse rod phototransduction termination and therefore rate-limits light response recovery after stimulation (Krispel et al., 2006). However, in amphibian cone photoreceptors inactivation of the receptor rather than PDE* appears to rate-limit the light response recovery (Matthews and Sampath, 2010; Zang and Matthews, 2012). The rate-limiting step of mammalian cone phototransduction termination remains unknown. The active effector enzyme of olfactory transduction, AC3, is phosphorylated by calmodulin kinase II (CaMKII) to inhibit cAMP production (Wei et al., 1996). This inhibition is thought to contribute to the termination of olfactory transduction after odorant stimulation (Wayman et al., 1995; Wei et al., 1996, 1998). The mechanism that rate-limits the recovery of the electrical response of vertebrate OSN cilia appears to be mediated by the inactivation of the Ca2+-activated Cl− channels, rather than any step of the GPCR signaling cascade, following the kinetics of Ca2+ extrusion from the OSN cilia (Reisert and Matthews, 2001; Antolin et al., 2010). Regulation of Ca2+ and potential modulation of the receptor or effector inactivation in PRs and OSNs by Ca2+ feedback will be discussed below.



Invertebrate

Like in vertebrate phototransduction, inactivation of the active receptor (R*) in invertebrates involves Arrestins, two of which have been identified in Drosophila, Arr1 and Arr2 (Smith et al., 1990). However, unlike vertebrates, phosphorylation of rhodopsin is not necessary for termination of phototransduction or the binding of Arr2 in invertebrates (Plangger et al., 1994; Vinos et al., 1997). The Gqα subunit itself may facilitate the binding of Arr2 to R* (Hu et al., 2012). Binding of Arr2 displaces the Gqα subunit from R*, reducing its activity (Figure 4, step 7). Interestingly CaMKII, a kinase that inhibits AC3 in vertebrate OSN, phosphorylates Arr2 in Drosophila (Matsumoto et al., 1994). However, this phosphorylation is not necessary for binding of arrestin to rhodopsin, but rather enables arrestin to dissociate from rhodopsin once it returns back to the ground state via absorption of a long-wavelength photon (Alloway and Dolph, 1999).

As in vertebrate phototransduction, the effector enzyme PLC functions as a GTPase activating protein (GAP) for Gqα, mediating the termination of its activity (Figure 4, step 6; Cook et al., 2000). Inactivation of invertebrate phototransduction is significantly accelerated by Ca2+ feedback mechanisms which will be discussed below. As discussed earlier, invertebrate OSNs rely largely on GPCR-independent transduction where the receptor acts as an odor-gated channel. This allows fast inactivation of the odor-induced signal without the requirement for complicated enzymatic reactions to inactivate the multiple components involved. This strategy provides fast odor detection while conserving energy and can therefore be particularly advantageous for an insect with multiple predators and potentially scarce food sources. Though, specifically flying insects have also very sensitive olfaction that could be mediated by regulation of the OR/Orco complex by GPCR signaling cascade(s) as discussed above. However, the molecular details of these metabotropic pathways remain unclear and controversial.




ADAPTATION MECHANISMS IN INVERTEBRATE AND VERTEBRATE OLFACTORY AND PHOTOTRANSDUCTION CASCADES

Animals live in environments where sensory exposure levels can vary dramatically, for example from the low light levels of shaded forests and underground burrows to the bright sunlight of a field at noon. The ability to adapt to these very dramatic differences in light levels is crucial for survival. Adaptation is a universal feature of all sensory systems, including vision and olfaction (Torre et al., 1995; Zufall and Leinders-Zufall, 2000); it is important to permit detection of novel stimuli in the presence of persistent activation. For vision, two crucial types of adaptation occur, light and dark adaptation. Here we define light adaptation as a deterministic and reversible process where the gain of the transduction can be adjusted up or down in response to increase or decrease in ambient light, respectively, to enable detection of increments or decrements of stimuli around the background stimulus level. Dark adaptation refers here specifically to visual adaptation to a large drop in ambient light following a bright light exposure that has bleached a significant fraction of the visual pigment molecules (Lamb and Pugh, 2004). This process involves regeneration of the visual pigment molecules, a process that can be quite slow specifically in vertebrate rod photoreceptors. This slow regeneration is responsible for the temporary inability to see you may have experienced when stepping into a dark movie theater. Both adaptation processes are critical for our ability to see over a wide range of light conditions, as well as adapt quickly to changes in ambient light during our everyday lives. Although both vertebrates and invertebrates can see over an impressive range of illumination conditions, they have adopted very different strategies to do so. Additionally, whereas increasing background light intensity decreases the sensitivity of photoreceptors based on Weber law, invertebrate olfactory receptors can be also sensitized by repetitive sub-threshold stimulation (Getahun et al., 2013; Mukunda et al., 2016). These differences will be highlighted below in terms of molecular mechanisms that control the gain and kinetics of the vertebrate and invertebrate phototransduction. Table 2 summarizes some of the important Ca2+ feedback mechanisms and adaptation characteristics across all four transduction modalities discussed in this review.


Table 2. Overview and comparison of the adaptation and feedback mechanisms in invertebrate and vertebrate phototransduction and olfactory transduction cascades.
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LIGHT/ODOR ADAPTATION


Regulation of Ca2+ in the Transduction Compartments

Calcium ions (Ca2+) play a critical role in both light and odor adaptation. Thus, it is important to first understand how Ca2+ is regulated in the cilia or microvilli of the photoreceptors and OSNs in response to sensory stimulus. The channels mediating the influx of Ca2+ into vertebrate PR and OSN cilia are CNG channels which are not only permeable to Na+ but also to Ca2+ (Yu et al., 1996). In invertebrates, the transduction channels, TRP and OR/Orco receptor channels, also mediate Ca2+ influx into the PR and OSN transduction compartments (Chu et al., 2013). A sensory stimulus leads to increases in cytosolic Ca2+ in all OSNs and in invertebrate PRs (i.e., activation = increase in neuronal Ca2+). However, vertebrate photoreceptors are a notable exception to this rule, their CNG channels are closed by light, leading to a decline in the outer segment [Ca2+]. Even if the details of how Ca2+ is regulated in these different transduction compartments may differ, the general principle of using the transduction channel to regulate Ca2+ influx seems to be a conserved strategy. This way Ca2+ level in the cilia or microvilli can be proportional to sensory stimulus level, an important feature for its ability to adjust the transduction gain in response to changes in ambient light or odorant level.

In vertebrate PR outer segments [Ca2+] is ~0.5 μM in darkness and in bright light decreases 10-fold in rods and 100-fold in cones (see Table 2, Sampath et al., 1998, 1999; Woodruff et al., 2002). In the small microvilli of the invertebrate PR [Ca2+] can quickly increase 10,000-fold upon light stimulation (Asteriti et al., 2017), a several log-units larger dynamic range compared to vertebrate rods and cones (See Table 2 for values). Additionally, the global Ca2+ levels in PR cells can range from ~0.1 μM in darkness up to 10 μM in bright light (Oberwinkler and Stavenga, 2000). This could play a role in the larger adaptation capacity of individual invertebrate microvillar photoreceptors compared to ciliary photoreceptors found mainly in vertebrates. The basal Ca2+ level in vertebrate olfactory neurons is ~0.05 μM (Leinders-Zufall et al., 1997), and can increase several-fold in response to odor stimulation (Antolin et al., 2010). However, this increase is not as large as in photoreceptors, which are known for their remarkable ability to adapt. Permeability of the transduction channels to Ca2+ and particularly the fraction of inward current carried by Ca2+ may play an important role for the amplitude of Ca2+ signals. For example, Ca2+ ions carry a significantly smaller fraction of the transduction channel current in rods than in cones (Picones and Korenbrot, 1995), microvillar photoreceptors (Chu et al., 2013) or vertebrate OSN CNG channels (Frings et al., 1995). This can contribute to the higher fluxes of Ca2+ across the plasma membrane to promote faster and larger Ca2+ signals and adaptation in vertebrate cones or fly photoreceptors compared to rods (Sampath et al., 1998, 1999).

In addition to transduction channels, an important part of Ca2+ homeostasis is its cytosolic clearance. Visual and olfactory transduction in both vertebrates and invertebrates all use plasma membrane Na+/Ca2+ exchangers to extrude Ca2+. Na+/Ca2+ exchangers have significantly higher capacity compared to PMCAs. This enables faster regulation of Ca2+, however, the affinity of Na+/Ca2+ exchangers to Ca2+ is rather low and they are not able to drive Ca2+ to extremely low levels. In some cases, plasma membrane ATPases (PMCAs) (Weeraratne et al., 2006; Castillo et al., 2007) as well as intracellular stores (ER and mitochondria) (Molnar et al., 2012; Bisbach et al., 2020; Hutto et al., 2020; Liu et al., 2020) can also contribute to cytosolic Ca2+ homeostasis in sensory cilia or microvilli, but the contribution of these mechanisms to the overall Ca2+ homeostasis and transduction is not well-understood.

In vertebrate photoreceptors extrusion of Ca2+ is directly related to the kinetics of response termination and light adaptation, as it mediates the reduction of Ca2+ required for critical feedback mechanisms that accelerate response termination and desensitize the photoreceptors. Extrusion of Ca2+ from the vertebrate OSN cilium directly controls inactivation of the Ca2+-activated Cl− channels and thus rate-limits the recovery of the electrical response of olfactory neurons (Antolin et al., 2010). On the other hand, in both invertebrate phototransduction and olfactory transduction, Ca2+ extrusion plays a role in Ca2+ homeostasis rather than directly contributing to adaptation kinetics in response to increases in ambient light or odorant levels.

Vertebrate PR and OSN cilia use Na+/Ca2+, K+ exchangers (NCKXs, for a recent review Jalloul et al., 2020) to extrude Ca2+. These exchangers use energy derived from the driving force of both Na+ and K+ to extrude Ca2+ and therefore, can promote fast Ca2+ extrusion, response recovery or adaptation. Their role in vertebrate rod and cone photoreceptors was recently reviewed in Vinberg et al. (2018). Rod photoreceptor outer segments rely almost exclusively on NCKX1 for Ca2+ extrusion (Reilander et al., 1992; Vinberg et al., 2018) although some other mechanism(s) may also have a small contribution to Ca2+ homeostasis in the mouse rod outer segment (Vinberg et al., 2015; Bisbach et al., 2020). Cones were originally thought to rely exclusively on NCKX2, however, a recent study showed that vertebrate cones (including primate cones) also express NCKX4 in their outer segments and that NCKX4 is important for the fast termination and light adaptation of mouse cones (Vinberg et al., 2017). It has been speculated that cones use different exchangers and/or two exchangers to fulfill their requirement for faster signaling and wider operating range. However, a recent study did not find any significant biophysical differences between different NCKX isoforms (Jalloul et al., 2016). A more relevant question might be why rods acquired NCKX1 instead of NCKX2 and NCKX4, which are used by the evolutionarily older cone photoreceptors. It is possible that it could be related to how these exchangers can interact with CNG channels. It is known that NCKX1 forms heteromers with the rod CNG channel (Bauer and Drechsler, 1992), and the same may be true also for the cone channels and exchangers (Kang et al., 2003). Interestingly, NCKX4 is also important for termination and adaptation of the mouse OSN response (Stephan et al., 2011) although OSNs also express functionally important PMCA2 and PMCA4 in their cilia (Weeraratne et al., 2006; Castillo et al., 2007).

The identity of the plasma membrane Na+/Ca2+ exchangers in the Drosophila PR and OSN cilia and microvilli is also known. Interestingly, both of these sensory neurons appear to rely on Na+/Ca2+ exchanger CALX, a homolog of vertebrate exchanger NCX (Wang et al., 2005; Halty-Deleon et al., 2018). However, CALX has a unique property of being inhibited by high cytosolic Ca2+ (Hryshko et al., 1996), a property that is puzzling considering its presumed role in restoring low Ca2+ after stimulus-induced increase of [Ca2+]i. A recent study found that CALX is also expressed in the ER of Drosophila photoreceptors and contributes to increased ciliary Ca2+ after light stimulation by transporting Ca2+ from ER stores (Liu et al., 2020). Although it might be expected that invertebrate microvillar photoreceptors need extremely efficient mechanisms to extrude Ca2+ due to their fast response kinetics and wide operating range, it should be pointed out that invertebrate phototransduction is also compartmentalized to extremely small microvilli, where the influx/efflux of just one calcium ion can raise or decrease [Ca2+]i by 1 μM. Thus, the large membrane surface area to volume ratio may be more important for fast and efficient Ca2+ signaling than the biophysical properties of the exchanger protein itself.



Regulation of Receptor Inactivation

Both vertebrate and invertebrate phototransduction employs Ca2+ feedback to accelerate inactivation of the active receptor, R*. However, the mechanisms and their relative contributions to the lifetime of R* and light response termination are different. The lifetime of R* is ~40 ms in mammalian (Gross and Burns, 2010) and ~400 ms in amphibian dark-adapted photoreceptors (Nikonov et al., 1998). The mechanisms that contribute to these relatively short lifetimes: phosphorylation by GRK1 and binding of arrestin have already been discussed in this review. R* lifetime is further shortened by background light via Ca2+ feedback mediated by recoverin in both rods and cones (Xu et al., 1997; Cideciyan et al., 1998; Lyubarsky et al., 2000; Sakurai et al., 2015). In the dark state, where intracellular calcium is high, Ca2+ bound recoverin inhibits the activity of GRK1 (Kawamura, 1993; Chen et al., 1995; Klenchin et al., 1995). Once light closes CNG channels, and intracellular calcium is reduced, recoverin no longer binds calcium and thus releases inhibition of GRK allowing it to phosphorylate R*. Thus, increasing light intensity is expected to decrease the lifetime of R*, and the subsequent gain of the phototransduction. Since the lifetime of R* is not rate-limiting for the response recovery in mouse rods, its role in shaping the light responses is not obvious, but it regulates kinetics of mouse rod bright flash responses (Makino et al., 2004) and light sensitivity of cones (Sakurai et al., 2015). Moreover, the contribution of recoverin to light adaptation at least in rod photoreceptors is minor, affecting only adaptation kinetics but not the steady state adaptation (Chen et al., 2010; Morshedian et al., 2018).

Although phosphorylation of the R* in invertebrate PRs is less important, arrestins also have a critical role in inactivating the R* in microvillar photoreceptors as described above. Whereas, Arr1 and Arr4 in vertebrate photoreceptors are not known to be regulated by any Ca2+-dependent mechanism, Arr2 is regulated by Ca2+/calmodulin in Drosophila (Kahn and Matsumoto, 1997). In low calcium solutions inactivation of R* is slowed down by 10-fold, and Ca2+ dependent inactivation is abolished when calmodulin (CaM) or CaM-binding myosin III (NINAC) is mutated (Li et al., 1998; Liu et al., 2008), indicating that Ca2+ influx accelerates the binding of Arr2 to R*via CaM, and NINAC sequesters Arr2 in low Ca2+. This suggests that whereas Ca2+ feedback on R* inactivation has minimal significance in vertebrate photoreceptors, it has a major role in accelerating light responses in Drosophila. This difference could be contributing to the faster light responses and vision in insects as compared to vertebrates.

The lifetime of active olfactory receptor in vertebrates is very transient, potentially as short as 0.1 ms. This has important implications for the gain and sensitivity of olfactory transduction which, unlike phototransduction, is not capable of transducing single odor molecule events (Ben-Chaim et al., 2011). Although there is some evidence that phosphorylation of the OR in vertebrates by GRK3 may be important for the fast inactivation of the activated receptor (see above), it is not known if any Ca2+ feedback mechanisms exist to regulate the lifetime of the active ORs. It may not be necessary since the baseline lifetime is already extremely short and determined by the short lifetime of the odorant-OR complex rather than by any enzymatic reaction (Bhandawat et al., 2005). As described above, sensitivity of invertebrate OR/Orco receptor is modulated by phosphorylation or dephosphorylation. Furthermore, as described above the sensitivity of the OR/Orco complex can be increased by Ca2+-calmodulin to mediate sensitization of the OSNs in response to weak stimulation (Mukunda et al., 2016; Jain et al., 2021).



Regulation of Effector Enzyme Inactivation

Inactivation of the GTα/PDE* in vertebrate PRs is significantly accelerated by a GAP complex (see above). Initially, the lifetime of PDE* was thought to be independent of background light level or Ca2+ (Nikonov et al., 1998). However, it has been shown in salamander and mouse rods that the lifetime of PDE* shortens under increasing background light intensity, and experiments in mice suggest that this is mediated by recoverin (Nikonov et al., 1998, 2000; Chen et al., 2015; Morshedian et al., 2018). These results suggests that recoverin can mediate a Ca2+-dependent acceleration of R* and PDE* inactivation, though the contribution of this regulation to light adaptation capacity of vertebrate rod photoreceptors is very small.

In invertebrate PRs the inactivation of effector enzyme PLC is also mediated by Ca2+, but via different mechanisms than in vertebrates (Smith et al., 1991). In Drosophila PRs, light-induced increase of Ca2+ inhibits PLC through the kinase activity of PKC, slowing down depletion of PIP2 and synthesis of DAG (Figure 4, step 9; Shieh et al., 1997; Gu et al., 2005). This mechanism is expected to contribute to acceleration of the light response termination and desensitization of the microvillar photoreceptors upon increased ambient light, i.e., adaptation.

The effector enzyme in vertebrate OSNs is cAMP-synthesizing enzyme AC3, which is activated by Gαolf as described earlier. Restoration of resting state levels of cAMP after odor-induced increases is accelerated by inhibition of AC3 via a Ca2+/calmodulin kinase II mediated phosphorylation (Wei et al., 1996, 1998). Thus, inhibition of AC3 causes the accelerated termination of the electrical odor response, and the OSN is desensitized in response to increased Ca2+ concentration triggered by increased background odorant levels.



Regulation of the Second Messenger Homeostasis

In addition to inactivating the effector enzyme of the GPCR signal cascade, the restoration of pre-stimulus second messenger concentration requires enzymes that either reduce the excess cAMP in vertebrate OSNs (Boekhoff and Breer, 1992) or DAG/PUFA in invertebrate PRs, respectively, or synthesize cGMP in vertebrate PRs or PIP2 in invertebrate PRs. Whereas, these enzymes are not directly part of the GPCR signaling cascade, some of them are known to play an important role in transduction termination and light adaptation. Indeed, regulation of cGMP synthesis by guanylyl cyclases (GC1 and GC2 in mice) is the dominant mechanism for regulating sensitivity in vertebrate rods and cones (Mendez et al., 2001; Sakurai et al., 2011). In darkness when Ca2+ is high, Guanylyl Cyclase Activating Proteins (GCAP1 and GCAP2 in mice) have Ca2+ bound to them and they cannot activate GCs. With light-induced decreases of Ca2+, Mg2+ replaces Ca2+ in GCAP proteins, and the Mg2+-GCAPs increase cGMP synthesis by activating GCs (Peshenko and Dizhoor, 2007). GCAP1 and GCAP2 have different affinity to Ca2+ so that GCAP1 is disinhibited and can activate GCs with smaller decline of Ca2+ in dim light whereas GCAP2 becomes more important under bright light conditions with larger decrease in Ca2+ (Makino et al., 2012). Invertebrate phototransduction is more complicated and as the identity of second messenger is still unclear, the contribution of its degradation/synthesis regulation to the light adaptation capacity is also not known. As described above the effector enzyme PLC plays an important role in invertebrate phototransduction since it releases DAG from PIP2. Whether enzymes like DAG lipase that convert DAG into PUFAs, or those involved in PUFA metabolism or PIP2 synthesis are regulated by light-induced increases of Ca2+ remain open questions.

Olfactory neurons in vertebrates express cAMP-hydrolyzing enzyme PDE1C specifically in their cilia (Yan et al., 1995), and PDE4A throughout the OSN excluding the cilium (Juilfs et al., 1997) which balance the synthesis of cAMP by AC3. Although PDE4A is not expressed in the OSN cilia, termination of mouse OSN response is only slowed when both PDE1C and PDE4A are knocked out (Cygnar and Zhao, 2009). However, odorant adaptation in mice lacking PDE1C alone is compromised, demonstrating a role for PDE1C in regulating the gain of the olfactory transduction in response to increased background levels of odorants (Cygnar and Zhao, 2009). PDE1C is known to be activated by Ca2+-bound calmodulin (Yan et al., 1995). Thus, it is expected that odorant-induced increase of Ca2+ activates PDE1C via Ca2+/calmodulin to accelerate hydrolysis of cAMP, explaining how PDE1C can contribute to adaptation.

In invertebrate olfactory transduction, increasing evidence has demonstrated that although G protein mediated signaling does not have a primary role in olfactory transduction, it is likely to be involved in the adaptation mechanisms. Odorant-binding has been suggested to activate Gs and consequently induce production of cAMP molecules that presumably gate Orco channel, perhaps as a mechanism to mediate the sensitization of the neurons (Figure 5, steps 3 and 4; Wicher et al., 2008; Miazzi et al., 2016).



Regulation of the Transduction Channel

All transduction channels discussed in this review, including the ionotropic OR/Orco receptor channels, have been suggested to be regulated in response to changes in background sensory stimulus level. The CNG channels used by vertebrate PRs and OSNs as well as TRP channels in the invertebrate photoreceptors all have a binding domain for calmodulin. Indeed, in vitro studies suggested that the affinity of vertebrate PR and OSN CNG channels to second messengers is regulated by calmodulin mediated Ca2+ feedback (Hsu and Molday, 1994; Liu et al., 1994; Bradley et al., 2001; Song et al., 2008; Nache et al., 2016). However, Ca2+/calmodulin modulation may not be critical for vertebrate photoreceptor (Haynes and Stotz, 1997; Chen et al., 2010) or OSN adaptation (Song et al., 2008). The odor receptor-channel in invertebrates can also be regulated in response to increased background levels of odorants. Interestingly, phosphorylation (Sargsyan et al., 2011; Getahun et al., 2013) and dephosphorylation (Guo et al., 2017) of the Orco co-receptor sensitizes and desensitizes the Drosophila olfactory transduction in response to OSN activation, respectively. Phosphorylation is mediated by PKC but the molecular mechanism of dephosphorylation is not known. These results indicate that phosphorylation of the ORs by PKC mediates the sensitization of the ORNs to sub-threshold stimulation whereas dephosphorylation in response to stronger background odorant levels would mediate desensitization of the ORNs. These mechanisms together can contribute to widen the operating range of the insect olfaction (Jain et al., 2021). It is possible that calmodulin independent Ca2+ feedbacks on the CNG channels exist in vertebrate photoreceptors. For example, in catfish cone photoreceptors calmodulin does not modulate cone CNG channel activity (Haynes and Stotz, 1997). On the other hand, striped bass cones express CNG modulin that may be responsible for the Ca2+ induced modulation of CNG channel activity in vertebrate cones (Rebrik et al., 2012). The mammalian homolog to CNG modulin is echinoderm microtubule-associated protein-like 1 (Eml1) which is expressed in the human and mouse retina (Rebrik et al., 2012). It remains to be determined whether it plays any role in the mammalian cone or rod phototransduction. As described above, termination of the vertebrate olfactory transduction requires also closure of Ca2+-activated Cl− channels. Gating of the Ca2+-activated Cl− channel appears to be modulated via a Ca2+-dependent pathway mediated by calmodulin (Yang et al., 2014). Both TRP and TRP-L channels in invertebrate photoreceptors have CaM binding sites (Phillips et al., 1992; Chevesich et al., 1997), and have been hypothesized to contribute to light-adaptation. In summary, although a lot of in vitro evidence supporting Ca2+-dependent modulation of the transduction channels in vertebrate and invertebrate sensory transductions exist, its physiological significance in vivo is either minor or remains to be determined.




DARK ADAPTATION AND PIGMENT REGENERATION IN VERTEBRATE AND INVERTEBRATE PHOTORECEPTORS

Maintenance of vision during sustained background light or adaptation to darkness after bright light exposure requires a mechanism to reset the activated visual pigment back to its ground state. Invertebrate rhabdomeric photoreceptors can regenerate photopigment in a light-dependent manner. Their rhodopsin is bistable as the chromophore remains bound to opsin after the absorption of an initial photon, so that a further absorption of a long-wavelength photon converts the activated rhodopsin back to the ground state (see Figure 6B). This may imply that a separate pigment regeneration pathway as described below for vertebrates is not required for invertebrate vision in bright light. However, in case of limited nutritional intake, or when rhodopsin is endocytosed, a pigment regeneration pathway exists to allow the maintenance of normal chromophore (Wang et al., 2010). Indeed, a retinal dehydrogenase present in the retinal pigment cells that surround the photoreceptors, was found to promote synthesis of 3-OH-11-cis-retinal (Wang et al., 2012). This pathway could also be important for dark adaptation or under short-wavelength illumination when the photons for converting cis-retinal back to trans-retinal are not available.
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FIGURE 6. The visual pigment cycle reactions in vertebrate and invertebrate photoreceptors: (A) Pathways for visual pigment regeneration in the vertebrate retina, including both the classical and non-classical pathways. A cone photoreceptor (dark blue) and its' interactions with the muller glial cells (magenta) and Retinal pigment epithelium (RPE, light blue). Red arrows with red text annotation indicate enzyme mediated reactions and their respective enzymes. The classical pathway occurs via the RPE, all-trans-retinol is taken up by IRBP into the RPE, where LRAT, RPE65, and 11-cis-RDH mediates its conversion to 11-cis-retinal which is then taken up by the photoreceptor via IRBP again, which reassociated with the apo-opsin. The intrinsic light mediated pathway combining all-trans-RAL with phosphatidylethanolamine (PE) to form all-trans-N-retinyl-PE (N-retPE), which is then converted to 11-cis-retinal via a blue photon. Light mediated pigment regeneration can occur both in Müller cells and RPE, whereby all-trans retinal is converted to 11-cis retinal mediated by RGR opsin and the absorption of a photon. Stores of 11-cis-retinoids as well as all-trans-RE are present in both the RPE and Müller cells. (B) Summary of the visual pigment cycle in invertebrates. The invertebrate visual pigment, 3-OH 11-cis retinal is a bistable pigment, and remains associated to the opsin, upon absorption of a second photon, it can convert back from 3-OH all-trans retinal to 3-OH 11-cis retinal. An external pathway is only required in conditions in which the animal is calorie restricted. This pathway is mediated by the retinal pigment cells that surround the rhabdomeres and involves the Photoreceptor retinol dehydrogenase (PDH) and retinol dehydrogenase B (RDHB) enzymes.


Unlike the r-opsins in rhabdomeric photoreceptors, the c-opsins in ciliary photoreceptors are not thought to be bistable. Thus, pathway(s) to regenerate visual pigment are critical for vertebrate photoreceptors to escape saturation under continuous illumination or to restore full sensitivity after bright light exposure. Absorption of a photon by 11-cis-retinal (11cRAL) causes several conformational changes in rhodopsin converting it to a physiologically active meta II form (or R*) which eventually decays to free opsin and all-trans retinal (Kolesnikov et al., 2003; Lamb and Pugh, 2004). This process takes minutes in rods, but only seconds in cones (Shi et al., 2007; Estevez et al., 2009). Although formation of free opsin is a prerequisite for the pigment regeneration, restoration of light sensitivity after bright light exposure is thought to be rate-limited by the 11-cis-retinoid supply to the photoreceptors (Lamb and Pugh, 2004). Several pathways to deliver 11-cis-retinoids to rods or cones are now known to take place in retinal pigment epithelium (RPE), Müller and photoreceptor cells. These pathways have been reviewed previously (Lamb and Pugh, 2004; Wang and Kefalov, 2011; Kiser et al., 2014; Palczewski and Kiser, 2020) and are summarized in the following paragraphs and in Figure 6A.

Recycling of atRAL according to the canonical pathway occurs outside the photoreceptor, in the retinal pigment epithelium (RPE) monolayer (Dowling, 1960). Following activation, atRAL is reduced to all-trans-retinol (atROL) by retinol dehydrogenase (RDH) and transported to RPE by interphotoreceptor retinoid binding protein (IRBP). Lecithin:retinol acyltransferase (LRAT) esterifies the atROL to all-trans-retinyl-ester (atRE) (Macdonald and Ong, 1988; Saari and Bredberg, 1989). These esters are then hydrolyzed and isomerized to 11-cis-ROL (11cROL) by retinoid Isomerohydrolase (RPE65, Gollapalli and Rando, 2003; Moiseyev et al., 2003; Mata et al., 2004), and oxidized to 11cRAL by 11-cis-RDH. This 11cRAL is then transported into the photoreceptors by IRBP and re-associates with the apo-opsin to complete the cycle.


Cone-Specific Pigment Regeneration Pathway Mediate by CRALBP

Critically, the canonical pigment regeneration pathway is too slow to resupply cones with sufficient pigment to remain responsive under continuous daylight conditions. In fact, several studies in multiple vertebrates found that cone sensitivity and pigment regeneration is maintained in the absence of RPE (Goldstein, 1970; Bruch Goldstein and Wolf, 1973). Thus, evidence overwhelmingly supports the existence of a cone-specific intra-retinal pigment regeneration pathway that supplies chromophore exclusively to cones. Studies in cultures of Müller cells from chicken found that they were able to synthesize 11cROL and 11-cis retinyl palmitate from atROL (Das et al., 1992), and CRALBP stimulates this synthesis (Mata et al., 2002). This is significant as it suggests a second population of cells in the retina that has isomerase activity (like RPE65 in the RPE) and retinyl ester synthase activity (Das et al., 1992). Pharmacological ablation of Müller cells in salamander, mouse, macaque or human retinas eliminates the ability of their cone photoreceptors to dark adapt following a bright light exposure in the absence of RPE (Wang and Kefalov, 2009; Wang et al., 2009). A later study demonstrated that CRALBP in Müller cells is critical for complete cone dark adaptation in isolated mouse retinas (Xue et al., 2015). It was initially proposed that CRALBP required interaction with Des1 in Müller cells to regenerate pigment in cones (Kaylor et al., 2014), however, deletion of Des1 in the mouse Müller cells had no effect on cone dark adaptation in isolated retinas (Kiser et al., 2019). One hypothesis, proposed by Kiser et al. (2018), is that 11-cis retinoids bound to CRALBP in Müller cells form a 11-cis retinoid storage that can be quickly used for rapid pigment regeneration and dark adaptation of cones.



Photic Pigment Regeneration Pathways

Recent work has potentially identified a light-dependent pathway for pigment regeneration in ciliary photoreceptors that depends on blue light. Much like the bistable pigment regeneration in rhabdomeres, this mechanism is independent of enzyme activity, and occurs in the outer segment membrane. After atRAL condenses with phosphatidylethanolamine (PE) to form all-trans-N-retinyl-PE in the lipid membrane, and a blue photon then converts this to 11-cis-N-retinyl-PE, which spontaneously hydrolyses to 11cRAL. Exposure of retinas to light around 450 nm wavelength after a bleach produced a higher regeneration of pigment than retinas left to regenerate in the dark (Kaylor et al., 2017). This mechanism also contributed to mouse photoreceptor pigment regeneration in vivo and is expected to be functional in both rods and cones.

Recent studies have also demonstrated a light-dependent pigment regeneration pathway mediated by Retinal G protein-coupled opsin (RGR) in RPE (Zhang et al., 2019) and Müller cells (Morshedian et al., 2019). RGR opsin is a non-signaling opsin, expressed in human, bovine and chicken Müller cells as well as in RPE cells (Pandey et al., 1994; Trifunovic et al., 2008; Diaz et al., 2017). Knocking out Rgr in the mouse retina results in faster sensitivity loss in cones under constant bright background illumination. Morshedian et al. (2019) found that this light-dependent pigment regeneration is also dependent on the activity of Rdh10 in Müller glia cells. In their model atROL is taken up by Müller cells, and RDH10 and RGR opsin together convert it to 11cROL in the presence of blue light. The alcohol form of 11-cis retinoid can then be used by cones but not rods for pigment regeneration. The identity of the RDH enzyme expressed in cones but not in rods catalyzing the oxidation of 11cROL to 11cRAL remains unknown. The ability of cones to maintain sensitivity under conditions of continuous pigment bleaching is expected to be promoted by these light-dependent visual cycles mediated by RGR opsin in both RPE and Müller cells. The contribution of CRALBP- and RGR opsin-mediated as well as non-enzymatic pigment regeneration and canonical visual cycle to the bright light vision and dark adaptation in different species are not known and remains an interesting question to study.




CONCLUDING REMARKS

Vertebrate visual and olfactory transduction and invertebrate phototransduction rely on prototypical but different GPCR signaling cascades whereas invertebrate olfaction uses a more diverse signaling toolbox including fast ionotropic as well as potentially more sensitive metabotropic mechanisms for odorant detection.

Rhabdomeric phototransduction has extremely high amplification and fast response kinetics largely due to Ca2+-dependent amplification and feedback mechanisms together with compartmentalization of the transduction into a very small volume (microvilli). This allows invertebrates to detect single photons, and due to the large number of microvilli and bistable visual pigment, they can also sustain vision into bright daylight. Vertebrates developed an alternative strategy to see over a similar range of ambient light. During evolution, the molecular properties of ciliary cone photoreceptors became tuned to generate more sensitive rod phototransduction with high amplification, slower response termination and extremely stable visual pigment to enable single photon detection and vision at night. With a duplex rod/cone retina, vertebrates can also see both at night and in bright sun light in a way that is perhaps more energy efficient compared the invertebrate retina (Fain et al., 2010).

Unlike r-opsins in rhabdomeric photoreceptors, c-opsins in ciliary photoreceptors are not thought to be bistable and several enzymatic pathways to regenerate rod and cone visual pigments exist. The rod pigment is extremely stable with a low rate of spontaneous activation, and once activated it is also very slow to decay back to free opsin and all-trans-retinal compared to cone pigments. In addition, cones can use several different visual cycles for faster and more efficient pigment regeneration, enabling vision in very bright light. Most of our information about the function of cones from the past 2–3 decades has been taken from mice, a nocturnal animal with rod-dominant retina. More details about biology of non-human primate and human fovea and para-/perifovea have emerged, but significant gaps in our knowledge remain. For example, the contribution or existence of the different pigment regeneration pathways for bright light vision in the human fovea and macula, specialized to promote high-acuity color vision in bright daylight conditions, are not known. Then again, significant gaps in knowledge about invertebrate phototransduction also remain, where even the identity of second messengers remains controversial.

Although olfactory transduction in vertebrates also uses GPCR signaling cascade to transduce odorant signals, it has much lower amplification compared to phototransduction in either vertebrates or invertebrates. Indeed, the probability for activated olfactory receptor to activate Golf is very low and, whereas rods and rhabdomeric PRs can detect single photons, ~40 odor molecules are required for olfactory sensation in mice. Where vision seems to have evolved in humans to enable high-acuity color vision during the day, mice seem to have retained a significantly larger number of functional olfactory receptors ~1,000, compared to ~400 in humans (Niimura and Nei, 2007).
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Microglia, the resident immune cells of the central nervous system (CNS), were once considered quiescent cells that sat in readiness for reacting to disease and injury. Over the last decade, however, it has become clear that microglia play essential roles in maintaining the normal nervous system. The retina is an easily accessible part of the central nervous system and therefore much has been learned about the function of microglia from studies in the retina and visual system. Anatomically, microglia have processes that contact all synapses within the retina, as well as blood vessels in the major vascular plexuses. Microglia contribute to development of the visual system by contributing to neurogenesis, maturation of cone photoreceptors, as well as refining synaptic contacts. They can respond to neural signals and in turn release a range of cytokines and neurotrophic factors that have downstream consequences on neural function. Moreover, in light of their extensive contact with blood vessels, they are also essential for regulation of vascular development and integrity. This review article summarizes what we have learned about the role of microglia in maintaining the normal visual system and how this has helped in understanding their role in the central nervous system more broadly.
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INTRODUCTION

Microglia, the resident immune cells of the central nervous system (CNS), have emerged as key cells contributing to the development and maturation of the CNS, as well as having roles in homeostasis of the adult nervous system (Rathnasamy et al., 2019). While microglia were once thought to be largely quiescent, only responding to damage or disease, it is now known that microglia dynamically survey the parenchyma and play critical roles in maintaining normal neural function (Nimmerjahn et al., 2005; Jobling et al., 2018b). A great deal has been learned about the roles of microglia in neural homeostasis from studies in the visual system because it is a tractable system and an easily accessible part of the CNS.

Visual perception depends on the formation and maturation of complex neural circuits within the retina, as well as a number of higher brain regions. As shown in Figure 1, microglia are localized in the normal retina within three main regions—including the outer plexiform layer (OPL), a synaptic layer consisting of the synapses between photoreceptors and second order neurons (bipolar cells and horizontal cells); the inner plexiform layer (IPL) where the second order neurons, bipolar cells, form synapses with ganglion cells and amacrine cells; and the nerve fiber layer (NFL), where axons of the output neurons of the retina, retinal ganglion cells, are located. Microglia have processes that extend to contact synapses within the retina, including photoreceptor terminals and synapses within the inner retina of both rodents and humans (Figure 1; Wang et al., 2016; Singaravelu et al., 2017; Jobling et al., 2018b). Microglial association with blood vessels is also evident in the OPL and NFL, where they have processes that wrap around capillaries. There are a range of brain regions that are the target of different classes of retinal ganglion cells, the most important of which are the lateral geniculate nucleus (LGN), suprachiasmatic nucleus of the hypothalamus, and optical pretectal nucleus within the midbrain. During development, targeting of ganglion cell axons to these regions, as well as the refinement of synaptic contacts within each of these brain regions, is critical for formation of functional neural circuits (Stevens et al., 2007). This neural refinement is dependent on a visually driven process that is critical for visual perception. Recent evidence suggests that microglia play a critical role in this process.
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FIGURE 1. Localization of microglia across the various layers of the retina. (A) Vertical section of the adult Cx3CR1+/GFP mouse retina showing a reporter labeled microglial cell (green, EGFP) extending processes from the outer retina (OPL) to the inner retina (IPL). The section was also immunolabeled for the synapse (ribbon) marker, ribeye (red), while nuclei were visualized with bisbenzimide (blue). A second microglia cell (green) is located within the (GCL). (B) Vertical section of the human immunolabeled for the microglial marker, IbA1 (green) and calretinin (red). Nuclei are labeled with bisbenzimide (blue). The microglial cell is a large cell that extends processes into both the inner and outer retina where is contacts synapses. (C) Vertical section of monkey retina immunolabeled for microglia (IbA1, green) and a combination of the synapse marker, ribeye and the neuronal marker calbindin (red). Abbreviations: ONL, outer nuclear layer; OPL, outer plexiform layer; INL, inner nuclear layer; IPL, inner plexiform layer; GCL, ganglion cell layer. Scale 20 μm.



While the majority of work investigating the role of microglia in normal CNS architecture has been performed in the brain, the readily accessible retina provides a useful model system in order to investigate these changes. A summary of the roles of microglia in the normal nervous system is shown in Figure 2. During development, microglia play critical roles in virtually all stages of neural maturation, from regulating the neural progenitor cell populations, neural maturation and synaptic refinement and plasticity. Microglia also contribute to CNS development by mediating astrocyte growth, regulating myelinogenesis, oligodendrocyte progenitor cell growth and differentiation, whilst also playing a role in blood vessel development. In the mature CNS, microglia express receptors for numerous neurotransmitters, allowing them to continuously monitor and respond to neuronal activity (Wake et al., 2009; Fontainhas et al., 2011). This activity-dependent modulation of neuronal signaling by microglia is important for regulating neural plasticity. Finally, microglia may contribute to regulating the vasculature and blood-retinal or blood-brain barrier.
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FIGURE 2. Summary of microglial function in retina and higher order visual centers. Schematic diagram summarizing the major functions of microglia in the development and homeostasis of the visual system.



Underpinning the diverse functions that microglia play during development, maturation and in the adult nervous system is a highly complex and heterogenous transcriptome. Indeed, recent transcriptomic studies using single cell RNA sequencing on populations of microglia isolated at different ages from embryonic day 14.5 to adult shows considerable diversity in expression during early development, with less heterogeneity observed in adult microglia (Hammond et al., 2019; Li et al., 2019). A comparison of microglia isolated from mouse and human brains demonstrates that microglia can be segregated (clustered) based on their transcriptome, with some differences in gene expression noted in each (Masuda et al., 2019). Differences in morphology, density and potentially local environment in different regions of the brain is also associated with variations in microglial transcriptome in both the mouse (Grabert et al., 2016) and human brain (Bottcher et al., 2019). Less is known about the variation in transcriptome across subclasses (or clusters) of microglia isolated from the normal retina, although it has been recently shown that there are at least two different types of microglia in the normal retina—those in the inner retina that are functionally dependent on IL34 and those isolated located in the outer retina that show IL34 independent functions (O’Koren et al., 2019).

While a significant amount of work has been directed towards the role of microglia in responding to disease and injury, here, we examine the role of microglia in the normal retina and broader visual system, including their contribution to the developing nervous system and maintaining normal retinal structure and function. In particular, we compare what has been learned from studies in the visual system with other regions of the CNS, to highlight the common functions of microglia across the normal nervous system.



MICROGLIAL GENESIS AND CNS COLONIZATION

Microglial ontogeny has historically been a hotly debated topic within the literature, with early work suggesting a neuroectoderm origin similar to other neurons/glia within the CNS. However, relatively more recent work has identified that microglia arise from embryonic yolk sac progenitors (Alliot et al., 1999). Their development and ongoing survival are dependent on several factors including the transcription factor Spi-1 Proto-Oncogene (PU.1), colony stimulating factor receptor (CSF1R) and interferon regulatory factor 8 (IRF8). Once differentiated, microglia colonize the developing brain from embryonic day (E) 8.5–9.5, while this occurs a little later in the retina (~E11.5) after invasion via the ciliary margin (Santos et al., 2008; Ginhoux et al., 2010). In both the brain and retina, there appears to be two waves of microglial infiltration into the respective tissues, with the second wave entering the brain and retina prior to the formation of the blood-brain-barrier (BBB) at E12.5, but after retinal vascularization (Chen et al., 2002; De et al., 2018). Once present, microglia distribute throughout the brain adopting a spatiotemporal distribution pattern dependent on local signal cues. Within the retina, microglia initially reside within the NFL and eventually adopt a bilayer distribution residing within the synaptic layers (OPL and IPL) whilst extending their processes throughout the whole tissue (Santos et al., 2008; Figure 1). As shown in Figure 1, microglia exhibit a number of morphologies and connections within the rodent, primate and human retina, with some cells contacting synapses in both plexiform layers of the retina (Figure 1B). The colonization of the retinal and brain microglial populations, early in development and prior to several key neural/vascular developmental stages, has them uniquely placed to play a role in subsequent refinement and maturation of the CNS. Additionally, as microglial processes contact neurons, glia, and blood vessels, they can provide structural support and functional refinement to most cells within the CNS.



MICROGLIA AND THE CONTROL OF NEUROGENESIS

Formation of the normal CNS requires careful regulation of the number and differentiation of neural progenitor cells, a process that is thought to depend on microglia. Indeed, ablating microglia with clodronate is associated with an increase in the number of neural precursor cells in the cerebral cortex (Cunningham et al., 2013). However, in a somewhat contradictory study, genetic ablation of the microglial-specific Csf1r was associated with a reduction in the number of basal progenitors in the subventricular zone (SVZ; Arno et al., 2014). This somewhat confusing result may reflect a dual role of microglia in supporting neurogenesis on the one hand and also removing progenitors on the other (Shigemoto-Mogami et al., 2014). Within the cerebellum, the phagocytic capacity of microglia was observed to be critical in the developmental loss of Purkinje cells, with microglial-induced superoxide ions playing a major role in Purkinje cell death at early postnatal ages (Marín-Teva et al., 2004).

While there are no studies investigating the role of microglia in neurogenesis within the visual centers of the brain, a possible role for microglial regulation of neurogenesis has been suggested in the retina, at least in lower vertebrates. Using the zebrafish, Huang et al. (2012) showed that morpholino knockdown of Csf1r (encoded by the zebrafish gene, fms) resulted in delayed macrophage/microglial infiltration of the retina, and microphthalmia. Further investigation showed Csf1r knockdown to delay neurogenesis and neural differentiation, with most major retinal cell types absent in the mutant (Huang et al., 2012). These observations have been confirmed in knockdown of the microglial specific gene Progranulin-a (Pgrn-a) in morpholinos, with retinal progenitors failing to exit the cell cycle leading to delayed neurogenesis and microphthalmia (Walsh and Hitchcock, 2017). Importantly, both these studies showed that when embryos were allowed to survive beyond the time of morpholino inhibition, retinal architecture partially recovered. In the murine retina, Csf1r inhibition or genetic ablation via CRISPR-CAS9 did not affect gross retinal structure, however, it did alter proliferation and survival of precursor cells (Ferrer-Martín et al., 2015; Kuse et al., 2018; Pridans et al., 2018). Additionally, microglial IL-6 prevented human retinal progenitor cells from forming neurospheres in vitro, further suggesting that microglia likely regulate neurogenesis in the mammalian retina (Balasubramaniam et al., 2009).

Microglia also play a role in adult neurogenesis, a more radical form of plasticity that involves the production of new neurons in the mature CNS to facilitate learning and memory formation (Deng et al., 2010; Rodríguez-Iglesias et al., 2019). Initial indirect evidence for microglial involvement was provided by studies showing adult neurogenesis was inhibited by neuroinflammation and restored by anti-inflammatory intervention (Ekdahl et al., 2003; Monje et al., 2003), while environmental enrichment induced neurogenesis, inhibited microglial activation, and inhibited neuroinflammation (Gong et al., 2018; Mee-Inta et al., 2019). Direct involvement of microglia in adult neurogenesis has also been shown with “quiescent” microglia involved in clearance of newborn cells in the hippocampus (Sierra et al., 2010). Indeed, microglial depletion in the dentate gyrus, where neuronal stem cells reside, prevents hippocampal adult neurogenesis by impairing neuroblast survival (Kreisel et al., 2019). In vitro studies have implicated microglial soluble factors in the regulation of adult neurogenesis (Walton et al., 2006; Matsui and Mori, 2018). Indeed, signals known to guide microglia toward dying cells including purines such as ADP acting via the receptor P2Y13 or fractalkine acting on its receptor Cx3cr1 have been implicated (Bolós et al., 2018; Stefani et al., 2018).

In contrast to the brain, adult neurogenesis does not appear to contribute to retinal homeostasis, with the exception of non-mammalian vertebrates such as zebrafish (Lamba et al., 2008). Interestingly, unlike the brain, retinal regeneration is dependent on the activation of microglia (Mitchell et al., 2018), with anti-inflammatory treatments impairing regeneration, while injection of the pro-inflammatory cytokine, IL-6, induces regeneration (Fischer et al., 2014; Silva et al., 2020). Providing direct evidence of the importance of microglia, ablation of microglia with clodronate prevents Müller cells from producing retinal progenitors after N-methyl-D-aspartate (NMDA)-induced damage (Fischer et al., 2014).



MICROGLIAL INDUCTION AND CLEARANCE OF APOPTOTIC CELLS

In addition to neurogenesis, microglia can contribute to CNS development by regulating the death and clearance of neurons. During embryogenesis, programmed cell death operates in tandem with neurogenesis to refine neuronal circuitry. Being the primary phagocytic cell in the CNS, microglia are responsible for the clearance of dead or dying cells. In addition, there is evidence suggesting that microglia can trigger the onset of neural cell death.


Contribution of Microglia to Programmed Cell Death

Programmed cell death in the developing CNS is thought to occur via multiple mechanisms, of which, apoptosis is the most well understood (Zakeri et al., 2015). Apoptosis involves the induction of a signaling cascade that ultimately leads to break down of a cell’s proteome by activated caspases (Elmore, 2007). Induction of this process depends on the balance between pro-death and pro-survival signals, which can be regulated by glia (Lago-Baldaia et al., 2020). Microglia in particular may mediate induction of apoptosis in a number of ways depending on the developmental context. In the developing motor circuit for example, excess motor neurons undergo apoptosis via a mechanism involving activation of TNF receptor 1 by tumor necrosis factor-α (TNF-α), a cytokine produced by microglia (Sedel et al., 2004). In the cerebellum, microglia can induce developmental cell death of Purkinje cells by release of superoxide ions (Marín-Teva et al., 2004). Microglial release of superoxide ions can also induce cell death in the developing hippocampus, which is controlled by microglial expression of the integrin CD11β and the immunoreceptor DAP12 (Wakselman et al., 2008).

In the retina, microglia also contribute to developmental cell death (Vecino et al., 2004). In fact, some of the earliest direct evidence for the contribution of microglia to developmental cell death in the CNS came from the study of cell death in the embryonic chick retina. In this study microglial-derived nerve growth factor (NGF) was shown to induce cell death at an early age in the retinal neuroepithelium (Frade and Barde, 1998). This function was hypothesized to create space for developing retinal ganglion cell axons (Frade and Barde, 1998). More recently, studies involving microglial ablation have confirmed the importance of microglia-mediated cell death in the developing mammalian retina. In one study, depletion of microglia by loss of Csf1r resulted in decreased developmental apoptosis and increased density of retinal ganglion cells (Anderson et al., 2019). Similarly, depletion of microglia in a conditional CX3CR1-CreER-iDTR, in which microglia are selectively ablated by tamoxifen induced expression of a diphtheria toxin receptor, showed altered density and distribution of astrocytes (Puñal et al., 2019). Importantly, the reduction in astrocyte density normally observed during postnatal development was reduced in CX3CR1-CreER-iDTR, highlighting the importance of microglial phagocytosis of astrocytes in regulating astrocyte density (Puñal et al., 2019).

Programmed cell death is also important for the development of vision processing areas of the brain, such as the optic tectum, which is reported to contain more apoptotic cells than any other area in the developing zebrafish CNS (Bachstetter et al., 2011). However, while microglia coincide spatiotemporally with cell death in developing optic pathways (Martín-Partido and Navascués, 1990; Cole and Ross, 2001; Bejarano-Escobar et al., 2011), direct microglial involvement has not been demonstrated.



Microglial Clearance of Apoptotic Cells

Following apoptosis, cell debris must be cleared from the developing CNS via phagocytosis. Since circulating macrophages are excluded from the CNS by the blood brain barrier, clearance of debris is primarily performed by resident microglia, although other glial cells are known to have some phagocytic capacity (Neumann et al., 2009; Galloway et al., 2019). Real-time clearance of apoptotic cells by microglia was first observed by in vivo imaging of the embryonic zebrafish brain (Mazaheri et al., 2014). Microglia were seen to extend processes that reached out and formed phagosomes around apoptotic cells. The exact mechanisms by which microglia detect and phagocytose apoptotic cells are not well understood but may involve the expression of so-called “eat me” signals that are recognized by phagocytic cells. One of these signals has been identified as phosphatidylserine (PS), which is exposed on the surface of dying cells and microglial PS receptors MFG-E8, BAI1 and TIM-4 have been shown to facilitate the phagocytosis of apoptotic cells (Hanayama et al., 2002; Liu et al., 2013; Mazaheri et al., 2014). In addition to cell surface “eat me” signals, clearance of apoptotic cells requires longer range signaling from chemotactic factors that attract microglia. Signals that have been identified to guide microglia toward apoptotic cells including ATP or ADP acting via microglial P2Y12 receptors, and fractalkine, acting via microglial CX3CR1 (Sieger et al., 2012; Sokolowski et al., 2014). Interestingly, microglia have also been observed phagocytosing viable neural precursor cells and oligodendrocyte precursor cells, inducing a type of cell death known as “phagoptosis” (Cunningham et al., 2013; Nemes-Baran et al., 2020).

Clearance of cell debris in the retina is also thought to be primarily achieved via phagocytosis by microglia, although Müller cells have also been shown to exhibit phagocytic activity (Bejarano-Escobar et al., 2017). Early work in aldehyde-fixed tissue localized microglia to areas of cell death in the developing retina, providing the first evidence for microglial involvement in the clearance of dying retinal neurons (Hume et al., 1983). This was supported by later work that showed the appearance of phagocytic microglia coincided with peak ganglion cell death in the postnatal retina (Bodeutsch and Thanos, 2000). Several possible receptors have been suggested to regulate microglial phagocytosis in the retina, including toll like receptors, Dectin-1, PS receptors, MerTK, and TREM2 (Maneu et al., 2011; Kochan et al., 2012; Li, 2012, 2013). However, these receptors have only been implicated in clearance of dying cells during retinal degeneration, and not during retinal development. A recent study revealed phagocytosis during retinal development is mediated by microglial P2RY12 (Blume et al., 2020). Using real-time imaging, the authors showed that inhibiting P2RY12 signaling resulted in greater numbers of apoptotic cells. Rather than increased levels of cell death, this was due to delayed clearance of apoptotic cells by microglia.

While the exact mechanisms mediating cell death and clearance during CNS development are yet to be fully determined, microglia are likely to play an important part. As the primary phagocytic cell, they are especially qualified to refine the neural population by removing entire cells. Similarly, they are also suited for more specific fine-tuning of neural circuitry by mediating the formation and removal of individual synapses, which is crucial for postnatal maturation of neurons.




MICROGLIAL INVOLVEMENT IN NEURONAL REFINEMENT

During embryogenesis and early post-natal development, the neuronal components of the CNS undergo maturation and refinement. This refinement is dependent on the type of neuron as well as the specific environment. Work within the last decade or so has identified microglia to have a role in a number of these processes.


Neuronal Maturation

At present, most neuronal maturation described within the CNS involves refinement of synapses (see below). However, the light detecting photoreceptors within the retina exhibit a unique activity-dependent maturation, as well as unique contact between cone photoreceptor synapses and microglial processes (Figure 3). The contact between microglia processes and a cone photoreceptor terminal is shown in Figure 3 at the ultrastructural level as well as using high resolution confocal microscopy. Importantly, after eye opening (>P14 in mouse) both rod and cone photoreceptors elongate their outer segments and increase expression of their respective photopigments, in order to maximize their functional output (Timmers et al., 1999). This process is dependent on protein transportation via a specialized form of a primary cilium, which is located between the inner and outer segments (Steinberg et al., 1980). Using the Cx3cr1-EGFP knock-in mouse (Jung et al., 2000), we showed that cone maturation was aberrant when this microglial-specific receptor was genetically ablated and that this led to early cone photoreceptor death (Jobling et al., 2018b; summarized in Figure 3E). Specifically, during eye opening, the loss of microglial Cx3cr1 resulted in aberrant expression of the cilium-related genes Rpgr and Rpgrip1, altered protein localization within the cilium and a failure to exhibit an increase in opsin expression. These changes resulted in cone photoreceptors with shortened outer segments and reduced function, which ultimately resulted in cone photoreceptor loss by P30 (Figure 3; Jobling et al., 2018b). While there is indirect evidence supporting a role for microglia in the maintenance of ciliated dendritic endings in olfactory sensory neurons via galectin-3 (Comte et al., 2011), this microglial regulation of the photoreceptor cilium appears to be retina-specific.
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FIGURE 3. Microglia are important in the post-natal maturation of cone photoreceptors. (A) Microglia make contact with photoreceptor synapses as shown in the electron micrograph, with Cx3cr1-EGFP-labeled microglial processes (black deposit, circled in red) in close proximity to photoreceptor ribbons (asterisk, *), within the synapse (outlined in blue). (B) Microglia (green; Iba-1) are also observed to contact multiple cone photoreceptors (red; peanut agglutinin, PNA) within the outer retina. (C) During cone photoreceptor postnatal development, function is reduced in Cx3cr1null animals from around P14 (electroretinogram, black squares), while cones are lost from 1 month of age (PNA quantification, red squares). *p < 0.05, ****p < 0.0001. (D) During outer segment elongation which occurs after eye opening (>P14) there is a reduced length of centrin (black squares) and Rpgrip1 (red squares) expression within the cone photoreceptor cilium of the Cx3cr1null mice compared to wildtypes (circles). (E) A schematic showing that microglial communication with cone photoreceptors via the receptor Cx3cr1 is important in postnatal maturation, with loss of this receptor (Cx3cr1null) leading to restricted expression of key cilium proteins during eye opening, reduced outer segment elongation, dysfunction and ultimately cell death (Jobling et al., 2018b).



In addition to microglial-controlled photoreceptor maturation, Burger et al. (2020) showed that microglia are likely also involved in controlling neurite growth within the outer retina. Their work showed that microglial C1q expression was critical in confining retinal horizontal cell neurites to the outer retinal synaptic layer (OPL), with C1q knock-out mice exhibiting neurite extensions into the outer retina at the time of eye opening. Interestingly, this effect was specific to horizontal cells, with no evidence of similar differences in cone photoreceptors or bipolar cells (Burger et al., 2020). This regional specificity in neuronal refinement is similar to that seen in the brain where C1q is needed in the lateral geniculate nucleus (LGN), which is not critical in the visual cortex (Stevens et al., 2007; Welsh et al., 2020).



Synaptogenesis and Synapse Refinement

As microglial invasion of the developing brain and retina precedes the presence of other support cells such as astrocytes, oligodendrocytes and retinal Müller cells (Ginhoux et al., 2010; Kettenmann et al., 2013), it is likely that microglia play a role in embryonic synaptogenesis and synaptic refinement. Despite this, most work investigating microglial involvement is limited to early postnatal ages where synaptogenesis is coincident with a dramatic increase in the density of cortical microglia that reaches a maximum by P18 (Dalmau et al., 1998, 2003). This indirect association of microglial involvement in maturation of the CNS was confirmed by Miyamoto et al. (2016) who demonstrated that direct microglial contact with pyramidal neurons in the somatosensory cortex induced filopodia formation on dendritic spines (Weinhard et al., 2018). In addition, genetic ablation of microglia resulted in decreased spine density, functional excitatory synapses and reduced connectivity. Despite these data, there are no studies in the retina or higher order vision processing centers within the brain that have examined microglial control of synaptogenesis. However, single cell transcriptomics of cells in the LGN suggest microglia up-regulate the synaptogenic gene, Hevin, early in postnatal development at a time co-incident with the period of increased synaptogenesis (Kalish et al., 2018).

In addition to the formation of new synapses, microglia are also required to fine tune neuronal circuits by selectively removing non-functional synapses, as well as refinement of established synapses (Paolicelli et al., 2011). Some of the earliest indications of microglial involvement in so called “synaptic pruning” (Blinzinger and Kreutzberg, 1968) were based on the observation that microglia were enriched in areas undergoing active synaptic remodeling (Dalmau et al., 1998), and the idea that microglial-synapse contact was dependent on neuronal activity (Wake et al., 2009; Tremblay et al., 2010). In fact, within the mouse primary visual cortex (V1), microglia normally show a preference for smaller and transiently growing dendritic spines, however, with altered light exposure or visual deprivation, microglia underwent morphological change, showed the presence of phagocytic structures, and exhibited altered synapse contact (Tremblay et al., 2010). This activity dependent effect was also observed in the mature mouse cortex (Wake et al., 2009).

Using the LGN as a model system, Schafer et al. (2012) explored the role of microglia in the elimination of ganglion cell inputs during early postnatal development. Their work showed that during postnatal synaptic remodeling (P5 in mouse) microglial processes and lysosomes contained presynaptic inputs. Reflecting the work in the visual cortex, Schafer et al. (2012) also found that this microglial dependent engulfment was activity dependent. Indeed, they showed that reduced neural activity following tetrodotoxin (TTX) treatment was associated with an increase in microglial elimination of ganglions cell inputs, while forskolin-dependent increase in neural activity lead to a decrease in pruning (Schafer et al., 2012). Rather than this elimination simply reflecting the ability of microglia to phagocytose already “pruned” synapses, microglia actively engulf synapses. Specifically, complement proteins C3 and C1q expressed by neurons activate complement receptor CR3 on microglia to trigger elimination of synapses (Stevens et al., 2007; Schafer et al., 2012), while neuronal CD47 signals to microglial SIRPα to prevent pruning (Lehrman et al., 2018). However, deletion of C1q or C3 only impaired the development of synaptic connections rather than completely abolishing it, suggesting the involvement of additional pathways in synaptic pruning (Stevens et al., 2007; Schafer et al., 2012). One such possible pathway involves the microglial receptor Cx3cr1, with loss of Cx3cr1 signaling impairing the development of glutamatergic synapses in the brain, causing abnormal hippocampus structure (Paolicelli et al., 2011; Hoshiko et al., 2012). However, this was not replicated in the visual cortex, where ablation of Cx3cr1 did not affect synaptic pruning (Lowery et al., 2017; Schecter et al., 2017). Similarly, TGF-β and serotonin have also been shown to modulate microglial involvement in synaptic refinement (Bialas and Stevens, 2013; Kolodziejczak et al., 2015).

Within the retina, the role of microglia in control of early postnatal synapse refinement is yet to be fully explored. Indirect evidence suggests a possible involvement, with activity dependent synapse formation and microglial change evident within the retina, while genetic ablation of microglia in the adult mouse resulted in a progressive decline in cone-mediated function and degeneration of photoreceptor synapses (Fontainhas et al., 2011; Wang et al., 2016). Supporting an ongoing role for microglia in maintenance of neuronal function in the adult retina, mice deficient in IL-34, a ligand for CSF1R, exhibited a specific loss of microglia in the IPL and associated impairment of bipolar cell function (O’Koren et al., 2019). The exact signals released by microglia that are necessary for this maintenance are currently unknown, but likely candidates are thought to be neurotrophic factors, which are known to mediate many important aspects of CNS homeostasis.




MICROGLIAL TROPHIC SUPPORT

An important component of intercellular communication is signaling via neurotrophic factors, a family of cytokines that have long been known to contribute to the development and maintenance of the CNS (Henderson, 1996). Broadly, these factors promote the growth, survival, and differentiation of neurons and glia and can be protective in models of neurodegeneration (Fumagalli et al., 2008). Increasing evidence suggests that microglial secreted factors play a role in the maintenance and support of cells within the CNS, including visual system.

Neurotrophic factors and their associated receptors are widely expressed by cells within the CNS, including microglia. Microglia are known to secrete a range of neurotrophic factors that can facilitate some of the many functions these cells perform within the developing and mature CNS (Elkabes et al., 1996; Nakajima et al., 2001; Hanisch, 2002). In fact, it has been suggested that microglia may constitutively express neurotrophic factors for CNS homeostasis, and that the developmental deficits caused by inhibition of microglial CSF1R could be a result of reduced expression of such factors (Hanisch, 2002; Erblich et al., 2011). As an example, microglia-derived insulin like growth factor I (IGF-1) is necessary for postnatal survival of Layer V cortical neurons (Ueno et al., 2013), and for the development and maintenance of oligodendrocytes (Hagemeyer et al., 2017). In the mature brain, microglial IGF-1 is thought to underlie the neurogenic effect of exercise (Kohman et al., 2012), while microglial brain derived neurotrophic factor (BDNF) is required for long term and spatial memory formation (Parkhurst et al., 2013). Further, microglia-derived neurotrophic factors likely play an essential role in brain injury and disease, as upregulation of microglial IGF-1 is associated with improved outcomes in models of ischemia, Alzheimer’s disease, and amyotrophic lateral sclerosis (O’Donnell et al., 2002; Butovsky et al., 2006; Lalancette-Hébert et al., 2007; Chiu et al., 2013).

While the above examples illustrate the importance of microglial neurotrophic signaling in brain development, plasticity, and disease, the significance of microglial neurotrophic signaling in retinal development and homeostasis is less clear. Work in the chick embryo has detailed the importance of microglial nerve growth factor (NGF) in the programmed cell death of retinal neurons during embryogenesis (Frade and Barde, 1998). In this work, microglia were observed to be the sole source of NGF in the E4–5 chick retina, while removal of microglia inhibited cell death likely via the neurotrophin receptor p75. Other neurotrophic factors that can be expressed by microglia, such as ciliary neurotrophic factor (CNTF), leukemia inhibitory factor (LIF), IGF-1, and fibroblast growth factors (FGFs), are known to contribute to retinal development and homeostasis, but microglia have not been confirmed as the source of these factors in development (Otteson et al., 2002; Martinez-Morales et al., 2005; Rhee and Yang, 2010). Despite the lack of direct evidence for microglial neurotrophic support in the normal retina, there has been a body of work exploring this during disease. Most notably, work by Harada et al. (2002) showed microglia to indirectly promote cell survival during retinal degeneration by communicating with Müller cells via neurotrophic factors such as nerve growth factor (NGF), CNTF, and BDNF. Additionally, IGF-1 has been shown to protect against photoreceptor and RGC degeneration in a model of retinitis pigmentosa (Arroba et al., 2011), with the positive effects diminished in the absence of microglia.

While several studies suggest that activation of retinal microglia is neuroprotective (Bruban et al., 2011; Fontainhas et al., 2011; Ferrer-Martín et al., 2015), excessive microglial activation can cause retinal degeneration and impair their ability to mediate neural plasticity (Roque et al., 1999; Ekdahl et al., 2003; Yang et al., 2007; Costello et al., 2011). Therefore, proper tissue homeostasis depends on inhibiting microglia activation and maintaining their neuro-protective state. This is achieved by immunomodulatory cytokines that are constitutively expressed by retinal pigment epithelial (RPE) cells, neurons, vascular endothelial cells, and Müller cells (Langmann, 2007). For example, TGFβ released by RPE cells triggers the production of the anti-inflammatory cytokine IL-10 by microglia, which results in down-regulation of antigen presenting proteins MHC-II, CD80, and CD86 (D’orazio and Niederkorn, 1998). Similarly, retinal neurons and vascular endothelial cells express the transmembrane protein CD200, which inhibits activation upon binding to microglial CD200R (Broderick et al., 2002), while retinal neurons also express the chemokine fractalkine, which binds to microglial CX3CR1 to prevent microglial activation (Liang et al., 2009). Additionally, CD200 and fractalkine signaling are reported to mediate microglial motility and migration within the healthy retina (Carter and Dick, 2004; Liang et al., 2009). Finally, Müller cells can reverse microglial activation by producing diazepam binding inhibitor (DBI) which binds to translocator protein (TSPO) expressed by activated microglia (Wang et al., 2014). Taken altogether, these findings illustrate that microglia may provide crucial trophic support to the developing and mature visual system, which is facilitated by the bi-directional communication between microglia and several other cell types.



MICROGLIA AND GLIAL FUNCTION

Within the CNS, glial cells such as astrocytes, oligodendrocytes and the retinal-specific Müller cells perform critical roles in development and homeostasis. Generally, the development and regulation of these cells have received less attention compared to their neuronal counterparts and therefore there is a distinct lack of detail regarding microglial-glial interaction and how these two cell types impact on each other’s function. Generally, most interest has been directed at the bi-directional communication during injury and disease (Conedera et al., 2019; De Waard and Bugiani, 2020). Despite this there is evidence of a microglial role in glial development within the brain and retina and increasing interest in how these two cell types communicate to maintain normal tissue homeostasis.

Work in the neural stem cell rich SVZ of the forebrain early in post-natal development (P2–P4) has indicated that microglia are important for oligodendrogenesis, with minocycline-inhibition of microglial activation resulting in decreased numbers of oligodendrocyte progenitors and mature oligodendrocytes (Shigemoto-Mogami et al., 2014). This effect was observed to be dependent on cytokines such as IL-1β and IL-6. Depletion of microglia has also been shown to reduce numbers of NG2+ oligodendrocyte precursor cells and subsequent myelination in the corpus callosum and cerebellum, while a similar disruption of oligodendrocyte precursor cell maturation and migration occurs in the hypothalamus after PLX5622 (CSF1R blockade) ablation (Hagemeyer et al., 2017; Marsters et al., 2020). Interestingly, this effect may not be restricted to early post-natal development, as oligodendrocyte precursor cell homeostasis in the adult brain is also dependent on microglia (Hagemeyer et al., 2017).

Single cell transcriptome analysis within the LGN supports a role of microglia in myelination, with extensive gene expressional change occurring during eye opening (P10–P16). During this period of change, Kalish et al. (2018) found microglia to significantly increase their expression of the key myelination gene, Autotaxin (Atx). Autotaxin is responsible for the production of lysophosphatidic acid (LPA) which binds to LPA receptor 1 (LPAR1) in oligodendrocytes to facilitate myelination. Coordinated with this microglial Atx increase, oligodendrocytes increased LPAR1 expression, highlighting a possible pathway for microglia to regulate myelination within the LGN at a time when visual experience requires significant remodeling.

Within the retina, microglial involvement appears to be important for the developmental reduction in astrocytes. Relatively recent work has detailed significant early post-natal reduction (3-fold) in astrocyte numbers between P5 and P14 within the mouse retina that was independent of classical apoptosis (Puñal et al., 2019). Specific depletion of microglia using the Cx3cr1-creER-iDTR system resulted in increased astrocyte numbers, aberrant astrocyte morphology and subsequent retinal vascular pathology. The overall mechanism was dependent on non-apoptotic microglial phagocytosis, however, this developmental astrocyte reduction was not fully blocked when microglia were ablated due to astrocyte-dependent phagocytosis (Puñal et al., 2019). Other work has also shown the presence of novel glial cells within the chick retina [non-astrocytic inner retinal glial-like (NIRG) cells] to rely on microglia, with clodronate ablation leading to a 95% loss of NIRG cells over 7 days (Zelinka et al., 2012). With respect to Müller cells, there is no evidence of a similar developmental role, however microglial ablation has been reported to reduce the formation of Müller cells progenitor cells in avian and zebrafish models (Fischer et al., 2014; Conedera et al., 2019). Apart from a developmental role, microglial-glial communication is known to occur in order to maintain normal tissue homeostasis (Jha et al., 2019), however, most of this is based on in vitro experiments or inferred from anatomical contacts. In the context of neuromodulation, both microglia and Müller cells respond to changes in retinal neuronal activity, however, work suggests that microglia rely on indirect activation via ATP to respond to changes in neuronal activity rather than direct detection of neurotransmitters (Fontainhas et al., 2011; Li et al., 2012). It has been suggested that Müller cells provide this ATP signal in response to neuronal activity, suggesting microglial-Müller cell communication is an ongoing mechanism responsible for the maintenance of retinal homeostasis (Wang and Wong, 2014).



MICROGLIA AND VASCULATURE

The CNS contains the most metabolically active organs in the body, with endogenous neurons dying within just a few minutes of oxygen deprivation (Richmond, 1997). Reflecting this, the brain demands 20% of the body’s energy supply despite constituting only 2% of body weight (Zhu et al., 2009; Magistretti and Allaman, 2015). The retina is one of the most energy dependent systems within the brain, despite having very little capacity for energy storage (Kooragayala et al., 2015). The CNS therefore requires an efficient and tightly controlled blood supply, that can rapidly respond to changes in metabolic demand. While astrocytes and Müller cells have been shown to be the major regulators of vascular growth and modification, microglia are known to also contribute to normal vascular development and recent preliminary work also identifies a role in vascular regulation in the CNS.


Vascular Development

Microglia begin to populate the brain and the retina prior to the development of vasculature (Cuadros et al., 1993; Rymo et al., 2011). Numerous studies in the brain and retina have shown close approximation of microglia with developing vessel tips (Ashwell et al., 1989; Checchin et al., 2006). In fact, studies in the cortex have shown that endothelial cells extend processes that directly contact both neural precursor cells and microglia (Penna et al., 2020). Providing direct evidence of a functional role, loss of microglia in PU.1 mutant mice resulted in reduced blood vessel intersections in the hindbrain (Fantin et al., 2010). Similarly, CSF1R blockade (PLX5622), which depletes macrophages including microglia, resulted in mouse choroidal vascular atrophy, RPE disorganization and dysfunction, as well as altered angiogenic growth factor expression (Yang et al., 2020). In vitro evidence suggests that the microglial regulation of blood vessel growth may occur via the increased expression of ephrin-A3 and -A4 (Li et al., 2014).

Within the retina, studies have also shown a close relationship between microglia and blood vessels, with microglia contacting endothelial tip cell filopodia which are thought to guide vessel growth (Checchin et al., 2006). Studies that use pharmacological or genetic ablation of microglia provide compelling evidence for a direct role for microglia in retinal vessel formation. Checchin et al. (2006) showed that clodronate liposomal depletion of microglia reduced retinal vascular development in the mouse, while this was restored following intraocular injection of microglia. Similarly, Kubota et al. (2009) showed that genetic ablation of Macrophage colony-stimulating factor (M-CSF, in Csf1op/op mice) impaired early postnatal development of retinal vasculature (P2–P4) with reduced branching and altered arterio-venous patterning. This vascular defect was independent of VEGF and resolved by 3 weeks of age, suggesting that microglia may not be important for adult maintenance of the retinal vasculature. This apparent restoration of the vasculature was explained in later work by Fantin et al. (2010) that showed the resolution of the vascular phenotype to be due to reduced vessel pruning at later stages.

With respect to the exact mechanism of this microglial mediation of vascular growth, the chemokine receptor CX3CR1, which is primarily expressed by microglia in the healthy CNS, has been shown to mediate endothelial cell migration and tube formation in cell culture (Volin et al., 2001). A more recent study has shown that genetic deletion of the Angiotensin (1–7) receptor MAS (Mas1−/−), resulted in impaired retinal vascular development due to reduced microglial number at the developing vascular front (Foulquier et al., 2019). Interestingly, the activation of MAS upregulates the Notch signaling pathway, which has been linked to microglial localization and interaction with endothelial cells within the retina (Foulquier et al., 2019; Haupt et al., 2019).



Blood-Brain and Blood-Retinal Barrier and Neurovascular Unit (NVU)

The presence of the blood-brain and blood-retinal barriers (BBB and BRB, respectively) are critical for providing a physical and biochemical separation between the CNS and peripheral circulation, thereby establishing the unique microenvironment that ensures proper neuronal function. While most work has concentrated on the role of endothelial cells, astrocytes and pericytes in the formation and maintenance of the BBB and BRB (Cheslow and Alvarez, 2016), the close proximity between microglia and blood vessels makes them ideally placed to contribute (Ronaldson and Davis, 2020). In vitro co-culture experiments support such a role, with brain-derived endothelial cells increasing their expression of the tight junction protein occludin when co-cultured with unstimulated microglia (Mehrabadi et al., 2017), while microglial exposure increased retinal microvascular endothelial cell proliferation (Ding et al., 2018). Furthermore, single cell RNAseq analysis of microglial subpopulations within the brain shows expression of the critical barrier gene, Claudin-5 (Li et al., 2019). Despite these indications, direct evidence for a role of resident microglia in the formation and physiological maintenance of the respective barriers remains unsupported. Studies in which microglia have been depleted show no alteration in barrier permeability within the brain, spinal cord or retina (Kokona et al., 2018; Halder and Milner, 2019; Haruwaka et al., 2019). It is therefore likely microglia do not play a significant role in the formation of the BBB and BRB, however more detailed work is required to identify possible minor contributions.

Despite providing separation from the peripheral circulation, the blood-brain and blood-retinal barriers are not static structures and have dynamic boundaries that require regulation in order to adequately supply the energy needs of neurons. This regulation is achieved through a coordinated intercellular communication via the neurovascular unit (NVU), encompassing neurons, glia (astrocytes and Müller cells), microglia, pericytes and endothelial cells. Such a coordinated response enables the neuronal energy requirements to be met through alterations in vascular response (neuro-vascular coupling). At present, most work investigating a microglial role in the NVU has been limited to injury and/or pathology, with activated microglia increasing permeability in the brain, spinal cord and retina, whilst also decreasing occludin, ZO1 and claudin-5 expression (Kokona et al., 2018; Halder and Milner, 2019; Haruwaka et al., 2019).

As shown in Figure 4, microglial processes wrap around retinal capillaries and can also contact neural synapses, suggesting a possible role in local blood vessel control. Despite little direct evidence for an active role for microglia in the NVU in the healthy brain or retina, several studies have identified factors that could enable microglia to play a role in vascular regulation. Work in our laboratory has identified the presence of the vasoactive agent angiotensinogen in isolated retinal microglia (Jobling et al., 2018a), complementing previous studies identifying components of the renin-angiotensin system (RAS) within microglia (Liu et al., 2018; Phipps et al., 2018). It is well known that the RAS can regulate CNS vessels and preliminary work in our laboratory suggests that microglia are capable of regulating retinal capillary diameter (Jobling et al., 2018a; Dixon et al., 2019). While further work is required to fully document this novel role for microglia, it may represent an additional vasoregulatory pathway to the Müller cell dependent pathway described within the retina (Metea and Newman, 2007).
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FIGURE 4. Microglia contact components of the retinal vasculature. (A) Flatmount of the Cx3CR1+/GFP mouse retina imaged at the level of the outer plexiform layer labeled for the presynaptic terminal marker, VGLUT1 (red), and the blood vessel marker, IB4 (blue). GFP labeled microglia are visible as green cells abutting the blood vessels. (B) Imaris rendered microglia abutting the blood vessel in panel (A). (C) Image showing areas of contact between blood vessels, synapses and the indicated (*) microglia in panel (A). Putative contacts between microglia and blood vessels or synapses were defined by the apparent colocalization of fluorescence. The blue shading indicates areas of contact between the microglia and blood vessel, the red shows areas of contact between microglia and synapses.






CONCLUSION

Since their first identification in the CNS, microglia have been heavily studied for their contribution in injury and disease. However, over the last decade the importance of microglia in maintaining normal structure and function of the nervous system has emerged. High resolution in vivo imaging and selective ablation methods have enabled researchers to identify a role for these cells in normal development and maturation. Most of these are based on the dynamic nature of microglia and the fact that the resident population is established within the CNS relatively early in development and maintained throughout the life of the organism. A number of these roles have been described within the retina and higher visual centers due to the relative ease of imaging and the ability to modify light-dependant maturation. Indeed, it is now clear that microglia regulate the number of neurons present within the retina and brain during development, refine synaptic connections during remodeling periods and contribute to maturation of neural circuits. In addition, microglia appear to be important in regulating the function of the vasculature. While initially described as the resident immune cell within the CNS, undertaking macrophage-like functions, microglia are now becoming known for their critical roles in establishing and maintaining the normal tissue architecture within CNS and visual system.
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It was well documented that both the size of the dendritic field and receptive field of retinal ganglion cells (RGCs) are developmentally regulated in the mammalian retina, and visual stimulation is required for the maturation of the dendritic and receptive fields of mouse RGCs. However, it is not clear whether the developmental changes of the RGC receptive field correlate with the dendritic field and whether visual stimulation regulates the maturation of the dendritic field and receptive field of RGCs in a correlated manner. The present work demonstrated that both the dendritic and receptive fields of RGCs continuously develop after eye opening. However, the correlation between the developmental changes in the receptive field size and the dendritic field varies among different RGC types. These results suggest a continuous change of synaptic converging of RGC synaptic inputs in an RGC type-dependent manner. Besides, light deprivation impairs both the development of dendritic and receptive fields.
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INTRODUCTION

Retinal ganglion cells (RGCs) receive visual information from bipolar cells (BCs) and amacrine cells (ACs) and convey the visual information to higher centers of the visual system. The function of RGCs is highly disparate, and their functional specificity is determined mainly by their synaptic inputs from presynaptic BCs and ACs. For instance, the dendrites of RGCs are stratified into ON or OFF sublamina of the inner plexiform layer (IPL) of the retina to synapse with ON or OFF BCs, respectively. This dendritic segregation of RGCs in the IPL ensures the ON and OFF RGCs respond to increment or decrement of light stimulation, respectively. Previous studies demonstrated that many morphological and functional properties of RGCs continue to develop after the retina responds to light stimulation. These include the size of dendritic fields (Ren et al., 2010; Qu and Myhr, 2011; Elias et al., 2018), dendritic segregation into ON and OFF layers of the IPL (Tian and Copenhagen, 2003), light-evoked synaptic activity (Tootle, 1993; Wang et al., 2001; He et al., 2011), intrinsic excitability, and spontaneous synaptic inputs (Tian and Copenhagen, 2001; Giovannelli et al., 2008; Qu and Myhr, 2008), and the synaptic connections to BCs (Wang et al., 2001; Tian and Copenhagen, 2003). The development of several of these cellular properties, such as the dendritic segregation of RGCs into ON and OFF layers of the IPL, the spontaneous synaptic inputs of RGCs, and the size of RGC dendritic fields, is regulated by cell activity and visual experience (Tian and Copenhagen, 2001, 2003; Elias et al., 2018).

Although RGC dendrites provide a structure for receiving synaptic inputs from presynaptic cells, whether the development of the dendritic field correlates with the development of the receptive field is inconsistent. Early studies suggested that the receptive field size matched closely to the size of the dendritic field of ON–OFF direction-selective RGCs (DS-RGCs) in rabbits (Yang and Masland, 1992, 1994). However, the size of the receptive field of αRGCs is much bigger than that of the dendritic field in cats (Peichl and Wässle, 1983). In mice, different RGC types show different modes of dendritic growth. Most RGCs exhibit a phase of faster dendritic expansion between postnatal day 8 (P8) and P13, followed by a phase of dendritic retraction between P13 and adulthood (Ren et al., 2010; Elias et al., 2018). However, the morphological αRGCs showed a fast dendritic growing phase but not the dendritic retraction phase, whereas the morphological ON–OFF DS-RGCs expanded at the same pace as the growing retina (Ren et al., 2010). On the contrary, another report shows that the size of the RGC dendritic field increases from P9–14 to P20–24 (Qu and Myhr, 2011). Physiologically, the excitatory centers of RGC receptive fields of cat and rabbit shrink, and the inhibitory surrounds become much more prominent with age (Bowe-Anders et al., 1975; Rusoff and Dubin, 1977). In turtles, the size of the RGC receptive field is small when the retina starts to respond to light and continues to expand until 2–4 weeks post-hatching (Sernagor and Grzywacz, 1995). In mice, the receptive fields of ON and ON–OFF RGCs become smaller after eye opening (Cantrell et al., 2010; Koehler et al., 2011), whereas the receptive field of OFF RGCs decreases during development in one study (Koehler et al., 2011) but not in another study (Cantrell et al., 2010). This study compared the dendritic fields and receptive fields of ON, OFF, and ON–OFF RGCs immediately after eye opening and in young adults.

Previous studies have shown that the functional and morphological maturation of RGCs is regulated by visual experience. Light deprivation retards the developmental increase in RGC spontaneous synaptic inputs, dendritic stratification (Tian and Copenhagen, 2001; Xu and Tian, 2007; Giovannelli et al., 2008), and the number of synapses in the IPL (Sosula and Glow, 1971; Fisher, 1979). Also, light deprivation enlarges the size of the RGC receptive field in turtles (Sernagor and Grzywacz, 1996) and enhances the inhibitory surround of the RGC receptive field in the rat (Di Marco et al., 2009). In mice, dark rearing prevents the developmental consolidation of the dendritic field of J-RGCs (Elias et al., 2018). However, it reduces the receptive fields of ON and OFF RGCs (Akimov and Rentería, 2014). To determine whether light deprivation affects the development of the RGC dendritic and receptive fields in a correlated manner, we examined the dendritic and receptive fields of ON, OFF, and ON–OFF RGCs of mice raised in constant darkness.



MATERIALS AND METHODS


Animals

Transgenic mice expressing yellow fluorescent protein (YFP) in a small fraction of RGCs controlled by Thy1 promoter (Feng et al., 2000) (H line) were used in this study. They were obtained from the Jackson Laboratory (Bar Harbor, ME, United States). In these mice, YFP is expressed by 12 morphological types of RGCs, and these 12 types of RGCs have been well characterized in our previous publication (Xu and Tian, 2007, 2008; Xu et al., 2010). The control animals were housed under 12:12-h cyclic light/dark conditions. Dark-reared animals were housed in a continuously ventilated light-tight box. All the procedures of daily monitoring and routine maintenance of dark-reared mice were conducted under infrared illumination. The handling and maintenance of animals and tissue preparation met the NIH guidelines and were approved by the University of Utah, Committees on Animal Research.



Preparation of Retinal Whole Mount for Fluorescent Imaging

For the immunostaining, isolated retinas were fixed with 4% paraformaldehyde in PBS for 30 min at room temperature. Fixed retinas were washed for 3 × 10 min in 0.01 M PBS and incubated in 30% sucrose at 4°C overnight. After blocking in 10% normal donkey serum, retinas were incubated in a mixture of a rabbit polyclonal anti-GFP antibody conjugated with Alexa Fluor 488 (1:500) and a sheep polyclonal anti-TH (1:200) for 6 days at 4°C. A secondary antibody (donkey anti-sheep antibody) conjugated with Texas red at 1:50 dilution was used to reveal the anti-TH binding site at 4°C overnight. Then, retinas were flat mounted on Super-Frost Plus slides (Fisher Scientific, Pittsburgh, PA, United States) with Vectashield (Vector Laboratories, Burlingame, CA, United States).



Confocal Laser Scanning Microscopy

The confocal laser scanning microscopy procedure has been described previously in detail (Xu and Tian, 2007, 2008). Briefly, fluorescent images were collected using a dual-channel Olympus FV5-PSU microscope (Optical Analysis, Nashua, NH, United States) with a PlanApo 60 × oil lens (numerical aperture: 1.4). Image stacks of YFP-expressing RGCs in whole-mount retinas were collected at z-step intervals of 0.5 μm. The dendritic stratification of each RGC was characterized by their ramification depth in the IPL. The IPL was defined as 0–100% from the border of the inner nuclear layer to the border of the ganglion cell layer, determined by the best focus position of the soma of dopaminergic ACs and RGCs, respectively. The dendritic field sizes were measured by the software NeuroExplorer and Neurolucida (MircoBrightField, Williston, VT, United States) based on the stacked image from ON or OFF sublamina, respectively (Figures 1A–C). The dendritic field diameters were calculated from the size of the fields using the equation: [image: image].
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FIGURE 1. The size of dendritic fields of retinal ganglion cells (RGCs) increases in the postnatal developing mouse retina. (A–C) Top: Representative images of the dendritic field of ON, OFF, and ON–OFF RGCs, respectively. The red color shows dendrites ramified in the ON sublamina, and green shows dendrites ramified in the OFF sublamina. Outlines are the measurement of the size of dendritic fields. Bottom: The side view of the three RCCs showing the dendritic distribution in the inner plexiform layer (IPL). (D–G) Cumulative distribution curves of the diameter of the dendritic field of ON, OFF, and ON–OFF RGCs of P12 (red) and P33 (blue) mice, respectively. Inset: median diameter of dendritic field. Error bars in the bar graphs indicate interquartile range (IQR). A Mood’s test was used to examine the differences among two or more medians. The p values were from K–S tests of cumulative distributions. The “*” sign is used to indicate the p-value from Mood tests. *0.05 > p > 0.01; ***0.001 > p; ns, not significant.




Multielectrode Array Recordings and Data Analysis

The procedures of multielectrode Array (MEA) recording have been described previously (Tian and Copenhagen, 2003; Xu and Tian, 2008). Briefly, retinas were isolated from dark-adapted mice under infrared illumination in oxygenated extracellular solution, which contained (in mM) NaCl 124, KCl 2.5, CaCl2 2, MgCl2 2, NaH2PO2 1.25, NaHCO3 26, and glucose 22 (pH 7.35 with 95% O2 and 5% CO2). The isolated retina was mounted on nitrocellulose filter paper, placed in an MEA-60 recording chamber with RGC facing electrodes, and continuously perfused at 34°C. Light-evoked action potential recordings started 90 min after the retinas were positioned in the recording chamber. Action potentials were simultaneously recorded from 60 channels with a MEA having 10-μm diameter electrodes spaced 200 μm apart. The signals were filtered between 100 Hz and 3 kHz.

Visual stimuli were generated on an LCD projector using the software Vision Work on a PC. The images were projected onto the retina through a series of lenses. A small green square (25 μm) was flashing pseudorandomly at different locations (a 60 point × 60 point array) of a test field (1.5 mm × 1.5 mm) at 1 Hz (half second ON and half-second OFF) upon blank background, and the stimulus was repeated three times with a different sequence.

Offline data analysis to isolate the responses from individual neurons was carried out on a personal computer using the software Off-line Sorter (Plexon Inc, Dallas, TX, United States). The timestamps of action potentials recorded by each electrode were stored from the raw data using the Off-line Sorter. The NeuroExplorer (Nex Technologies) was used to plot the perievent histograms of each cell with a 10-ms bin width, and peak time of ON and OFF responses based on the average response to the stimuli on all locations was calculated.

The results were further analyzed with customer-programmed software. First, the response frequency on each location was calculated within 100 ms (peak time ± 50 ms) for ON or OFF responses. In order to decrease the influence of the spontaneous activity, we calculated the spike frequency between 50 ms before the onset or offset of the light and the time of light ON or OFF on each location as spontaneous activity. Then the spontaneous frequency was subtracted from the peak frequency from the same location to have a “calibrated” peak frequency. Finally, the “calibrated” peak frequency at each location was averaged from three trials. If there was only a response to one trial at a location, the average peak frequency was set to zero because the one-time response was most likely a spontaneous, but not a light-evoked, response.

The receptive field maps were plotted on a grid (60 × 60 locations, each location is 25 μm × 25 μm) based on the average peak frequency of ON and OFF responses, respectively. Then the receptive field of ON or OFF responses was determined by adding all locations with ON or OFF response. Finally, the diameters of the receptive field were calculated from the size of the fields using the equation: [image: image]. For a small group of OFF cells, they have a very regular round but an extremely large receptive field with a no-responding center and a clear margin (Figure 2D4). Their receptive fields are generally bigger than the entire recording area (1.5 mm × 1.5 mm). Therefore, we generally only record part of the entire receptive field and measured the diameter of the receptive field from the no-responding center to the margin.


[image: image]

FIGURE 2. The size of receptive fields of RGCs increases in the postnatal developing mouse retina. (A) Representative receptive field map of an ON–OFF RGCs. Red indicates the ON field, and green indicates the OFF field. The pixel size is 25 × 25 μm. (B) Light stimulation and representative ON, ON–OFF, and OFF responses evoked by the stimulations at the locations indicated by the lines. (C) Plot of the average receptive field diameters versus light intensity for ON (open markers) and OFF (filled markers) fields of P33 (top, squares) and P13 (lower, triangles) mice. The arrows point to the peak diameter locations. (D) Four examples of receptive fields of an ON cell (D1), two ON-OFF cells (D2 and D3), and an OFF cell (D4). Red indicates ON receptive fields, and green indicates OFF receptive fields. (D4) shows a representative picture of an OFF cell with a regular round but extremely large receptive field and a no-responding center. Because their receptive fields are generally bigger than the entire recording area (1.5 mm × 1.5 mm), we can only record part of the entire receptive field. (E–H) Cumulative distribution curves of the diameter of receptive fields of ON, OFF, and ON–OFF RGCs from P12 (red) and P33 (blue) mice, respectively. Inset: median diameter of receptive fields. Error bars in the bar graphs indicate IQR. The p values were from K–S tests of cumulative distributions. The “*” sign is used to indicate p-value from Mood tests. **0.01 > p > 0.001; ***0.001 > p; ns, not significant.




Statistical Analysis

The data are presented as cumulative curves and bar graphs in figures. Because some of the data reported in this study are potentially skewed by a small number of very large values, we used median ± interquartile range (IQR) instead of mean ± SE to analyze the differences among the different groups. The IQR describes the middle 50% of the datasets when their value was ordered from lowest to highest. Therefore, the height of the bar indicates the median (the value of the middle point) of the datasets, the upper “error bar” indicates the value of the point at 75% of the datasets, and the lower “error bar” indicates the value of the point at 25% of the datasets. The Kolmogorov–Smirnov (K–S) test was used to determine the significance of the difference in the cumulative distributions, and Mood’s test was used to examine the differences among two or more medians using the statistical add-in, XLSTAT, by Addinsoft to Microsoft Excel (Microsoft). All bar graphs showed in this study are median with IQR.



RESULTS


The Size of the Dendritic Field of RGCs Increases After Eye Opening

Previous studies have suggested that the size of the dendritic field of ON and OFF RGCs might be regulated differently during postnatal development (Ren et al., 2010; Qu and Myhr, 2011; Elias et al., 2018). Accordingly, we first quantify the size of mouse RGC dendritic field changes during development after eye opening. To determine whether the development of ON and OFF RGCs are regulated differently, we divided all YFP-expressing RGCs of the transgenic mouse line (Thy1-YFP H line) into three groups, ON, OFF, and ON–OFF RGCs. In the Thy1-YFP (H line) mice, YFP is expressed by 12 morphological types of RGCs, including ON, OFF, and ON–OFF RGCs. These 12 RGC types have been fully characterized in our previous studies (Xu and Tian, 2007, 2008; Xu et al., 2010). We measured the dendritic field diameters of RGCs at the age of P12 and P33, respectively. Because the YFP+ RGCs scattered distributed across the entire retina, we sampled all YFP+ RGCs with an entire dendritic tree in each retina. The types of ON, OFF, and ON–OFF RGCs are determined based on the depth of their dendritic ramification in the IPL (Figures 1A–C) (Tian and Copenhagen, 2003; Xu and Tian, 2007, 2008; Xu et al., 2010). The sizes of RGC ON and OFF dendritic field were determined based on stacked fluorescent images of Thy1-YFP+ RGCs, which were collected with a confocal microscope, from ON or OFF sublamina in the IPL. Figures 1A–C show representative images of an ON, an OFF, and an ON–OFF RGC and the measurement of their dendritic fields.

At the age of P12, the median diameters and the IQRs of the RGC dendritic field are 216.65 and 104.21 μm for ON RGCs (Figure 1D, n = 73), 194.5 and 102.06 μm for OFF RGCs (Figure 1E, n = 14), 174.37 and 77.12 μm, and 180.56 and 59.18 μm for ON and OFF fields of ON–OFF RGCs (Figures 1F,G, n = 58), respectively. The sizes of the RGC dendritic field increase after eye opening. At P33, the median diameters and the IQRs of ON (n = 71) and OFF (n = 36) RGCs are 331.53 and 123.26 μm, and 289.72 and 122.03 μm, respectively. The ON and OFF RGC dendritic fields increase by 53 and 49%, respectively, from P12 (p < 0.0001 for ON RGCs and p = 0.115 for OFF RGCs by Mood’s test, respectively, although a K–S test showed a significant difference for the OFF RGCs, p = 0.0019, Figures 1D,E). By examining the distribution curves of diameters of dendritic fields of ON and OFF RGCs at P12 and P33, it is evident that the overall distributions of the sizes of dendritic fields of both ON and OFF RGCs shift toward the right side (Figures 1D,E). On the other hand, the median diameters of ON and OFF fields of ON–OFF RGCs (n = 58) only increased by 11 and 22% (194.56 and 65.7 μm for ON fields and 220.52 and 55.55 μm for OFF fields, p = 0.05 and p < 0.0001 for ON and OFF fields, respectively, Figures 1F,G).



The Size of the Receptive Field of RGCs Increases in a Cell Type-Dependent Manner After Eye Opening

We then measured the sizes of the receptive field of RGCs from mice at the ages of P13 and P33. A MEA system was used to record RGC action potentials evoked by a small square (25 μm × 25 μm) of the light spot, which flash at different locations of a test field (1.5 mm × 1.5 mm) at 1 Hz upon a black background (Figure 2A). The ON and OFF responses were determined based on their response time after lights ON or OFF (Figure 2B). The ON and OFF receptive fields were mapped based on the peak frequency of ON and OFF responses at each location, respectively (Figure 2A). The receptive fields measured in this way only represent the excitatory synaptic inputs (the receptive field center) from ON and/or OFF synaptic pathways, but not inhibitory synaptic inputs from lateral synaptic circuitry (the surround inhibition).

Since the retinas from different ages could have different sensitivity to light, we first examined the light intensity-response profiles of RGCs at P13 and P33 to determine the optimal light intensity with which the RGCs have the maximal size of the receptive field. We stimulated RGCs with six different light intensities (0.154 × 106, 0.359 × 106, 0.664 × 106, 1.09 × 106, 1.49 × 106, and 1.89 × 106 Rh∗/rod/s). Figure 2C plots the average receptive field diameters as a function of light intensity for P13 and P33 retinas. With the increase in the stimulus light intensity, the receptive field diameters increase and reach a peak (indicated by an arrow), then decrease for both ON and OFF receptive field. For P33 retinas, the light intensity for maximized receptive field size is 0.359 × 106 Rh∗/rod/s, while it is 0.664 × 106 Rh∗/rod/s for P13 retinas (Figure 2C). Figure 2D shows four examples of receptive field maps, an ON cell (D1), two ON–OFF cells (D2 and D3), and an OFF cell (D4). Empirically, the size of the receptive field is more consistent in young mice. The adult mice have more RGCs with large receptive fields, especially the OFF RGCs. Interestingly, the ON and OFF receptive fields of many ON–OFF RGCs do not overlap (Figures 2A,D2,D3).

Specifically, the median diameters and the IQR of the receptive field of P13 mice are 337.25 and 66 μm for ON cells (n = 55), 471.88 and 121.56 μm for OFF cells (n = 20), 379.63 and 92.56 μm, and 378.88 and 90.75 μm for ON and OFF fields of ON–OFF cells (n = 146), respectively. The sizes of the receptive field increase after eye opening. At P33, the median receptive field diameters and the IQR of ON and OFF RGCs are 535.63 and 239.94 μm (n = 88) and 1,107.3 and 2,095.25 μm (n = 21), representing 59 and 135% increase in comparison with P13 mice (p < 0.0001 for ON RGCs and p = 0.008 for OFF RGCs), respectively. Figures 2E,F show the distribution curves of diameters of the receptive fields of ON and OFF cells at P12 and P33, respectively. The receptive field diameters of P33 cells have a much wider distribution than that of P13 cells (P13: 185–743 μm; P33: 171–2,894 μm). Interestingly, the receptive field diameters of OFF cells were clearly divided into two clusters in the adult mice. The receptive field diameters of one cluster range from 171 to 1,200 μm, and the second cluster ranges from 2,200 to 2,894 μm (Figure 2F). On the other hand, the median diameters and the IQR of ON and OFF fields of ON–OFF RGCs only increased by 29 and 14% (490.25 and 200.38 μm for ON fields and 430.75 and 164.06 μm for OFF fields, n = 62, p < 0.0001 and p = 0.004 for ON and OFF fields, respectively) (Figures 2G,H).

The results showed above demonstrated that the sizes of both the dendritic and receptive fields increase after eye opening. However, the developmental increase in the size of the receptive field and the dendritic field varies among different RGC types. These results suggest that the extent of synaptic convergence of RGCs might be regulated in an RGC type-dependent manner during postnatal development. Figure 3A plots the median diameters of the receptive fields of ON, OFF, and ON–OFF cells as a function of the median diameters of dendritic fields of P12–13 and P33 cells. To compare the receptive/dendritic field ratio of RGCs, we divided the receptive field diameter of each cell by the median of the dendritic field of the RGC group at the same age to calculate the ratio of the receptive/dendritic field of each cell. This is because we did not simultaneously measure the diameters of the receptive field and dendritic field of the same RGCs in this study. We then calculated the median and IQR of the receptive/dendritic field ratio for each group. Figure 3B plots the median receptive/dendritic field ratio and IQR of ON, OFF, and ON–OFF cells of P12–13 and P33 mice. The median diameters of the dendritic field of ON and OFF RGCs increased by 0.53- and 0.49-fold from P12 to P33. On the other hand, the median diameter of the receptive field of ON and OFF RGCs increased by 0.59- and 1.35-fold from P13 to P33. These resulted in a minimum change in the receptive/dendritic field ratio of ON RGCs (from 1.55- to 1.61-fold) but a 1.4-fold increase in the receptive/dendritic field ratio of OFF RGCs (from 2.43- to 3.82-fold), respectively (Figure 3B and Table 1). However, the diameter of the ON and OFF dendritic fields of ON-OFF RGCs only increased by 0.34-fold and decreased by 0.15-fold from P12 to P33, respectively (Table 1). Similarly, the median diameter of the ON and OFF receptive field of ON–OFF RGCs only increased by 0.29- and 0.14-fold from P12 to P33 (Table 1). Therefore, the receptive/dendritic field ratio of the ON field of ON–OFF RGCs increased by 0.34-fold (from 2.18- to 2.52-fold), while the OFF field of ON–OFF RGCs decreased by 0.15-fold (from 2.1- to 1.95-fold) from P12 to P33 (Figure 3B and Table 1). We tested the differences of the medians of the receptive/dendritic field ratio between P12–13 and P33 RGCs using Mood’s test. Only the difference of the median diameter of the ON receptive field of ON–OFF RGCs between P12–13 and P33 RGCs is statistically significant (p = 0.004, Figure 3B). However, K–S tests showed significant differences in the receptive/dendritic field ratio between P12–13 and P33 RGCs for all three RGC groups (Figures 3C–F).
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FIGURE 3. The developmental enlargement of the dendritic and receptive fields develops differently for three RGC groups. (A) Median diameters of receptive field plotted as a function of the median diameters of dendritic fields of ON, OFF, and ON–OFF cells of P12/13 and P33 mice. Error bars indicate IQR. (B) The ratio of the median diameter of the receptive/dendritic field of ON, OFF, and ON–OFF cells of P12/13 and P33 mice. Because we did not simultaneously measure the diameters of the receptive field and dendritic field of the same RGCs in this study, we divided the receptive field diameter of each cell by the median of the dendritic field of the RGC group at the same age to calculate the ratio of receptive/dendritic field. The numbers in each bar indicate the number of cells. **0.01 > p > 0.001; ns, not significant. (C–F) Cumulative distribution curves of the receptive/dendritic field ratios of ON, OFF, and ON–OFF cells of P13 and P33 mice. The p values were from K–S tests.



TABLE 1. Size of dendritic field and receptive field of retinal ganglion cells (RGCs) at P12/13 and P33.

[image: Table 1]
In conclusion, the ratio of the receptive/dendritic field of all three RGC groups has significantly altered the distribution pattern, while the median analysis only shows a significant difference in the ON field of ON–OFF cells. Therefore, these results suggest that the synaptic converging seems to develop differently for different RGC types or synaptic pathways after eye opening.



Visual Deprivation Retards the Maturation of Dendritic and Receptive Fields of RGCs

Previous studies demonstrated that light deprivation retarded the developmental refinement of RGC synaptic activity, the RGC dendritic distribution in the IPL, the number of synapses in the IPL, and the development of RGC dendritic and receptive fields (Sosula and Glow, 1971; Fisher, 1979; Sernagor and Grzywacz, 1996; Tian and Copenhagen, 2001, 2003; Xu and Tian, 2007; Giovannelli et al., 2008; Di Marco et al., 2009; He et al., 2011; Akimov and Rentería, 2014; Elias et al., 2018). However, the effects of light deprivation on the size of the RGC receptive field seem to be contradictory. It was reported that light deprivation enlarged the size of the RGC receptive field in turtle when the receptive field was measured using flashing spots (Sernagor and Grzywacz, 1996). In mice, light deprivation causes ON and OFF RGCs to have a smaller receptive field when the receptive field was measured using white noise checkerboard stimulus (Akimov and Rentería, 2014). Because the white noise checkerboard stimulates the whole retina, it might affect the RGC response differently compared with the flashing spot. Therefore, it is still an open question whether the difference in the effects of visual deprivation on the development of RGC receptive fields is due to the difference in species or the stimulus. Besides, it needs to be further illustrated whether the developmental change in the receptive fields of RGCs is consistent with the developmental change in the dendritic fields. Accordingly, we examined whether light deprivation alters the development of the receptive field and dendritic field of RGCs proportionally.

We first raised the Thy1-YFP mice in the darkness from birth to P33 and examined the dendritic field of YFP-expressing RGCs. Figure 4 shows that the sizes of dendritic fields of all three groups of RGCs are reduced in dark reared mice. The median dendritic field diameters of ON and OFF RGCs of dark reared mice are 85% (331.53 and 123.26 μm for median and IQR of normally reared P33 ON RGCs, n = 71; 282.36 and 100.58 μm for median and IQR of dark reared P33 ON RGCs, n = 88, p = 0.001, Mood test, Figure 4A) and 81% (289.72 and 122.03 μm for median and IQR of normally reared P33 OFF RGCs, n = 36; 235 and 134.05 μm for median and IQR of dark reared P33 OFF RGCs, n = 12, p = 0.739, Mood test, Figure 4B) of that of age-matched controls, respectively. The K–S tests show a significant difference in the distributions of dendritic field size between dark reared P33 ON RGCs and age-matched controls (p = 0.001) but an insignificant difference between dark reared P33 OFF RGCs and age-matched controls (p = 0.088) (Figures 4A,B). The median dendritic field diameters of ON and OFF fields of ON–OFF RGCs of dark reared mice are 90% (194.56 and 65.7 μm for median and IQR of ON field of ON–OFF RGCs in normally reared P33 mice, n = 57; 175.91 and 51.79 μm for median and IQR of ON field of ON–OFF RGCs in dark reared P33 mice, n = 84, p = 0.074, Mood test, Figure 4C) and 91% (220.52 and 55.55 μm for median and IQR of OFF field of ON–OFF RGCs in normally reared P33 mice, n = 57; 201.12 and 48.84 μm for median and IQR of OFF field of ON-OFF RGCs in dark reared P33 mice, n = 84, p < 0.0001, Mood test, Figure 4D) of that of age-matched controls, respectively. Consistently, the K–S tests show an insignificant difference in the distributions of dendritic field size between ON field of ON–OFF RGCs in dark reared P33 mice and age-matched controls (p = 0.056) but a significant difference between OFF field of ON–OFF RGCs in dark reared P33 mice and age-matched controls (p < 0.0001) (Figures 4C,D). Therefore, light deprivation seems to have a more significant effect on ON cells’ dendritic field and the OFF field of ON–OFF cells.
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FIGURE 4. Visual deprivation retards the developmental enlargement of dendritic fields of RGCs. (A–D) Cumulative distribution curves and median diameters of dendritic fields of P12 and P33 mice raised in cyclic light–dark condition and P33 mice raised in constant darkness (P33D) from birth for ON, OFF, and ON–OFF RGCs, respectively. Inset: median diameters of dendritic fields. Error bars in the bar graphs indicate IQR. *0.05 > p > 0.01; **0.01 > p > 0.001; ***0.001 > p; ns, not significant.


Similarly, light deprivation also reduced the developmental expansion in the size of receptive fields in an RGC type-specific manner (Figure 5). Specifically, the median receptive field diameters of the receptive field of ON and OFF RGCs of dark reared mice are 88% (535.63 and 239.94 μm for median and IQR of normally reared P33 ON RGCs, n = 88; 470.5 and 152.06 μm for median and IQR of dark reared P33 ON RGCs, n = 80, p = 0.002, Mood test, Figure 5A) and 46% (1,107 and 2,095.25 μm for median and IQR of normally reared P33 OFF RGCs, n = 21; 508 and 365.5 μm for median and IQR of dark reared P33 OFF RGCs, n = 25, p = 0.076, Mood test, Figure 5B) of that of age-matched controls, respectively. However, the differences in the distributions of receptive field diameters of both dark reared ON and OFF RGCs are significantly different from that of age-matched controls (p = 0.004 and p = 0.019 for ON and OFF RGCs, K–S test, Figures 5A,B).
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FIGURE 5. Visual deprivation retards the developmental enlargement of receptive fields of RGCs. (A–D) Cumulative distribution curves and median diameters of receptive fields of P13 and P33 mice raised in cyclic light–dark condition and P33 mice raised in constant darkness (P33D) from birth for ON, OFF, and ON–OFF RGCs, respectively. Inset: median diameters of the receptive field. Error bars in the bar graphs indicate IQR. *0.05 > p > 0.01; ** 0.01 > p > 0.001; ***0.001 > p; ns, not significant.


The median receptive field diameters of ON and OFF fields of ON–OFF RGCs of dark reared mice are 89% (490.25 and 200.38 μm for median and IQR of ON field of ON–OFF RGCs in normally reared P33 mice, n = 62; 438.13 and 142.25 μm for median and IQR of ON field of ON–OFF RGCs in dark reared P33 mice, n = 80, p = 0.011, Mood test, Figure 5C) and 94% (430.75 and 164.06 μm for median and IQR of OFF field of ON–OFF RGCs in normally reared P33 mice, n = 62; 406.88 and 151.38 μm for median and IQR of OFF field of ON–OFF RGCs in dark reared P33 mice, n = 80, p = 0.398, Mood test, Figure 5D) of age-matched controls, respectively. Consistently, the K–S tests show a significant difference in the distributions of receptive field size between ON field of ON–OFF RGCs in dark reared P33 mice and age-matched controls (p = 0.006) but an insignificant difference between OFF field of ON–OFF RGCs in dark reared P33 mice and age-matched controls (p = 0.059) (Figures 5C,D). These results demonstrate that both the developmental expansion of the RGC dendritic field and receptive field are regulated by visual experience.



DISCUSSION

In this study, we investigated the relationship of the size of the dendritic field and receptive field of RGCs in developing mouse retina and the effect of visual stimulation on the development of RGC dendritic field and receptive field. We show that both the dendritic field and receptive field of RGCs are relatively small at the time of eye opening, but the size of the receptive field is larger than the dendritic field. After eye opening, the RGCs extend the sizes of both the dendritic and receptive fields in a cell type-dependent manner. We also show that light deprivation retards the development of both the dendritic and receptive fields of RGCs.

Retinal ganglion cells respond to light in a restricted region of the retina, which is defined as the receptive field of the cell. Typically, the receptive field of RGCs has a center and a concentric, antagonistic surround and is subdivided into two types: ON-center and OFF-center receptive fields. For an ON-center cell, a spot of light covers the center of the field causing the cell fire spikes. The frequency of the responses increases with the enlargement of the spot size until it reaches the center size of the receptive field. When the spot size is larger than the receptive field center size, the cell responses will decrease. This is because the stimulation of the surrounding portion of the receptive field could inhibit the center of the field. The receptive field of the OFF cell is the mirror image of that of the ON cell (Sagdullaev and Mccall, 2005). This receptive field organization of RGCs results from inputs that arise through both the vertical and lateral pathways in the retinal circuit. Specifically, the antagonistic surround arises in the outer retina at the bipolar cell level via inhibitory inputs from horizontal cells (Mangel, 1991). Surround inhibition is then tuned by amacrine cell-mediated lateral inhibition in the inner retina (Cook and McReynolds, 1998; Taylor, 1999; Flores-Herr et al., 2001; Sinclair, 2004). Besides, direct inhibition via amacrine cell input also has been shown in RGCs (Belgum et al., 1987; Merwine et al., 1995; Flores-Herr et al., 2001; Zaghloul et al., 2003).

Retinal ganglion cell dendrites provide a structure for receiving synaptic inputs from presynaptic cells. However, reports on the correlation between the size of the RGC dendritic field and the receptive field seem to be inconsistent. Some studies suggested that the size of the receptive field matched closely to the size of the dendritic arbor (Yang and Masland, 1992; Kim et al., 2008; Huberman et al., 2009). For instance, the receptive field of ON–OFF DS-RGCs in rabbits is only 6% larger than their dendritic field when measured using moving bars (Yang and Masland, 1994). Also, when comparing the receptive field with the dendritic arbor of individual RGCs, the fine structure of the receptive field of RGCs is defined by the interactions between an RGC dendritic tree and the local mosaic of bipolar cell axons (Brown et al., 2000). This is supported by other earlier studies (Cohen and Sterling, 1991; Kier et al., 1995) and a computational model (Freed et al., 1992). On the other hand, some reports suggested that the size of the receptive field does not match the size of the dendritic arbor. For instance, the receptive field of αRGCs in cats is 40% larger than their dendritic field when measured using flicking spot stimulation (Peichl and Wässle, 1983). A more recent study of mice showed that RGC dendritic field is generally 16% larger than their receptive field when the retina was stimulated using a white noise checkerboard, and the size of the RGC receptive field was determined by STC-NC analysis (Cantrell et al., 2010).

In our results, the level of correlation between dendritic field and receptive field varies significantly among cell types. In adult mice, the ON cells and the ON and OFF fields of ON–OFF cells have a closer correlation between the dendritic field and receptive field (the dendritic/receptive field ratio varies from 1.6 to 2.5). In contrast, the OFF cells have a much bigger dendritic/receptive field ratio (3.8). Clearly, the sizes of the receptive field of OFF cells are divided into two clusters in the adult mice; a group of OFF cells has an unusually large receptive field. This unusual large receptive field does not correlate to the size of the dendritic field of OFF cells. The unusual large field OFF RGCs has been identified in the rabbit retina using spot stimulation (Barlow et al., 1964). These large-field OFF RGCs in the rabbit retina take about 11% of the total RGCs examined, and the diameter of the receptive field of these large-field OFF RGCs is 2.8 times bigger than the receptive field of ON–OFF DS-RGCs. In our study, these large-field OFF RGCs take about 50% of OFF RGCs examined and 6% of total RGCs examined. The median diameter of the receptive field of these large-field OFF RGCs (Q3, 2,575 μm) is 5.4 times bigger than the median diameter of the receptive field of the OFF cells with the smaller receptive field (Q1, 480 μm). Because no RGC with such a big dendritic field has been identified, how these large-field OFF RGCs receive inputs from such a large area is not clear. One possibility is that the electrical coupling between photoreceptors and horizontal cells conveys the light signals in a larger area into a single RGC (Barlow et al., 1964). Also, because we did not match the dendritic field with the receptive field of each cell recorded, we could not rule out the possibility that some ACs with large receptive fields might be recorded in this study.

We compared the receptive field measured using spot stimulation in our study with two recent studies using white noise checkerboard stimulation. One study found that the average diameters of the receptive field for ON and OFF RGCs were 154 ± 2.0 and 154 ± 1.8 μm in P30–39 mice, respectively (Koehler et al., 2011). Another study showed that the average diameters of the receptive field for ON and OFF RGCs corresponded to 140 and 134 μm in P18 mice (Cantrell et al., 2010). The results of these two studies are relatively consistent. In our results, the median diameters of the receptive field of ON and OFF RGCs were 535.63 and 1,107 μm in P33 mice, which are much bigger than those reported by those two studies. Currently, it is not clear what causes this discrepancy. However, there are at least two possibilities that could be accounted for this discrepancy. First, the white noise checkerboard stimulates both the excitatory center and the inhibitory surrounding of the receptive field. Activation of the inhibitory surrounding could reduce the size of the excitatory center of the receptive field. In our study, the single-spot stimulation will not simultaneously stimulate the excitatory center and the inhibitory surrounding of a receptive field and, therefore, will not inhibit the excitatory center of the receptive field when the center was stimulated. Second, with the constant stimulation of the whole retina, the white noise checkerboard could bleach the rods and, therefore, reduce the sensitivity of RGCs and have a smaller excitatory receptive field. In our study, each location of the retina was only stimulated three times (0.5 s at each time) during the entire recording. Therefore, there was minimum bleaching of the photoreceptors.

It is well known that RGC dendrites undergo significant refinement during postnatal development in mice. This includes both the refinement of dendritic ramification into the ON and OFF layers of the IPL and the refinement of the size of the dendritic field. We have previously reported that the developmental refinement of RGC dendritic ramification in the IPL significantly altered the populations of morphologically identified OFF and ON–OFF cells. For instance, the population of RGCs ramified in both the ON and OFF layers of IPL decreased from 41–53% at P12 to 29–32% at P28–30, which is accompanied by an increase in OFF RGCs from 9 to 21% (Tian and Copenhagen, 2003; Xu and Tian, 2007). Similarly, it was shown that the population of morphologically identified ON–OFF RGCs decreased from 66% at P10 to 31% at P30 (Landi et al., 2007) and from 50% at P13 to 35% at P28 (Liu et al., 2007). Consistent with the morphological changes, we previously showed that the population of ON–OFF cells physiologically identified by full-field light stimulation decreased from 41% at P13–15 to 22% at P27–30 (Tian and Copenhagen, 2003). Similarly, the population of ON–OFF cells identified by white noise checkerboard stimulation decreased from 35% at P18 to 24% at P25 (Cantrell et al., 2010). In the current study, we show that the ON–OFF cells identified by spot stimulation decrease from 66% at P13 to 36% at P33. Also, about 50–60% RGCs are ON RGCs, and 5–15% are OFF cells in adult mice in previous reports and our current study (Tian and Copenhagen, 2003; Liu et al., 2007; Cantrell et al., 2010). Therefore, the developmental refinement of RGC dendritic ramification in the IPL is consistent with the synaptic inputs from ON and OFF BCs.

However, the developmental refinement of the size of the RGC dendritic field seems to vary dramatically among different RGC types, and the correlation between the developmental refinement of the RGC dendritic field and receptive field from different studies seems to be inconsistent. For instance, some RGC types exhibit a phase of fast dendritic expansion between postnatal day 8 (P8) and P13, followed by a phase of dendritic retraction between P13 and adulthood (Ren et al., 2010; Elias et al., 2018). Other RGC types, such as αRGCs, showed a fast phase of dendritic growth but not the phase of dendritic retraction. On the other hand, the morphological ON–OFF DS-RGCs continuously expand the size of their dendritic fields at the same pace as the growth of the retina (Ren et al., 2010). In other reports, the size of the RGC dendritic field increases from P9–14 to P20–24 without retraction (Qu and Myhr, 2011), and the dendritic field size of ON RGCs increases almost 47% in 2 weeks after eye opening (Cantrell et al., 2010).

Although the receptive field of RGCs is developmentally regulated as that of the RGC dendritic field, whether the size of the receptive field change with age as that of the dendritic field is debatable. It was reported that the excitatory centers of RGC receptive fields in cat and rabbit shrink, and the inhibitory surrounds become much more prominent with age (Bowe-Anders et al., 1975; Rusoff and Dubin, 1977). In turtle, the size of the RGC receptive field is small at the time the retina starts to respond to light and continue to expand until 2–4 weeks post-hatching (Sernagor and Grzywacz, 1995). In mice, the receptive field centers of ON and ON–OFF RGCs become smaller after eye opening, although the dendritic field size of ON RGCs increases by 47% during the same period (Cantrell et al., 2010; Koehler et al., 2011). However, the receptive field of the OFF RGCs is decreased in one study (Koehler et al., 2011) but not in another (Cantrell et al., 2010).

In this study, we show that both the dendritic field and receptive field of RGCs are relatively small before eye opening, but the size of the receptive field is a factor of 1.5–2.4 larger than that of the dendritic field at P12–13. After eye opening, RGCs extend the size of the dendritic field by 12–53% from P12 to P33, while the sizes of receptive fields are increased by 14–134%. Therefore, the proportions of the increase in the dendritic field and receptive field of ON, OFF, and ON–OFF cells are significantly different. More specifically, the diameters of dendritic fields of ON and OFF RGCs increase by 53 and 49%, while the diameters of receptive fields of ON and OFF RGCs increase by 59 and 135%. However, the ON and OFF dendritic fields of ON–OFF RGCs only increase by 12 and 22%, and the ON and OFF receptive fields of ON–OFF RGCs only increase by 29 and 14%. Therefore, our results indicate a cell type-dependent continuous increase in synaptic converging of RGCs, especially a group of large-field OFF cells. Interestingly, the large-field OFF cells were not detected in P13 mice, suggesting that the synaptic converging of the large-field OFF cells develops after eye opening. Nonetheless, it should be noticed that some of the inconsistencies observed between developmental changes in RGC dendritic morphology and physiology could be merely attributable to a different sampling of RGC subtypes in morphological and physiological studies. This different sampling might be due to that only 12 RGC types express YFP in the Thy1-YFP (H line) mice (Xu and Tian, 2007, 2008; Xu et al., 2010), and these 12 RGC types might not be proportionally labeled with YFP, while the MEA experiments record indiscriminately from all RGC types. However, the developmental changes in RGC dendritic morphology and physiology between different ages and rearing conditions are less likely to be affected by this sampling difference.

It is well demonstrated that visual experience is required for the developmental regulation of RGC dendritic ramification in the IPL and synaptic connection with ON and OFF BCs. We previously showed that light deprivation retarded the RGC dendritic segregation into ON and OFF layers of the IPL (Tian and Copenhagen, 2003; Xu and Tian, 2007). Also, long-term blockage of ON bipolar cell activity by injection of APB into cat’s eyes induced similar effects as light deprivation (Deplano et al., 2004). It is less consistent about the role of visual experience on the development of the size of the RGC dendritic field and receptive field. Light deprivation enlarges the size of the RGC receptive field to more than twice of normally reared turtles (Sernagor and Grzywacz, 1996) and enhances the inhibitory surrounding of the RGC receptive field in the rat (Di Marco et al., 2009). In mice, dark rearing prevents the developmental consolidation of the dendritic field of the J-RGCs between P13–30 (Elias et al., 2018). However, it reduces the ON and OFF receptive field of RGCs (Akimov and Rentería, 2014). Currently, little is known whether visual experience regulates the development of RGC dendritic and receptive fields in a correlated manner.

Our results show that light deprivation retards the developmental increase in RGC dendritic and receptive fields of mice after eye opening. Compared with age-matched controls, the median dendritic fields of ON and OFF RGCs are reduced by 15 and 19% in dark reared mice, while the receptive fields of ON and OFF RGCs are reduced by 12 and 54% in the dark reared mice. For the ON–OFF RGCs, the dendritic fields of ON and OFF fields are reduced by 10 and 9% in dark reared mice, and the receptive fields of ON and OFF fields are reduced by 11 and 6% in the dark reared mice. Consequently, the receptive/dendritic field ratios of ON and OFF cells change from 1.6 to 3.8 in mice raised under the cyclic light condition to 1.7 and 2.2 in the dark reared mice. For the ON and OFF fields of ON–OFF cells, the receptive/dendritic field ratios remain at 2.5 and 2.0 in mice raised under the cyclic light condition and constant darkness. Therefore, light deprivation retards the development of both dendritic and receptive fields of RGCs in a somewhat cell type-dependent manner. Interestingly, light deprivation significantly decreases the receptive/dendritic field ratios of OFF cells by reducing the number of the large-field OFF cells, suggesting that the developmental synaptic converging of large-field OFF cells depends upon visual activity.
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Odor stimuli consist of thousands of possible molecules, each molecule with many different properties, each property a dimension of the stimulus. Processing these high dimensional stimuli would appear to require many stages in the brain to reach odor perception, yet, in mammals, after the sensory receptors this is accomplished through only two regions, the olfactory bulb and olfactory cortex. We take a first step toward a fundamental understanding by identifying the sequence of local operations carried out by microcircuits in the pathway. Parallel research provided strong evidence that processed odor information is spatial representations of odor molecules that constitute odor images in the olfactory bulb and odor objects in olfactory cortex. Paleontology provides a unique advantage with evolutionary insights providing evidence that the basic architecture of the olfactory pathway almost from the start ∼330 million years ago (mya) has included an overwhelming input from olfactory sensory neurons combined with a large olfactory bulb and olfactory cortex to process that input, driven by olfactory receptor gene duplications. We identify a sequence of over 20 microcircuits that are involved, and expand on results of research on several microcircuits that give the best insights thus far into the nature of the high dimensional processing.
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INTRODUCTION

A brain microcircuit has been defined as the functional organization of nerve cells in specific patterns that carry out specific information processing tasks characteristic of a given brain region. This has provided an approach to analyzing different brain regions (Shepherd, 2004), including the evolution of the cerebral cortex from three-layer dorsal cortex present in amniotes ancestrally to six-layer mammalian neocortex (Shepherd, 2011). Here we apply this approach to the neural basis of sensory perception in the olfactory pathway, with the aim of identifying the microcircuits that enable the olfactory pathway to carry out processing of its high dimensional sensory input mostly within only two core regions, the olfactory bulb and olfactory (piriform) cortex, together with recent evidence regarding the closely related olfactory tubercle. The vomeronasal organ and terminal nerve are also components of the mammalian olfactory system (reviewed in Rowe et al., 2005) but our focus here is restricted to the main olfactory system that mediates conscious odor perception.

Olfactory input consists of a formidable array of thousands of different olfactory molecules (odorants) whose different unique chemical structures constitute a high number of “dimensions.” A fundamental question is how this high multidimensional array is reduced to representation in the two-dimensional sheets of the olfactory bulb and olfactory cortex to serve as the basis for olfactory perception.

We have previously introduced an evolutionary perspective on olfactory processing (Rowe and Shepherd, 2016) and use that again here because olfaction provides an excellent example of Dobzhansky’s tenet that nothing in biology makes sense except in the light of evolution. While our focus is on the elaborate neural microcircuits in extant Mammalia (Rowe, 2020b), paleontology adds unique insights into the evolution of this complex system because the vertebrate brain and many of its peripheral sensory systems require a rigid framework within which to function properly (Rowe, 1996a, b). The olfactory system is no exception. There is a rich and well-studied fossil record of ‘stem-mammals’ – i.e., the extinct relatives of the crown clade Mammalia – and their skulls preserve evidence of evolutionary transformations in the olfactory bulb, olfactory cortex, and bones that develop from the embryonic olfactory capsule to support an olfactory epithelium that eventually evolved into the most expansive olfactory receptor array of any vertebrate. Additional evolutionary insights are provided by using the ‘extant phylogenetic bracket’ (Witmer, 1995) in which living mammals and reptiles are compared in order to draw inferences about properties of the olfactory genome, soft tissues, and ontogenetic mechanisms in amniotes ancestrally. These mark the starting point from which the mammalian lineage – “Synapsida” or in phylogenetic terminology “Pan-Mammalia” (Rowe, 2020e)– diverged from the ancestral amniote onto its own unique evolutionary trajectory.

It will come as no surprise that the remarkable complexity of olfactory microcircuits described here for living mammals emerged over hundreds of millions of years, as stem-mammals found compounding success through increased focus on solving the problem of odorant high dimensionality in the rapidly changing chemical environments they faced (Rowe et al., 2011; Yohe et al., 2020). Duplications in olfactory receptor genes played a special role in events leading up to the origin of Mammalia and neocortex (Rowe and Shepherd, 2016; Rowe, 2020f). This was before the other sensory systems began to evolve significant processing at the cortical level. It is exciting to recognize that evolving olfactory microcircuits thus led the way in cortical processing of high dimensional input among sensory systems.

Here we provide a summary of classical and recent studies that show more than 20 intricate and tightly interconnected local neuronal microcircuits for information processing within the olfactory pathway. As shown in Table 1, these microcircuits exist at different levels of organization, from molecular, to integrative units within individual neurons, to neurons, neuron microcircuits within a region, and microcircuits between regions. Given the high dimensionality of the odor molecule stimulus, the aim of this review is to frame the hypothesis that these olfactory microcircuits are highly integrated in sequence and in parallel for dimension reduction. This obviously is only a start to pointing the field toward filling in the gaps for a comprehensive understanding of the neural basis of odor perception.


TABLE 1. Enhanced sensory processing microcircuits in the mammalian olfactory pathway.
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MICROCIRCUIT ORGANIZATION OF THE OLFACTORY BULB

When Camillo Golgi invented the Golgi stain to visualize single neurons, his first published pictures were of the cells of the olfactory bulb (Golgi, 1875). Similarly, when Santiago Ramon y Cajal carried out his first Golgi studies, the olfactory bulb neurons were among the first he reported (Cajal, 1890). As shown in Figure 1, they consist of the mitral cell (so-called because its cell body has the shape of a bishop’s miter), which sends a single dendrite to ramify and interconnect with the ramifications of olfactory nerve fibers within a spherical region called a glomerulus. Between glomeruli are cell bodies of small neurons called variously periglomerular (PG), juxtaglomerular, and external tufted cells. The mitral cell also gives rise to several lateral dendrites which extend and branch sideways to ramify among dendrites of a cell so small it was called a granule cell, to form with them the external plexiform layer. The granule cell lacks an axon, so for many years it wasn’t known whether it was in fact a nerve cell. The external plexiform layer also contains recurrent branches of the axons of mitral cells, and a smaller version of mitral cells called tufted cells. The granule cell bodies are in a deep layer along with other cells with short axons.
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FIGURE 1. The cellular composition and basic connectivity of the mammalian olfactory pathway according to Ramon y Cajal. A, olfactory sensory neuron; B, olfactory axon endings in olfactory glomerulus; C, mitral cell; D, granule cell; E, lateral olfactory tract; a, tufted cell; b, terminals of mitral cell recurrent axon branch; c, granule cell dendritic branches; e, mitral cell recurrent axon. On the right, the beginning of the anterior olfactory cortex and piriform cortex. Ramon y Cajal, Cajal Institute. From Cajal (1894); see also Figueres-Oñate et al. (2014).


The foundation for the present review began with one of the first attempts to analyze the functional organization of the olfactory bulb based on the Golgi anatomy and electrophysiological data (Phillips et al., l963). This produced one of the first brain microcircuit diagrams, in which olfactory input into an olfactory glomerulus activates the mitral, tufted and periglomerular cells connected to it, which is followed by a long lasting lateral inhibition of the mitral and tufted cells ascribed to the granule cells (Shepherd, 1963a, b). A subsequent study provided the first compartmental computer model of dendrodendritic interactions between mitral and granule cells as the basis for the lateral inhibition (Rall et al., 1966; Rall and Shepherd, 1968).

This was followed by a study of the functional organization of the olfactory cortex, which provided a summary view of both feedback and lateral inhibition and feedback and lateral excitation (Haberly and Shepherd, 1973). It has been suggested that this organization of three-layer cortex is the ancestral state from which the organization of six-layer forebrain cortex evolved, a concept supported by Kriegstein and Connors (1986) and by Rowe and Shepherd (2016). This was followed by path breaking studies of Haberly and Bower (1984); Haberly (1985), and Haberly and Bower (1989) (see also Doucette et al., 2011; Martin-Lopez et al., 2019) with evidence that the olfactory cortex is not a simple relay from the olfactory bulb to the neocortex, but rather functions as a higher associative cortex analogous to the face area in the visual neocortex.

Any overview of olfactory microcircuits has the advantage of the breakthrough of Buck and Axel (1991) in identifying the olfactory receptor genes and olfactory receptors (ORs). Our own work at this level builds on the first computational models of odor molecule-receptor binding (Araneda et al., 2000; Singer, 2000), the pharmacology (Shepherd and Firestein, 1991) and electrophysiology (Zhao et al., 1998) of the olfactory sensory neuron (OSN) odor response, and the routing of the axons from OSNs expressing the same OR to the same olfactory glomerulus (Singer et al., 1995; Mombaerts et al., 1996). The complexity of mammalian olfactory organization can be appreciated from studies in the mouse, in which odorant discrimination relies on nearly 1,000–1,200 different OR types which can be grouped into subfamilies that recognize different structural classes of odorant molecules (Ressler et al., 1993; Touhara et al., 1999; Ma and Shepherd, 2000; Zhang and Firestein, 2002; Godfrey et al., 2004).



EVOLUTIONARY AND DEVELOPMENTAL PERSPECTIVE ON ORGANIZATION OF THE OLFACTORY BULB

Based on comparisons among living species it has been estimated that the ancestral mammal had ∼1,200 OR genes, whereas the ancestral amniote and ancestral vertebrate had only ∼100 olfactory genes (Rouquier et al., 2000; Niimura and Nei, 2006; Niimura, 2012; Niimura et al., 2014; Zhou et al., 2021). OR gene duplications occurring over ∼160 million years of stem-mammal evolution must have played a central role in the emergence of the complex microcircuit network inferred to have been present in the last common ancestor of Mammalia. The impact of these gene duplications can be more fully appreciated in a cascade of ontogenetic interdependencies that follow OR gene expression. The number of expressed OR genes has been found to correspond to olfactory epithelium surface area, ethmoid turbinal surface area, total area of foramina in the cribriform plate, olfactory bulb size, and olfactory cortex size (Pihlström et al., 2005; Rowe et al., 2005; Hayden et al., 2010; Schlosser, 2010; Bird et al., 2014, 2018; Garrett and Steiper, 2014; Rowe and Shepherd, 2016).

The ORs are expressed in large populations of OSNs. In an early study of the rabbit, Allison (1953) estimated an average of 120,000 OSNs per mm2 of olfactory epithelium based on optical microscopy and histology. We have used computed tomography to measure the surface areas of turbinals supporting the olfactory epithelium in a variety of mammals (e.g., Rowe et al., 2005). Extrapolating Allison’s estimate to different species, we can project that the opossum Monodelphis has ∼145 million OSNs in its nose, and the long-beaked echidna has ∼1.3 billion OSNs. Even with smaller estimates (up to 100 million in dogs; 10–20 million in rodents, 10 million in humans), the numbers nevertheless convey a sense of the immense computational problem that mammalian olfaction poses. That the number of OSNs can vary by roughly an order of magnitude between different mammalian clades is an indication of olfaction’s evolutionary impact on mammalian diversification.

The size of olfactory bulb and cortex has important morphogenic consequences for organization of the skull in mammals that can be traced back into the deep fossil record of stem-mammals. These individual bony components of the olfactory system do not exist as separate parts independent of the rest of the system; they develop in concert with one another in mammalian ontogeny (Rowe et al., 2005). Each offers a proxy for the system as a whole, and thus the fossil record, fragmentary though it is, can help identify correlations and sequences of evolutionary transformations across the olfactory system, and the approximate timings of these events. This approach describes the larger evolutionary and developmental context in which the microcircuitry detailed here evolved.



OLFACTORY EPITHELIUM AND ITS SKELETON

Olfaction is the first of the mammalian sensory systems to differentiate during development. Both the main olfactory epithelium and vomeronasal organ develop from a single pair of ectodermal olfactory placodes that form at the rostral extremity of the neural plate (Schlosser, 2010; Rowe and Shepherd, 2016). Soon after gastrulation, they invaginate to contact the rostral end of the neural tube, initiating organogenesis and the formation of their imminent synaptic connections to the presumptive olfactory bulb. The rostral position of the olfactory placodes may explain why olfaction is the only sensory system that projects directly to the telencephalon; the other cranial sensory placodes including the optic placode are positioned laterally or caudal to the presumptive diencephalon, consistent with why the mature visual pathway to the telencephalon is via the thalamus (Schlosser, 2010; Rowe and Shepherd, 2016).

The mature olfactory epithelium becomes arrayed over the surfaces of the nasal septum and, laterally and posteriorly, is supported by a skeleton of paper-thin filigreed scrolls, arbors, and plates of bone known collectively as turbinals (or turbinates). Mammals are unique in the extent to which this internal skeleton is elaborated (Gauthier et al., 1988; Rowe, 1988; Rowe et al., 2011). In the mouse and opossum turbinals support a ten-fold increase in the surface area of olfactory epithelium that can be contained within the volume of the nasal capsule (Rowe et al., 2005). The importance of this skeleton is amplified by understanding its early development (Rowe and Shepherd, 2016). Once initiated, growth of the olfactory epithelium over the inner walls of the olfactory capsule soon exceeds the capsule’s surface area, and folds of epithelium begin to grow into its lumen. This in turn induces a supporting skeleton of cartilage that grows apically into the folds. The overall effect is growth of rigid funnels whose diameters increase from tiny apertures at the cribriform plate into much wider mouths within the lumen of the olfactory recess of the nose. Perichondral ossification rapidly replaces the turbinal cartilages, starting from their bases, such that at no time in ontogeny is there a free-standing elaborate skeleton made only of cartilage (Rowe et al., 2005). From the first induction of the olfactory epithelium, its turbinal skeleton allows for unprecedented growth of epithelial surface area, while sustaining an unbroken tissue connection to the developing olfactory bulb. This developmental pathway was probably inherited from the ancestral amniote, but owing to the 10-fold increase in OR genes, it finds its most elaborate expression in mammals. The significance of this is discussed below in regard to growth and function of OSN axons.

The mature turbinals form a complex skeleton providing a rigid armature that maintains geometrically complex passageways and blind air-filled spaces known as “ethmoid cells” that are lined with olfactory epithelium, into which odorant molecules volatilize to reach ORs. Axons from OSNs (see below) expressing a particular OR gene converge on a single glomerulus, meaning that in the lateral aspect of the olfactory bulb each glomerulus receives impulses from a segregated and independent collection of OSNs, and that physical zones on the olfactory epithelium surface thus correspond to particular groups of glomeruli (Ressler et al., 1993, 1994; Mori et al., 1999). The turbinals and ethmoid cells therefore provide for sequestration of regions in the nose in which particular OR genes are expressed (Ressler et al., 1993; Rowe et al., 2005). Experimental evidence is lacking, but this sequestration suggests that odorant molecules with differing volatilities may be sorted in the nasal cavity in many mammals in an initial step that begins to reduce the multidimensionality of the odor molecules.



OLFACTORY SENSORY NEURON CILIA

Olfactory processing starts with the arrival of the odor molecules at the ORs located in the membranes of cilia that protrude from the dendritic knob of the OSN. The cilia themselves are bathed in an aqueous mucus layer through which the odor molecules are absorbed, which places its own physical limits on the access of the odor molecules as determined by their aqueous and lipid solubilities. This was recognized to be equivalent to a kind of chromatographic separation of odor molecules, hence the chromatographic theory of olfaction (Mozell, 1970). This theory can be adapted to incorporate the local volatile sequestration that occurs in the ethmoid “cells” or recesses described above. Here our focus is on the neural stages of processing. Discussion is expanded for those steps best understood; others are mentioned in hopes of stimulating further research.


Interaction of Odor Molecules With Olfactory Receptors Occurs in the Olfactory Cilia

There is evidence of a rich field of pharmacological agonism and antagonism between the many different types of odor molecules and the many different types of ORs that greatly enlarge and elaborate the scope of activation of the receptors (Shepherd and Firestein, 1991; Xu et al., 2020).



Mucus Actions

There is the likelihood of time dependent enzymatic actions on the odor molecules in the olfactory mucus (Getchell et al., 1984) which will add to, or reduce, the differentiation of responses of different ORs.



OLFACTORY EPITHELIUM INTERACTIONS?

Lateral interactions between OSNs have been reported in the antenna of Drosophila, within tightly structured olfactory cartridges, but not thus far in the more open structure of the mammalian olfactory sensory epithelium.



OLFACTORY SENSORY NEURON AXONS


OSN Projections to Olfactory Glomeruli Spatial Patterns

A general rule in mammals exemplified by rodents is that axons of OSNs expressing a given OR project to the same glomerulus on either the medial or lateral aspect of the OB (Ressler et al., 1994). The distribution of the glomeruli representing different ORs means that there is a spatial organization to the glomeruli, and to the olfactory bulb neurons connected to them. The different glomeruli are differently activated by their different OR inputs, producing spatial patterns of activated glomeruli, as first shown with 2-deoxyglucose in the awake behaving rat (Sharp et al., 1975) and widely documented by many methods in many species (summarized in Uchida et al., 2000; Xu et al., 2000; Johnson and Leon, 2007; Mori and Sakano, 2011; Sanganahalli et al., 2020). An example of patterns generated by a homologous series of aldehydes recorded by fMRI is shown in Figures 2A,B, and by aldehydes and alcohols recorded by intrinsic imaging in the dorsal olfactory bulb in Figures 2C,D. The recordings with the different methods likely represent more widespread activation patterns through much of the glomerular sheet (Bisulco and Slotnick, 2003; Johnson et al., 2009). The extensiveness of the patterns and the redundancy built into them makes them resistant to damage by noxious and infectious actions on the OSNs (Bisulco and Slotnick, 2003; Johnson et al., 2009). Given the dependence of most mammals on olfaction, this capacity has been crucial to survival. Evidence is presented that a number of the microcircuits reviewed here process this spatial information at successive levels of abstraction at successive stages in the olfactory pathway.
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FIGURE 2. Orderly spatial activity patterns elicited in the rodent glomerular sheet by different odor molecular types using different methods. (A) Schematic view of olfactory epithelium divided into four zones, with representative OSNs projecting to a single glomerulus in the olfactory bulb (OB). In the OB, fMRI activity patterns are elicited in the entire glomerular sheet by a four carbon aldehyde. Red: strong response; yellow: moderate response; blue: weak response. (B) Maps of activity elicited in the whole OB by 4, 5, and 6 carbon aldehydes. Brackets show the part of the lateral OB seen in (A). (C) Results of optical experiment limited to the rodent dorsal OB, recording intrinsic signals of responses to aldehydes of increasing carbon length, from short (red), medium (green), and long (blue) carbon chains. Map orientation of the dorsal OB is lateral up, medial down, anterior left, posterior right. (D) Intrinsic signals in the dorsal OB for stimulation with odors due to alcohols of increasing carbon lengths. The experiments confirmed burst firing of cells recorded in the circled areas. (A,B) Xu et al. (2003); (C,D) Uchida et al. (2000).




Ephaptic Interactions

The OSN axons emerge beneath the basal lamina of the olfactory epithelium and begin to bundle with other axons within specialized glial cells, olfactory ensheathing cells (OECs), that are coupled via gap junctions (Rela et al., 2010). These are among the thinnest axons in the nervous system – 0.2 μm in diameter – similar to parallel fibers in the cerebellum. Their action potentials have conduction rates of 0.5–1 mm/sec. One OEC may enclose from ten to several hundred axons, meaning a lot of membrane-to-membrane appositions, which raises the possibility of local currents generated by an action potential in one axon influencing the excitability of neighboring axons, referred to as an ephapse. As noted this has been reported for interactions between olfactory cells in Drosophila, but the evidence has been equivocal in mammals. These interactions can take the form of lateral excitation, involving excitatory ephaptic effects of local currents, or lateral inhibition due, for example, to accumulation of K+ in the extracellular space, including effects of K+ extruded during action potential activity.

During development this grouping (fasciculation) of axons begins before the cells express their OR gene (Miller et al., 2010; Liberia et al., 2019). Fasciculation is facilitated by the funnel-shaped geometry of the turbinals. Olfactory epithelium is present in the mouths of the funnels, segregating separate ethmoid cells, and as their OSN axons grow they are funneled by their bony enclosure toward particular tiny openings in the cribriform plate that direct axons to enter the olfactory fossa and to arrive on the olfactory bulb surface in localized areas (Rowe et al., 2005). OR gene expression in OSNs begins a day or two before a fascicle of axons enters a specific glomerulus, whereas the common “olfactory marker” gene in their cell bodies begins expression after innervation (Rodriguez-Gil et al., 2015; Liberia et al., 2019).

Olfactory sensory neurons are short-lived and new cells are generated throughout ontogeny from stem cells in the base of the olfactory epithelium. With the evolution of a ten-fold increase in OR genes, OSNs, and glomeruli the problem of axonal guidance was amplified proportionately, and how the axons of these new OSNs find their paths across broad expanses of epithelium to reach their target glomerulus has been difficult to explain (Mombaerts, 1999; Dryer, 2000; Mori and Sakano, 2011; Liberia et al., 2019). As noted, 3D imaging of mammals indicates that the shape of each turbinal resembles a funnel, which grows from the tiny foramina of the cribriform plate rostrally toward its mature, wide-mouthed terminus (Rowe et al., 2005). Early developmental studies (Harrison, 1910) showed that axonal guidance was determined by the geometry of their physical substrate; they grow in a straight line along solid substrates or follow topographic paths when such paths are visible (Harrison, 1914). The funnel-shape of each turbinal promotes fasciculation and passively directs growing axons toward the cribriform plate.

Interactions between OSNs expressing the same OR have been suggested to play a role in recognition between axons converging on their mutual target glomerulus (Singer et al., 1995). Across most of stem-mammal evolution, ephaptic interactions with existing axons from identical OSNs must have been a prominent mechanism in axonal guidance. The elaborate turbinal skeleton was a relatively late development in stem-mammal evolution that emerged as expansion of the olfactory bulb and olfactory cortex approached mammalian proportions (Rowe et al., 2011).



OLFACTORY BULB

As indicated in Figure 3, there are multiple distinct types of lateral interactions within the olfactory bulb layers.
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FIGURE 3. Microcircuit organization of a glomerular unit. B, Blanes (deep short- axon) cell; c, centrifugal axon; ET, external tufted cell; Gm, mitral connected granule cell; Gt, tufted cell connected granule cell; M, mitral cell; PGe, periglomerular cell (input from ET cell); PGo, periglomerular cell (input from OSN); sSA, superficial short-axon cell; T, middle tufted cell. Excitatory actions shown by red cells and terminals; inhibitory by blue cells and terminals. All cells except the M and T cells turn over during life. Note the multiple layers for lateral inhibitory and related processing actions. The complex patterns of glomerular synapses are under active investigation. From Shepherd et al. (2020), representing a synthesis of studies by multiple authors, including Cleland and Sethupathy (2006); Wachowiak and Shipley (2006), Migliore et al. (2010); Nagayama et al. (2014), Burton and Urban (2015), and Cavarretta et al. (2016).




GLOMERULAR LEVEL


Glomeruli

As noted by the classical histologists (Figure 1), the most distinctive anatomical feature of the olfactory bulb is the rounded islands of neuropil called glomeruli, containing the endings of OSN axons which synaptically transfer their signals to the dendritic tufts of mitral, tufted, and glomerular layer cells. Glomeruli thus place strict lateral spatial constraints on the projections of the OSN axons and the dendrites of the bulbar cells that only with the identification of OR genes have begun to be understood. The most salient fact is that in most cases all of the input to a given ordinary glomerulus is from axons from OSNs that express the same OR gene (Mombaerts et al., 1996). Of the approximately 3,500 glomeruli found in the mouse olfactory bulb, 2/3 are targeted by each of the ∼1,200 ORs yielding an overall convergence ratio of ∼3:1 (Richard et al., 2010). There is also a correlation in mice between the number of OSNs expressing an OR and the volume of the targeted glomeruli. For example, the OR P2 is expressed in ∼15,000 OSN while the OR M71 is expressed in ∼2,500 OSNs. The volumes of their target glomeruli are ∼1,500,000 μm2 and ∼500,000, respectively (Bressel et al., 2016). The relationship between the number of intact ORs in humans and their target glomeruli is less clear. Human have ∼400 intact ORs but there are >5,500 glomeruli yielding a convergence ratio of ∼16:1 (Maresh et al., 2008).

A corollary is that each glomerulus receives signals from an area or zone in the olfactory epithelium. In effect, this reduces the problem of the overall high dimension of the entire olfactory world to only one or a few dimensions within each glomerulus. This suggests that the microcircuits within each glomerulus process that part of the odor world, and microcircuits between glomeruli begin the process of knitting the separate odor mini-worlds together.

Insight into dimension reduction in the glomerulus is provided by the honeybee antennal lobe, equivalent to the mammalian olfactory bulb. Glomeruli in the honeybee are divided into a medial and lateral group. Using calcium imaging of the projection neuron responses to odor stimuli, Carcaud et al. (2018) found that medial glomeruli were more sensitive to an odor molecule’s functional group (alcohol, ketone, and aldehyde) whereas lateral glomeruli were more sensitive to chain length (C6 to C9). Evidence was cited that this differentiation of quality was due to a network of heterogeneous local interneurons (using glutamate, histamine, or various neuropeptides as neurotransmitters) that bring about contrast enhancement of differences in odor quality through lateral inhibition within the glomeruli.

It was concluded that the “two subsystems provide higher order brain centers with different, but complementary portions of odor quality information” (Carcaud et al., 2018). Thus far there is no evidence in mammals of this differentiation of ordinary canonical glomerular microcircuits related to odor molecule structure and function. Exceptions are glomeruli that receive a special input. These include the modified glomerular complex related to suckling (Greer and Shepherd, 1982), necklace glomeruli based on cyclic G sensory transduction (Zufall and Munger, 2010), and the trace amine-associated receptors (TAARs) (Liberles and Buck, 2006). For the ordinary glomeruli, one can hypothesize that the explosion of OR genes in early mammalian evolution, combined with marked dietary diversification in mammals and their close extinct relatives (see below), meant that the olfactory glomerular microcircuits became mainly adapted to process multiple chemical types and odor qualities across a far wider odor spectrum. This differential processing could be a function of the network of interneurons at the glomerular level (see Figure 3). The network could heighten the discrimination of odor quality dependent on learning mechanisms activated during the history of odor exposure and the behavior elicited (Cavarretta et al., 2016). Evolutionary increases in numbers of glomeruli and expansion of the network can be inferred at several points in stem-mammal evolution where endocasts indicate relatively larger olfactory bulbs (below). We do not yet know the identity of these microcircuits, but we hypothesize that they are there.

Beyond these examples it is well to realize that a cluster of synaptic connections can be useful for various processing tasks, such as the barrel column for processing input from a whisker pad in a rodent and the cortical column in the visual cortex. These clusters may or may not be present in different species. Horton and Adams (2005) showed for example that the cortical column is an inconstant presence in visual cortex. Moreover, whiskers are not universally present in eutherian (placental) mammals (Catania and Catania, 2015); ancestral state reconstruction suggests that they evolved independently as many as seven times among eutherians (Muchlinski et al., 2020). In contrast, glomeruli are present in virtually all olfactory pathways from nematodes to humans, indicating that they provide a universal function for processing high-dimensional odors (Chen and Shepherd, 2005). Our focus is on this canonical pathway and how it mediates high dimension odor processing in mammals. An obvious general function of the convergence of similarly tuned OSNs is enhancing signal-to-noise (Chen and Shepherd, 2005).



Olfactory Nerve Intraglomerular Connections

A key constraint on olfactory microcircuit organization is that an OSN axon does not branch on its way to the olfactory bulb (Land and Shepherd, 1974; Klenoff and Greer, 1998), and projects only to a single target glomerulus together with other axons from cells expressing that receptor. An OR typically has a graded sensitivity to a range of odor molecules, analogous to the graded sensitivity of color photoreceptors to different wavelengths of light. The interpretation of this organization is that this is a mechanism for organizing the processing of a wide variety of odor molecular conformations by giving each glomerulus an identity to a graded sensitivity within this variety. Ordinary OSN synapses are glutamatergic. The first microcircuit representation of this connection (Shepherd, 1963a, b) specifically left unresolved the question of monosynaptic or polysynaptic coupling between nerve terminals and intraglomerular dendrites in mammals. It is apparent now that the caution was justified; the synaptic relation may vary in different species. Gire et al. (2012) describe a multistep microcircuit involved in activation of mitral cell dendrites by olfactory nerve terminals in rodents. Each synaptic step gives an opportunity for spatial and temporal microcircuit processing.



Gap Junctions

The first type of synaptic lateral interaction occurs at the point of initial response to olfactory nerve input within a glomerulus, by gap junctions between distal branches of tuft dendrites (Schoppa and Westbrook, 2001; Migliore et al., 2005). Any difference in potential between two interconnected dendritic branches will be equalized, promoting synchronization of the mitral, tufted and periglomerular (PG) cells belonging to the same glomerulus. Computationally, this implements a many-are-equal computation at the very onset of odor processing (e.g., Brody and Hopfield, 2003; Migliore et al., 2005). Subsequent processing within the glomerulus thus occurs on the functional foundation of membrane potential equalization and synchronization. This supports the idea that a glomerulus functions to reduce processing of its part of the odor world to one or a few dimensions.

An important feature of this effect revealed by biophysical modeling (Migliore et al., 2005) is that it occurs at an electrotonic distance from the processing that takes place through granule cell inhibition at the level of the mitral cell body (see step 12 below). The model shows how these two contrasting actions need to be electrotonically separated in order to achieve their different functions; simplification of a mitral cell to a single compartment, as in network models, loses this effect.

Gap junctions in general are more abundant in early development. One may hypothesize that this helps to establish the glomerulus as a functional unit, followed by excitatory and inhibitory chemical synapses developing to elaborate the processing that occurs in relation to the synchronous intraglomerular sensory input, distinct from further processing by networks at the glomerular input level, and at the output level by granule cell inhibition. They are also believed to contribute to the plasticity of glomerular microcircuits during early learning (Wu et al., 2020).



Intraglomerular Inhibition: Dendrodendritic Inhibition

These are a subset of the heterogeneous intraglomerular interactions covered in Figure 3. Intraglomerular dendrites are interconnected by numerous dendrodendritic synapses. OSN terminals activate dendrites belonging to a subset of PG cells (see PGo in Figure 3) that through dendrodendritic synapses inhibit weak responses of tuft branches of mitral and tufted cells. This could generate an activation pattern resembling lateral inhibition in relation to more strongly activated glomeruli with similar molecular receptive range (Cleland and Sethupathy, 2006; Cavarretta et al., 2018). Activation is by glutamate, inhibition by GABA and by dopamine. This is only one of an increasing number of microcircuits that may be involved in processing within the glomerulus. Another example is control of on/off glomerular signaling by a local GABAergic microcircuit, giving the glomerular response an all-or-nothing quality (Gire and Schoppa, 2009), a mechanism suggested to be effective in odor coding (Koulakov et al., 2007).



Feedback Inhibition Onto OSN Terminals

PG cell dendrites also feedback inhibition onto the OSN terminals, to modulate through GABA the amount of excitation by glutamate. Here as at other GABAergic synapses, in early development GABA may have a depolarizing effect due to postsynaptic transmembrane ion gradient differences.



Interglomerular Lateral Inhibition

Another subset of periglomerular cells (PGe in Figure 3) is involved in interglomerular interactions through their axons that extend up to 6–8 glomeruli from their home glomerulus. The activation sequence is OSN terminals to dendrites of external tufted cells to superficial short axon cells, whose axons have excitatory synapses on distant inhibitory PGe cells (Aungst et al., 2003). This inhibition is believed to be complementary to the lateral inhibition mediated by granule cells onto the lateral dendrites of mitral and tufted cells (see below).



Interglomerular Lateral Excitation

A subset of PGe cells connects to distant external tufted cells to keep the sequence going laterally within the glomerular layer. This network of connections thus has its own specific input from olfactory nerve terminals, and its own distinctive output targets for lateral inhibition and lateral excitation between glomeruli (Figure 3). The balance between excitation and inhibition is believed to be involved among other things in concentration encoding, perhaps by maintaining the balance between the two so that concentration is signaled by broader activation of glomeruli (Shao et al., 2019). Glutamate is the excitatory transmitter at these synapses and GABA the inhibitory transmitter.



EXTERNAL PLEXIFORM LEVEL


Mitral Cell Dendrodendritic Lateral Inhibition

The first and perhaps most studied circuit identified in the olfactory pathway is the dendrodendritic synaptic interaction between mitral and granule cells producing self- and lateral inhibition of mitral cells (Rall and Shepherd, 1968; Bartel et al., 2015; Shepherd et al., 2020). There is evidence that this inhibition mediates contrast enhancement between stronger and weaker activation of mitral cells by different odor molecules (Yokoi et al., 1995). This functions as a type of lateral inhibition of weaker responses to odor molecules, in analogy with lateral inhibition of weaker responses to light stimulation in the retina (see Figure 4). Since the granule cell is the most numerous cell type in the bulb, estimates by some are 100:1 over the mitral cells, and each granule cell has many dozens of spines, each spine supporting a semi-independent computational unit (Woolf et al., 1991; Bartel et al., 2015), the mitral-granule cell microcircuits amplify many fold the computational power of the mitral and granule cells in processing the high-dimensional odor information. The dendrodendritic inhibition is relatively weak, which is believed to be critical in requiring summing with other inputs in order to carry out fine discriminations (Egger et al., 2005). Plasticity of the dendrodendritic synapses is associated with activity-dependent sensitivity (Greer and Halász, 1987).
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FIGURE 4. Example of a microcircuit function: lateral inhibition in the retina and olfactory bulb. (A) Lateral inhibition in the retina; central excitation of a retinal ganglion cell is surrounded by inhibition, a classical example of spatial contrast enhancement, a fundamental operation in processing spatial patterns in sensory systems. From Kuffler (1953). Center-surround inhibition also underlies color contrast mechanisms in the retina (see text). (B) Example of contrast enhancement by “lateral” inhibition in the olfactory bulb, in a chemical series of aldehydes of differing carbon lengths, which heightens contrast between odor molecules by excitation of a mitral cell by one odor molecule type (n-hexylaldehyde 6CHO) and inhibiting responses to neighboring related odor molecules (4)CHO and (8)CHO in the series. Based on Yokoi et al. (1995).




Multiple Pathways for Control of Granule Cells

In addition to the dendrodendritic synapses, the granule cell receives many excitatory synapses along its apical dendrite (Balu et al., 2007). They come from multiple sources, including bulbar sources such as mitral cell axon collaterals; centrifugal modulatory fibers from central brain regions; and feedback from the olfactory cortex (see below). Pressler and Strowbridge (2020) found that mitral cells can elicit excitatory postsynaptic potentials (EPSPs) by axon collateral synapses on granule cell bodies and proximal dendrites. In contrast with dendrodendritic synapses, which are relatively weak and depress with repeated stimulation, these are large amplitude and show little depression with repetitive inputs. It is suggested that these synapses more faithfully follow mitral cell firing, thus enabling the granule cells to provide two contrasting versions of odor-driven activity patterns: one lateral inhibitory microcircuit with persistent large amplitude EPSPs in parallel with a second lateral inhibitory microcircuit with actions more conditional on other inputs. Feedback synapses from the olfactory cortex have similar properties, as described below. The feedback from the cortex, plus input from central fibers, provides for odor and context-dependent modulation of mitral cell activity in behaving rats (Kay and Laurent, 1999).



Mitral Cell Dendrodendritic Lateral Inhibition: Gamma-Beta Oscillations

In addition to lateral inhibition, the dendrodendritically-mediated inhibition gates mitral cell activation through the apical dendrite during odor stimulation, producing an oscillation that begins as faster gamma and transitions into slower beta (Neville and Haberly, 2003; Lagier et al., 2007; Osinski and Kay, 2016). The gamma is produced mainly within the dendrodendritic microcircuit in the olfactory bulb, but the beta requires excitatory depolarizing feedback onto the granule cell from olfactory cortical pyramidal cells (see below). The inhibition is believed to be mediated by a subset of granule cells that connect only to mitral cells. The transmitters are glutamate and GABA, respectively. This closest possible coupling of lateral inhibition and oscillatory activity by the same microcircuit on multiple spines may be critical to the effectiveness of this stage of multidimensional processing.



Tufted Cell Dendrodendritic Lateral Inhibition

Middle tufted cells are twice as numerous as mitral cells, yet they remain enigmatic in their function. They are located in a layer just underneath the glomeruli (see Figure 3). They appear to be smaller versions of mitral cells, with an apical dendrite connecting to a glomerulus and several secondary dendrites extending laterally. However, tufted cells are genetically distinct, and it is best to think of them as having their own identity. Lateral inhibition of tufted cells is believed to involve a dendrodendritic mechanism similar to that of mitral cells, involving principally a granule cell subset synaptically connected only with tufted cells (Greer, 1987; Mori, 1987). Being smaller and closer to the glomeruli, they have a higher input resistance and are more excitable, responding to lower odor concentrations (Scott, 1981). Their microcircuits thus may have a larger role in odor processing than is usually granted them. This will become apparent in considering their unique axonal connections within the olfactory bulb (see below) and with their output sites in the anterior piriform cortex and olfactory tubercle. Tufted cells may also mediate the large amplitude non-depressing EPSPs in granule cells similar to the actions in mitral cells discussed above. However, their axon collaterals have been described as being quite different in their ramification patterns from mitral cells (see below).



Combined Mitral-Tufted Cell Dendrodendritic Inhibition

Some granule cells have synaptic connections to both mitral and granule cells (Mori, 1987), so that through both types of reciprocal dendrodendritic connections they may synchronize the lateral inhibition and oscillatory gating of mitral and tufted cells together.



Mitral Cell Recurrent Axon Collaterals

Prominent in Cajal’s Golgi stains are long recurrent axon collaterals (h in Figure 1) that arise in the deep axons and recur throughout the external plexiform layer. It was early suggested that they spread excitation to tufted cells or granule cells (Shepherd, 1963a, b). Current work is implicating them in the large amplitude granule cell EPSPs discussed above.



INTERNAL PLEXIFORM LAYER

We proceed through the mitral cell body layer to the inner plexiform layer:


Tufted Cell Axon Collaterals

According to Cajal, these are concentrated in the inner plexiform layer below the mitral cell bodies, and form the “most dense plexus of fibers in the brain” (Cajal, 1911). Tufted cells are glutamatergic. Their axon collaterals extend across the bulb to target their functionally iso-glomerulus in the opposite side, medial to lateral and lateral to medial. There they may connect to the apical dendrites of granule cells passing through the inner plexiform layer; these granule cells could mediate an intense lateral inhibition on surrounding mitral and/or tufted cells (Zhou and Belluscio, 2008). They are in sharp contrast to the mitral cell recurrent axon collaterals, which are widely distributed within the external plexiform layer (see Figure 1).



GRANULE CELL LAYER


Granule Cell Neurogenesis

The integration of granule cells into dendrodendritic and axodendritic microcircuits in the external plexiform layer has been discussed above. In addition to the large numbers of granule cells, robust neurogenesis of granule cells in the subventricular zone results in thousands of new granule cells migrating into the olfactory bulb daily (Whitman and Greer, 2007, 2009; Lledo and Valley, 2016). While the full importance of this for the reorganization or plasticity of local circuits has yet to be established, there are lines of evidence suggesting that granule cell turnover may be important in the stabilization of new synapses and the new odor experiences they represent (Forest et al., 2020). This is one of the few instances of sustained neurogenesis throughout life in the mammalian brain (Ming and Song, 2005). We postulate that granule cell turnover may play a crucial role in maintaining and expanding the multidimensional processing capacity of the olfactory system (Saghatelyan et al., 2005) especially in the face of loss of neurons from nasal infections and trauma; it is likely therefore to contribute to the persistence of olfactory guided behaviors following ablation studies of the olfactory bulb.



Blanes Cells

A type of short axon interneuron in the granule cell layer was first described by a student of Cajal named T. Blanes. Nothing was known about its functional properties until Pressler and Strowbridge (2017) used paired intracellular recordings guided by two-photon microscopy to show that sensory stimulation elicits persistent spiking in Blanes cells which are GABAergic and inhibit granule cells within the granule cell layer. The authors speculate that by modulating bulb neurons with tonic inhibition this may represent a novel mechanism for encoding short-term olfactory information. Blanes cells have also been implicated in coordinating parallel processing in the mitral and tufted cell pathways (Cavarretta et al., 2018).



MITRAL AND TUFTED CELL OUTPUT

The output from the olfactory bulb is carried by the axons of mitral and tufted cells. Our understanding of the output of the olfactory bulb to the olfactory cortex has been greatly enhanced by recent studies in which the mitral and tufted cells have been differentially labeled, giving a clearer view of how they function as parallel pathways. The traditional view is that the axons are carried in the lateral olfactory tract (LOT), as in Cajal’s original diagram (Figure 1), and the traffic is one way, from bulb to cortex. However, modern work is showing that this is one of the most complex interfaces between regions in the brain, involving the cortex as a content addressable memory, feeding back to the bulb as well as forward to the neocortical level for perception.

We can attempt only an outline of these complex mechanisms, which lie at the heart of how the olfactory pathway deals with its high dimensional information. We will not be able to cover all the structural aspects of the olfactory cortex, but rather focus on what we will term the core multiregional multidimensional processing unit formed by the interactions within and between the olfactory bulb and olfactory cortex, as depicted in Figure 5. This diagram is in a format similar to that of Cajal’s diagram in Figure 1 to facilitate appreciating the advances that have been made in modern studies.
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FIGURE 5. Update of Cajal’s olfactory pathway in Figure 1 based on new knowledge of microcircuits. Close interactions between olfactory bulb and olfactory cortex can be seen to form a multiregional multidimensional processing unit underlying olfactory perception. Red indicates excitatory synaptic action, blue inhibitory synaptic action. Arrows indicate direction of impulse propagation and synaptic action. GLOM, glomeruli; GC, granule cell; INH, inhibitory interneuron; LOT, lateral olfactory tract; MOD, modulatory systems; MT, mitral/tufted cell; PN, pyramidal neuron; OFC, orbitofrontal cortex. Asterisk denotes excitatory inputs to the granule cell from multiple sources (see text). Note that lateral circuits in the olfactory cortex for processing the sensory input from the LOT are in the excitatory and inhibitory layers closest to the LOT, whereas circuits for associative processing are closest to the PN cell bodies. Feedforward inhibition predominates in the APC, inhibitory feedback in the PPC. Based on many authors (see text).




PIRIFORM CORTEX CONTAINS DIFFERENT AREAS

Current research is revealing anatomical and functional subdivisions within the piriform cortex. Several discrete pulses in evolution of piriform cortex size can be traced in the fossil record (below), and this evidence is consistent with its division into anatomically distinct anterior and posterior parts. The anterior olfactory nucleus (now considered a part of the anterior piriform cortex) is also involved (Brunjes et al., 2005; Levinson et al., 2020). Here we will focus on the olfactory cortex, the part of piriform cortex receiving direct input from the mitral and tufted cells of the olfactory bulb.


Olfactory Cortex Activation

The olfactory cortex is traditionally considered a three-layer cortex, with a superficial layer where the input fibers of the lateral olfactory tract (LOT) interact with the distal dendrites of the pyramidal cells; a layer of pyramidal cell bodies; and a deepest layer of interneurons and fibers. Mitral and tufted cell axons course in the lateral olfactory tract giving off collaterals to the apical dendritic tufts of pyramidal cells.

This means that a wave of excitation passes through the cortex, but this wave may not have functional significance for the individual pyramidal cell. The propagation velocity of an action potential in the 1 μm diameter axons is approximately 1 mm/sec, so although propagation in the LOT produces a wave of excitation, if pyramidal cells are 50 μm apart there is only a 0.05 ms (50 microsecond) difference between them, meaning near-synchronous activation of neighboring pyramidal neurons. Neighboring pyramidal cells may therefore function as if they are in a cluster or column together, whereas more separated cells act more as if they are activated in sequence. The near simultaneous activation of neighboring olfactory cortical pyramidal cells enabled a current source density analysis to reveal the excitatory lateral association fibers in the cortex (Haberly and Shepherd, 1973).

As noted, the cortex has two main areas, anterior and posterior. The pyramidal cells give off collaterals that form association fibers that lie in several layers. In the anterior area the fibers are directed from anterior to posterior in a superficial layer near the LOT, whereas connections made by pyramidal cells in posterior cortex are in a deeper layer oriented from posterior to anterior (Figure 5). These fibers and their connections extend widely throughout the cortex and are remindful of the extensive associational axonal network characteristic of the face area in the neocortex (Haberly, 1985). Through this network pyramidal cells act as an auto-associative network which functions as a content addressable memory. This is a high level function equivalent to memory mechanisms in other cortical areas such as hippocampus, and in artificial network devices (Gire et al., 2013).



Olfactory Cortex Oscillatory Activity

Odor stimulation also activates oscillatory activity, first gamma (35–90 Hz) and then beta (15–35 Hz) (Neville and Haberly, 2003), which via the mitral cell axons to the olfactory cortex and the pyramidal cell association fibers to the olfactory bulb are tightly coupled to the same waves in the olfactory bulb (see step 14). Gamma appears to be associated with the exploratory phase of odor stimulation, whereas beta is associated with the reward of an odor (Wilson and Barkai, 2018). A computational model has supported the electrophysiological evidence that the dendrodendritic microcircuit in the olfactory bulb is involved in generating both of these frequencies, depending on the balance between the smaller excitatory depolarization of the mitral cell odor response and the larger depolarization due to cortical feedback (Osinski and Kay, 2016).



Posterior Cortical Area

This is the main cortical region for olfactory processing before the neocortex (Wilson and Stevenson, 2006; Bekkers and Suzuki, 2013; Gire et al., 2013; Fournier et al., 2015), and the region of piriform cortex that undergoes the greatest degree of evolutionary expansion (Rowe et al., 2011). Electrophysiological evidence by Haberly and Bower (1984, 1989), and Haberly (1985) showed that the pyramidal cells are characterized by axons whose association collaterals branch widely throughout the cortex. These and subsequent studies have changed views of the olfactory cortex, from a simple relay from the olfactory bulb to the neocortex, to a high level association cortex analogous to the visual face area. This view required the olfactory bulb to function in analogy with a primary or secondary neocortical area in providing the direct input to the olfactory cortex acting as a higher olfactory association cortex, even though it is only a three-layer, not six-layer, cortex.

Pyramidal neurons and their interneurons form the feedforward and feedback circuits characteristic of cortical processing. Evidence for the functions of these circuits in olfactory cortex is beginning to emerge. As summarized by Bekkers and Suzuki (2013), the input from the olfactory bulb is an “odotopic image” resulting from filtering the incoming sensory data, normalizing it through a balance of excitatory and inhibitory circuits, carrying out feature extraction by inhibitory actions, and decorrelating overlapping activity patterns through lateral inhibition to enhance pattern separation. This is projected onto the piriform cortex whose main function is to convert these “images” of odors, spatial activity patterns distributed across olfactory glomeruli, into unified internal “odor objects” as distributed across interconnected piriform pyramidal cells (Wilson and Sullivan, 2011). These internal objects are the end results of the multiple steps of hyperdimensional processing, which are further projected from the posterior piriform cortex to the orbitofrontal cortex as the basis for odor perception and to other regions for odor related behavior (see below).

Together these olfactory cortical microcircuits carry out a sequence of two basic types of operations (Bekkers and Suzuki, 2013). In the anterior piriform (olfactory) cortex, afferent inputs from the olfactory bulb dominate (Figure 5), making it adapted for encoding the “identity” of odor molecules. In the posterior (olfactory) piriform cortex, association fibers dominate, making it adapted for matching the sensory identity with the stored identity, creating the “quality” or behavioral significance of the odor for the perceiving individual. This operation gives the piriform cortex the property of a “content addressable memory” mentioned above, an essential function found across nearly all mammals, including humans (Gottfried, 2010).



The Core Olfactory Multiregional Multidimensional Processing System

Until now we have emphasized the progression of processing from the periphery into the brain. However, a key to the basis for processing the high dimension olfactory information is feedback, so that a processing unit takes in not only the sensory input but the sensory input that is continually combined with feedback from the processing unit itself. As expressed by Pressler and Strowbridge (2017), “Working together, local bulbar and cortical feedback excitatory pathways may function to generate sparse but highly odor-specific GC [granule cell] discharges that facilitate olfactory discrimination …”. A final contribution to the integration is from the previous integrated inputs stored in memory.

We can summarize this new view of Cajal’s diagram in relation to Figure 5. Sensory input is processed in the olfactory bulb to form the output to the olfactory cortex. The olfactory cortex processes this information in the sequence of identification and contextual significance as described previously. Lamination of the cortex provides for stages of processing from sensory to central and stores the central result as a content addressable memory. This is fed back from the cortex to the granule cells in the olfactory bulb to be merged with the incoming information from the olfactory bulb, and the operations update on a continual basis. The feedforward and feedback targets are at different sites on the granule cell, enhancing the different types of information that are combined there. One can say that this fiendishly ingenious organization of neuronal microcircuits compresses a maximum of continuous information formatting and reformatting in a minimum of space. In this way, information in the olfactory pathway is subjected to constant reevaluation and updating for perceptual creation and behavioral relevance. The limited space in fact works to enhance the operations by requiring their close interactions.



Output From the Posterior Olfactory Cortex

The pathway for olfactory perception continues from the olfactory cortex to the primary olfactory receiving area in the orbitofrontal cortex (Chen et al., 2014; Diodato et al., 2016) (Prefrontal cortex in Figure 6). Some olfactory cortical pyramidal cells connect directly to the orbitofrontal region, which is the level at which odor perception is believed to occur; others project first to the endopeduncular nucleus, and others to the mediodorsal thalamus, with further projection to the orbitofrontal cortex. These different routes to the neocortex might be related to different kinds of olfactory information issuing from the olfactory cortex.
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FIGURE 6. (A) Overview of mitral cell axon projecting to the posterior piriform cortex (PPC), and reconstructed axonal arbors of two neighboring layer II pyramidal cells. Stained by in vivo intracellular injection in the rat. Note that association axons extend through most of the piriform cortex as well as to distant regions with different output functions. (B) Plots of depth of association fibers of 5 identified layer II pyramidal cells. Note that fibers from posterior piriform cortex are densest in layer III among pyramidal cell bodies and basal dendrites and inhibitory interneurons, whereas association fibers from anterior piriform cortex connect to apical dendrites near the sensory input from the LOT. AON, anterior olfactory nucleus; APC, anterior piriform cortex; PPC, posterior piriform cortex; and olfactory tubercle are three-layer cortex, Neocortex is six-layer cortex. See text. From Haberly (2001).


An important aspect of the output from the posterior piriform olfactory cortical area is that multiple connections are made by this association area to external regions not exclusively olfactory. Figure 6 shows a typical example, in which labeled cells are shown to project not only to the prefrontal cortical area (which in the rat includes the orbitofrontal area and the insula) but also to the olfactory tubercle (a ventral extension of the striatum), amygdala, entorhinal area, and perirhinal area (with further connection to the hippocampus). These connections provide ways which bring the olfactory input into close involvement with areas generating learning, emotion and olfactory-guided behavior. Of special interest is evidence showing direct connections of the tufted cells to the olfactory tubercle (Nagayama et al., 2010), and the role of the tubercle in olfactory-guided reward behavior (Gadziola et al., 2020). Given these multiple types of output, much of the olfactory cortex must reflect an organization of the olfactory input that can be sent to these distinct roles in these differing output systems. It may be that this function of output to different targets is compressed within the olfactory cortex but more distributed within different cortical regions for example in the visual system.



MODULATION BY CENTRIFUGAL FIBERS

In addition to these specific processing mechanisms, nervous systems provide for mechanisms for their modulation dependent on behavioral states. The olfactory microcircuits are heavily modulated by central systems.


Cholinergic

Cholinergic fibers to the olfactory bulb arise within the horizontal nucleus of the diagonal band. Cholinergic receptors enforce the responses in mitral, tufted and PG cells, and prolong the responses of granule cells, enhancing perceptual discrimination (Chaudhury et al., 2009) (see MOD, Figure 5).



Noradrenaline (NA)

These fibers arise in the locus coeruleus and innervate the olfactory bulb and the olfactory cortex. The released NA suppresses spontaneous activity but does not affect sensory responses. It also modulates odor habituation and discrimination (Guerin et al., 2008) and the stability of odor memory (Linster et al., 2020).



Serotonin (5HT)

5HT fibers from the dorsal raphe densely innervate the olfactory glomeruli. Direct application of 5HT to a glomerulus modulates glomerular network activity, increasing external tufted cell excitation of mitral cells, short axon cells and periglomerular cells; inhibiting glomerular interneurons; triggering action-potential-independent GABA release from short-axon cells; and increasing spontaneous mitral cell firing without enhancing responses to sensory input (the opposite of the effect of NA). It is suggested that this can raise mitral cell sensitivity while maintaining dynamic range (Brill et al., 2016).

In summary, microcircuit functions are continuously modulated by central systems in the brain in relation to different behavioral states.



EVOLUTION OF OLFACTORY SYSTEM MICROCIRCUITS

A discussion of olfactory microcircuits is not complete without taking advantage of evidence that can be gained from the unique evolutionary path followed by the olfactory system. For this purpose, we continue to pursue a novel conceptual approach in which paleontological studies give insight into olfactory sensory and brain development (Rowe et al., 2011), and modern anatomical and physiological studies, through evidence regarding microcircuits, provide insight into the functional significance of the paleontological record (Rowe and Shepherd, 2016; Shepherd and Rowe, 2017; Rowe, 2020f).

We postulate that the multiplicity of microcircuits for sensory processing in the olfactory pathway reflects the unique evolution of the olfactory pathway compared with vision and other sensory systems. The importance of vision in human life has meant that the visual pathway is the most studied of the sensory systems, and the olfactory pathway among the least studied, but from the perspective of evolutionary origins the significance of the two systems is surprisingly, to a great extent, the opposite. We consider first the paleontological record, followed by evidence regarding the evolution of the cortical microcircuits.

As we have seen, olfactory processing has a privileged position in the brain, beginning in the olfactory bulb, a structure derived from the highest level of information processing, the forebrain. Across vertebrates, the forebrain cortex has a fundamental organization. It is divided into three areas: hippocampal on the medial side, olfactory on the lateral side, and a dorsal cortex between that relates (primitively) to the visual system (Figure 7A). However, most of the input from the retina is routed to the optic tectum (superior colliculi in mammals) for rapid visual reflexes and motor responses. All of these cortical areas in non-mammalian vertebrates (with the possible exception of late stem-mammals) have a three-layer construction, consisting of a single layer of pyramidal cell bodies with an underlying layer of axons and an overlying layer of the dendrites of the pyramidal cells and of interneurons (see below). This basic architecture reflects ∼500 million years of conserved organization in most vertebrate clades. It also reflects the ancestral condition that was transformed in mammals as their uniquely elaborated olfactory system and neocortex evolved.
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FIGURE 7. Early evolution of the forebrain dominated by the olfactory cortex. (A) Dorsal view of the forebrain of a reptile (turtle), showing the three main areas: olfactory, hippocampal, and dorsal (visual). (B) Lateral view of reconstructed mammalian “ancestral forebrain cortex”: OF, orbitofrontal area; MF, medial frontal area; S1, S2, RS, CS: primary, secondary, dorsal and caudal somatosensory areas; g, gustatory area; V1, V2, T: primary, secondary and temporal visual areas; Aud, auditory areas; CCv, CCd; ventral and dorsal cingulate areas; RSg, RSa, retrosplenial granular area and agranular areas; SC, superior colliculus; IC, inferior colliculus. (A) Based on Shepherd (2011). (B) Based on Molnar et al. (2014).


Evidence that olfaction was an important driving factor in nearly all of the major clades across the entire 500 million year history of vertebrate evolution lies in the fact that OR genes are the largest multigene family in vertebrates (Niimura, 2009). The OR genome has been found to evolve at faster rates than other systems, and this is especially true in the 400 million years of tetrapod evolution, as vertebrates adapted to terrestrial environments (Yohe et al., 2020). Just as the tetrapod visual system evolved in response to the far greater diversity of reflective objects on land than in the water (Walls, 1942), the tetrapod OR genome evolved more rapidly than other protein coding genes (Yohe et al., 2020) as it accommodated a more diverse and more rapidly changing chemical environment encountered in terrestrial ecosystems.

In mammalian evolution, elaboration of the olfactory system exceeded all other tetrapods, an extreme example of what has been called “evolutionary overdrive” (Yohe et al., 2020). This can be measured by the relative size of the mammalian olfactory genome, the unique complexity of olfactory microcircuitry described above, at anatomical levels in the size and complexity of neural and skeletal structures that are induced in ontogeny as OR genes are expressed, and its morphogenic impact on skull design (Rowe, 1996a, b). Whereas ‘fish’ (non-tetrapod vertebrates) have only ∼100 functional OR genes, an estimated ∼1,200 functional OR genes were present in the ancestral mammal, as inferred from living species (Niimura and Nei, 2006; Niimura, 2012; Niimura et al., 2014). This increase was probably the product of multiple tandem gene duplications such that the OR genes comprise the largest gene family in the mammalian genome and ∼5% of all protein coding genes (Nei et al., 2008; Yohe et al., 2020). In a study of human OR genes, Mainland et al. (2014) found that function-altering polymorphisms in genes for OR subtypes differ on average in 30% of those genes when comparing two individuals. These transformations occurred over a span of ∼150 million years, between the divergence of the mammalian total clade from other amniotes, and the origin of crown Mammalia ∼170 million years ago (Rowe, 2020f).

Combining the evidence from genes, paleontology and microcircuits, the basic evolutionary insight these small creatures with only general terrestrial adaptations depended for survival on developing a powerful sense of smell as they rooted around searching for food in the dense and sometimes toxic or infectious underbrush. Molecular research has shown the extremely large gene family of ORs and OSNs involved. Paleontological research shows the large nasal surfaces coupled with large olfactory bulbs and olfactory cortical areas for processing this input. And microcircuit research on extant organisms reveals corresponding powerful processing mechanisms within those large structures. Finally, the system has redundancy built in at each processing stage so that it is resistant to being damaged by potentially toxic and infectious environments. We summarize the basic steps that occurred.


Early Pan-Mammals

The beginnings of the mammalian olfactory system can be traced back to the earliest members of Pan-Mammalia as it diverged onto its own evolutionary trajectory between 340 – 322 million years ago (mya) (Didier and Laurin, 2020). At this early stage, the braincase was only partly enclosed by bone, and the obtainable evidence points to a primitive narrow tubular forebrain with three-layer dorsal cortex, and small olfactory bulbs appressed against the rostral telencephalon (Rowe, 2020f). Possibly a modestly expanded repertoire of OR genes distinguished Pan-Mammalia from near the start of its history (Rowe and Shepherd, 2016; Rowe, 2020e,f,g; Rowe et al., 2005). Nevertheless, this early history was dominated by improvements in terrestrial locomotion and agility, and vision probably greatly overshadowed olfaction in importance (Rowe, 2020f).



Cynodontia

The balance between vision and olfaction began to shift ∼250 mya, with the origin of Cynodontia, a clade that includes crown mammals and their closest extinct relatives (Rowe, 2020a,d,f). Wholesale reorganization of the skull and skeleton suggests that olfactory evolution had moved into “overdrive” and the expression of duplicated OR genes was probably underway (Rowe and Shepherd, 2016). Details of the skeletal modifications are described and illustrated elsewhere (Rowe and Shepherd, 2016; Rowe, 2020c, f). What is relevant here is that the first cynodonts mark a first major pulse in encephalization, specifically in enlarged olfactory bulbs, implying an increase in numbers of glomeruli, and expansion of the posterior piriform cortex. These were associated with the origins of an occlusal dentition and secondary palate which provide for the new behaviors of food mastication and retronasal olfaction, and a far more rapid rate of evolution in the dentition that signaled rapid dietary diversification. This corresponded to a reduction in body size on the direct line leading to mammals; early cynodonts were about the size of a domestic cat (Rowe and Shepherd, 2016; Rowe, 2020c, f).

There is no evidence suggesting that six-layer neocortex had yet appeared, and endocasts of these early cynodonts resemble those of the earliest stem-amniotes more closely than they resemble endocasts of living mammals. Nevertheless, OR gene duplications seem very likely in these extinct relatives of living mammals, promoting fixation of novel functional mutations (Niimura, 2012), and a high rate of codon substitution relative to nucleotide substitution reported in living mammals had probably begun to promote diversification of novel odorant binding proteins (Yohe et al., 2020), initiating an immense expansion in the dimensionality of perceptible odorants that most living mammals enjoy. Thus, OR gene duplications that occurred leading up to the origin of the crown clade shifted mammalian OR gene evolution into what Wagner (2014) refers to as a “novel variational modality” characteristic of other anatomical systems of repeated structures, including the cynodont dentition (Rowe, 2020f).



Mammaliamorpha

The next important event coincided approximately with the origin of Mammaliamorpha (Rowe, 2020c, d), roughly 230 mya. Endocasts show a greater degree of expansion of the brain overall, with a larger olfactory bulb separated from the dorsal cortex by a shallow constriction, and the interhemispheric sulcus is marked in the endocast (Rodrigues et al., 2014; Wallace et al., 2019; Kerber et al., 2021). μCT studies reveal that the nasal capsule adjacent to the olfactory bulbs had begun to ossify. Small bony elements further forward in the nose may be primordial ossified turbinals, indicating elaboration of the olfactory epithelium (Kielan-Jaworowska et al., 2004; Rodrigues et al., 2014; Wallace et al., 2019). The piriform cortex also expanded to the degree that its posterior pole was as wide as the cerebellum. Evidence of increased high frequency audition is also present, but the overall impression is elaboration of each of the ontogenetically interdependent areas of the olfactory system.



Mammaliaformes

The next major pulse in pan-mammal encephalization came with the origin of Mammaliaformes ∼210 mya (Rowe, 1988, 2020c, 2020d, 2020f). Early mammaliaformes were all miniaturized, and for the next ∼140 million years, few members of this clade exceeded the size of a shrew or small rodent (this possibly occurred in the ancestral mammaliamorph). μCT enabled visualization of a digital endocast of the basal mammaliaforms Morganucodon and Hadrocodium (Rowe et al., 2011) which showed olfactory bulbs that are quite large and inflated, and separated from the inflated forebrain by a deep circular fissure. The piriform cortex, especially its posterior component, had expanded laterally and taken on its namesake ‘pear-shape.’ The endocasts in these fossils now closely resemble those of crown mammals, which appeared ∼40 million years later, and their encephalization quotient nearly reached the level of the least-encephalized crown mammals (Rowe et al., 2011). Nerves from hair follicles and their attendant musculature provided a flood of new peripheral input to the brain (Rowe et al., 2011; Rowe, 2020f). Enhanced high frequency hearing is also implicated in driving encephalization. However, the principal driver, unquestionably underway since the earliest cynodonts, once again was olfaction.



Mammalia

With the origin of Mammalia ∼170 million years ago, neocortex was unquestionably present, and the olfactory system consisted of up to ∼1,200 OR gene types or more whose expression induced the ontogenetic cascade described above. Comparisons with living mammals enable the reconstruction of brain organization in the ancestral mammal as shown in Figure 7B (Molnar et al., 2014; Rowe and Shepherd, 2016). The large olfactory cortex reflects the large processing load of the massive OSN input and the dominance of smell in driving the early evolution of the forebrain. This increased processing and increased areas presumably extended to olfactory prefrontal and orbitofrontal neocortex areas. By the same token, the enlargement of the areas for other senses reflected the roles that vision, audition, touch and taste began to play in the mammalian adaptations for survival and spread. An interesting possibility is that the initial drive toward the neocortex included the increased processing load from olfactory cortex as well as from the other sensory, motor and central systems.

Cortical microcircuits obviously played an essential role in that survival. Based on a postulate of Kriegstein and Connors (1986), a possible progression from the earliest forebrain cortex through olfactory cortex to neocortex is summarized in Figures 8A–C. The diagrams illustrate the underlying principle of a “canonical cortical integrative unit,” exhibited by reptilian cortex (Figure 8A), of a principal neuron, the excitatory pyramidal cell, activated by feedforward excitation (ffexc) and modulated by recurrent axon collaterals that mediate feedback excitation (fbexc) and lateral excitation (lexc). This excitatory input is balanced by an interneuron (or several interneurons) that mediates feedforward inhibition (ffinh), and axon collaterals that mediate feedback (fbinh) and lateral (linh) inhibition. In olfactory cortex (Figure 8B), pyramidal cells are differentiated into layers containing semilunar cells (SL), superficial pyramidal cells (sPC) and deep pyramidal cells (cPC). Each type appears to be associated with excitatory and inhibitory connections elaborated from the three-layer circuit model. The cell differentiation, layering, and distribution into different areas reaches its extreme in neocortex (Figure 8C), but the diagram enables the basic canonical cortical integrative unit to be recognized.
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FIGURE 8. From three-layer to six-layer cortical microcircuits. (A) Simplified basic cortical module of ancestral three-layer olfactory cortex, hippocampus and dorsal cortex. This is the basic cell organization of these three areas shown in Figure 7. Based on Kriegstein and Connors (1986) and Shepherd (2011). PC, pyramidal cell. Abbreviations of functional actions: ffexc, feedforward excitation; ffinh, feedforward inhibition; fbexc, feedback excitation; fbinh, feedback inhibition; lexc, lateral excitation; linh, lateral inhibition. (B) Olfactory cortex: lamination of basic circuit modules. (C) Mammalian neocortex: lamination of basic circuit modules. Abbreviations as in (A). Laminae for the cell types are indicated. Presumed excitatory cells shown in red, inhibitory cells shown in blue. Based on Shepherd (1988) and Shepherd and Rowe (2017). Martin-Lopez et al. (2019) have shown how the piriform laminae follow a selective developmental and migratory program established by cell lineage.


Studies of piriform cortex, like those of neocortex, using gene expression methods and labeled neuron physiology are finding that the cells in the two cortices share many genetic markers (summarized in Diodato et al., 2016; Klingler, 2017). In both there is an inside-out sequence of generation of pyramidal cells, interneurons, and glia, except for layer II in olfactory cortex (Martin-Lopez et al., 2019). During development, excitatory pyramidal cells come from the lateral migratory stream (Bai et al., 2008), interneurons (in rodents) from the ganglionic eminence (Marin and Rubenstein, 2003). During development the pyramidal neurons and interneurons come together to form the feedforward and feedback microcircuits that characterize the canonical integrative units mediating cortical processing (Figures 8A–C).

In summary, with a humble beginning in early pan-mammals, significant elaboration occurred in early Cynodontia and early Mammaliamorpha, accelerating considerably in the miniaturized early Mammaliaformes, and finally in crown Mammalia. The olfactory cortical microcircuits elaborated more complex layers with internal feedback and lateral excitatory microcircuits, multiple areas, feedback to the olfactory bulb, and multiple interconnections with output sites, as seen in modern opossums and shown in the diagrams of Figures 6, 7B, 8. The number of OR genes is reflected in the numbers of olfactory glomeruli, meaning an increase in the glomerular microcircuits processing the increase in numbers of receptors and receptor types. Our current picture of OR evolution is consistent with the hypothesis that peripheral sensory arrays influenced central organization, and that through epigenetic population matching cortical reorganization and relative increases in brain size may have been driven to a significant degree by connectional invasions from peripheral cell populations and sensory structures such as teeth and hair, and especially OSNs (Katz and Lasek, 1978; Krubitzer and Kaas, 2005; Streidter, 2005; Rowe and Shepherd, 2016; Rowe, 2020f).



DISCUSSION

How does the evolution of an increased area of six-layer microcircuits relate to our interest in high dimension processing in olfaction and smell? Mammalian vision is associated with six-layer neocortex (including additional sublayers in V1); why did olfaction stay with its simple three-layer cortex (although in echidnas, at least, a four-layer piriform cortex did evolve)? From our review of olfactory microcircuits, it appears that the multiple overlapping microcircuits contained within the pathway enable the system to achieve sufficient high dimension processing ending in the three-layer olfactory cortex where it begins already to connect to multiple sites for behavioral output (Figure 6). As we saw, olfactory processing, beginning with agonist and antagonist pharmacological interactions at the initial step of sensory transduction in the olfactory cilia, passes through over 20 lateral processing circuits up to the olfactory cortex. Induction by the olfactory epithelium of a complex internal skeleton is an associated phenomenon.

Given their distribution across vertebrates, the basic mechanisms for processing the high dimension stimuli of odor molecules were present at the outset of vertebrate evolution, which occurred in an aquatic medium in which olfaction has a lower dimensionality. They persisted in the expanded three-layer cortex of the first tetrapods, where OR evolution increased its rate in terrestrial environments that have the highest olfactory dimensionality. And in the evolution of the total mammalian clade, olfactory mechanisms achieved the unique measure of complexity described above. The olfactory system has thus always had a strong representation at the cortical level even with only a three-layer cortex.

One says “only three-layer cortex,” assuming that the six-layer neocortex is necessary to achieve the higher cognitive functions exemplified by the visual system. However, recent behavioral experiments have revealed that higher visual perceptual tasks such as human facial recognition are achieved by the three-layer cortex of fish, more primitive even than the organization shown in Figure 8A. Archer fish, which spit at their targets above the water, were trained to distinguish one among 44 human faces differing only subtly in features, spitting at a conditioned stimulus face on a monitor above the water surface (Newport et al., 2016). The study showed that this human higher cognitive function can be mediated by a vertebrate lacking a neocortex and an evolutionary history lacking adaptation to this function. Related studies have shown that facial discrimination can also be made by bees and birds which also lack a neocortex; birds can also categorize faces based on expressions and gender (reviewed in Newport et al., 2016).

These results show that animals without a neocortex can nonetheless carry out fine detail pattern discrimination often within only a single session. The implication for the olfactory bulb and three-layer olfactory cortex is clear. There is much evidence for the formation of finely detailed “odor images” (see “odotopic” maps above) in the olfactory bulb (Shepherd, 2010) and widely distributed “odor objects” in the olfactory cortex (Wilson and Barkai, 2018). Three-layer cortex can be hypothesized to be well able to carry out detailed pattern discrimination of these images and objects. It then passes on to neocortex the responsibility for higher cognitive functions that have enabled the elaboration of mammalian and especially human behavior.



FUTURE MICROCIRCUIT APPROACHES

We have begun to identify the sequence of microcircuits and their functions that constitute the neural basis of odor perception. We encourage similar efforts in other sensory pathways to build a unified understanding of the neural basis of sensory perception with its evolutionary history.

Applied more generally, this could provide an enhancement of the approach used in C. elegans, identifying all synapses in a simple nervous system, to identifying the main sequence of microcircuits in different specific mammalian systems, giving a functional meaning to the organization of the synapses and an evolutionary significance to the microcircuit actions underlying mammalian behavior.
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The vertebrate retina, like most other brain regions, undergoes relatively slow alterations in neural signaling in response to gradual changes in physiological conditions (e.g., activity changes to rest), or in response to gradual changes in environmental conditions (e.g., day changes into night). As occurs elsewhere in the brain, the modulatory processes that mediate slow adaptation in the retina are driven by extrinsic signals (e.g., changes in ambient light level) and/or by intrinsic signals such as those of the circadian (24-h) clock in the retina. This review article describes and discusses the extrinsic and intrinsic modulatory processes that enable neural circuits in the retina to optimize their visual performance throughout day and night as the ambient light level changes by ~10 billion-fold. In the first synaptic layer of the retina, cone photoreceptor cells form gap junctions with rods and signal cone-bipolar and horizontal cells (HCs). Distinct extrinsic and intrinsic modulatory processes in this synaptic layer are mediated by long-range feedback of the neuromodulator dopamine. Dopamine is released by dopaminergic cells, interneurons whose cell bodies are located in the second synaptic layer of the retina. Distinct actions of dopamine modulate chemical and electrical synapses in day and night. The retinal circadian clock increases dopamine release in the day compared to night, activating high-affinity dopamine D4 receptors on cones. This clock effect controls electrical synapses between rods and cones so that rod-cone electrical coupling is minimal in the day and robust at night. The increase in rod-cone coupling at night improves the signal-to-noise ratio and the reliability of very dim multi-photon light responses, thereby enhancing detection of large dim objects on moonless nights.Conversely, maintained (30 min) bright illumination in the day compared to maintained darkness releases sufficient dopamine to activate low-affinity dopamine D1 receptors on cone-bipolar cell dendrites. This non-circadian light/dark adaptive process regulates the function of GABAA receptors on ON-cone-bipolar cell dendrites so that the receptive field (RF) surround of the cells is strong following maintained bright illumination but minimal following maintained darkness. The increase in surround strength in the day following maintained bright illumination enhances the detection of edges and fine spatial details.

Keywords: GABAA receptors, gap junctions, receptive field surround, circadian rhythms, cone and rod photoreceptor cells, bipolar cells, horizontal cells, dopamine D1 and D4 receptors


INTRODUCTION

A major goal of research on the retina and other brain regions is to understand the mechanisms that underlie the modulation of neuronal properties (e.g., transmitter receptors, ion channels, gap junction channels, transporters, second messenger pathways), synaptic communication, and neural network activity in response to changes in the environment or physiological conditions. Most regions of the central nervous system including the retina undergo relatively slow alterations in neural signaling in response to gradual changes in physiological conditions, as when activity changes to rest, or in response to gradual changes in environmental conditions, as when day changes into night. The retinal response to daily changes in the visual environment due to rotation of the Earth are particularly intriguing because the ambient (background) light level changes a great deal (~10 billion-fold) and because visual performance needs at midday are very different than those on a moonless night. Survival requires high acuity at midday and sensitivity to very dim objects on moonless nights. As occurs elsewhere in the brain, the modulatory processes that mediate slow adaptation in the retina are driven by extrinsic signals (e.g., changes in ambient light level) and/or by intrinsic signals such as those of the circadian (24-h) clock in the retina.

This review will focus on extrinsic and intrinsic signal modulation in the first synaptic layer (or outer plexiform layer) of the retina. In this portion of the retina, cone photoreceptor cells initiate visual processing when the ambient (background) illumination is bright and rod photoreceptor cells initiate visual processing when it is very dim or dark (Mangel and Ribelayga, 2010; Dowling, 2012). Cones form gap junctions with rods and use glutamate to signal the dendrites of cone bipolar cells (cBCs) and horizontal cells (HCs; Figure 1). HCs also form gap junctions with each other. Distinct extrinsic and intrinsic modulatory processes in the outer plexiform layer are mediated by long-range dopamine feedback from the second synaptic layer (inner plexiform layer). Both light and the retinal circadian clock increase dopamine release from dopaminergic cells (Witkovsky, 2004; Dowling, 2012), interneurons whose cell bodies are located in the inner nuclear layer. Distinct actions of dopamine via activation of specific dopamine receptor types on cones, rods, cBCs and HCs (Figure 1) modulate chemical and electrical synapses in day and night. This review describes and discusses the dopamine-mediated extrinsic and intrinsic modulatory processes that enable neural circuits in the outer retina to optimize their visual performance throughout day and night as the ambient illumination gradually changes.
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FIGURE 1. Schematic diagrams showing that in the day the background (ambient) light level modulates chemical and electrical synaptic signaling in the first synaptic layer of the retina (outer plexiform layer) by regulating activation of D1 receptors on the dendrites of cone bipolar cells and horizontal cells (HCs). (A1,B1,C1) Cones use glutamate (Glu) to signal the dendrites of cone bipolar cells (cBCs) and horizontal cells (HCs). The dendrites of cBCs and HCs have both dopamine D1 receptors (D1Rs) and GABAARs, and rod and cone synaptic terminals have dopamine D4Rs. Gap junctions, which can function as electrical synapses when open, are located between rod and cone synaptic terminals and between HCs. Evidence has shown that in the day gradual changes in the background (ambient) light level alter GABAAR-mediated chemical synaptic transmission from HCs to cBCs, and electrical synaptic signaling between HCs. (A1,A2) Following maintained (>30 min) bright illumination, dopamine release is high and endogenous activation of D1Rs on cBCs and HCs is strong, increasing cAMP/PKA in the cells. This in turn uncouples the gap junctions between HCs and increases the expression of functional GABAARs on the dendrites of cBCs (A1). In addition, gap junctions between rods and cones are closed due to endogenous activation of their D4Rs (A1). As a result, the GABAAR-mediated receptive field (RF) surround of cBCs is strong. In addition, cBC surrounds are small, because HCs, which are uncoupled, signal the size of cBC surrounds (A2). In addition, the HC surround signal, which is opposite in polarity to the cBC center and small in spatial extent, provides lateral inhibition that effectively reduces the size of the cBC center (A2). (B1,B2) Following maintained dim illumination in the day, dopamine release is lower and endogenous activation of D1Rs on cBCs and HCs is weaker, decreasing cAMP/PKA in the cells. This is turn recouples the gap junctions between HCs and decreases the expression of functional GABAARs on the dendrites of cBCs (B1). In addition, gap junctions between rods and cones are closed due to endogenous activation of their D4Rs (B1). As a result, the receptive field surround of cBCs is larger than following maintained bright illumination because HCs are coupled (B2). In addition, the HC surround signal, which is larger in spatial extent than following bright illumination, provides lateral inhibition that is less effective in reducing the size of the cBC center (B2). (A2,B2) Although only one cone is depicted providing direct input to the cBC (so as not to overclutter the figure), a more accurate portrayal would show two cones providing input. Following bright illumination (A2), only one cone provides effective input to the cBC due to the strength and small size of the HC inhibitory surround signal. As a result, the cBC center size is small. In contrast, following dim illumination (B2), both cones provide effective input to the cBC due to the reduced strength and larger size of the HC inhibitory surround signal. As a result, the cBC center size is larger. (C1,C2) Following maintained darkness in the day, dopamine release is much lower and endogenous activation of D1Rs on cBCs and HCs is minimal, greatly decreasing cAMP/PKA in the cells. As a result, gap junctions between HCs are open and the dendrites of cBCs do not express GABAARs (C1). In addition, gap junctions between rods and cones are closed because the retinal clock releases enough dopamine to activate their D4Rs, which are more sensitive to dopamine than D1Rs (see below; C1). As a result, the RF center of cBCs is large but the surround is minimal or absent (C2). (A1–C1) thick black horizontal bars with large “X”: closed gap junctions; thick black horizontal bars with zigzag line: open gap junctions. (A2–C2) Plus signs (+): RF center of ON-cBCs; Minus signs (−): RF surround of ON-cBCs.





DOPAMINE FUNCTION IN THE OUTER RETINA


Dopamine Receptors, Dopamine Release, and Dopamine Pathways in the Retina

Dopamine binds and acts through two dopamine receptor families, i.e., the D1 receptor family that includes D1 and D5 receptors and the D2 receptor family that includes D2, D3, and D4 receptors. All dopamine receptors are metabotropic, G protein coupled receptors, whose activation either enhances or blocks downstream signaling pathways. Activation of the D1 receptor family (Gs receptor type) increases adenylyl cyclase activity, whereas activation of the D2 receptor family (Gi receptor) decreases adenylyl cyclase activity (Figure 2). In addition, the D2 receptor family is 100–500 times more sensitive to dopamine than the D1 receptor family (Kebabian and Calne, 1979; Missale et al., 1998). Dopamine D4 receptors are the most sensitive dopamine receptor type, binding endogenous dopamine in the low nM range (Figure 2). The difference in sensitivity of the various dopamine receptor subtypes may be an under-appreciated, but nonetheless, fundamental functional characteristic of these receptors.
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FIGURE 2. Two dopamine receptor systems in the retina. Schematic representation of the dual control of dopamine release by the retinal circadian clock and light in the fish retina, which activate D4Rs and D1Rs, respectively. Although the retinal clock releases less dopamine in the day than bright illumination, circadian clock-induced dopamine release in the day is sufficient to activate cone D4Rs (but not D1Rs on cBCs and HCs), because D4Rs are ~500 times more sensitive to dopamine than D1Rs. As a result, cAMP/PKA in cones is low in the day. In constant darkness at night, dopamine levels are lower than in the day and not sufficient to activate cone D4Rs. As a result, cAMP/PKA in cones increases at night. The circadian rhythm in dopamine release is due to the inhibitory action of melatonin on dopamine release. The retinal clock increases melatonin synthesis and release to a greater extent at night than in the day, which results in a circadian rhythm in dopamine release that is opposite in phase (i.e., higher in the day than at night). During the subjective day (SD), melatonin levels are low and as a result, so is its inhibitory action on dopamine release. Consequently, during the subjective day, extracellular dopamine levels increase sufficiently to activate D4 receptors, but insufficiently to activate D1 receptors. During the regular light/dark cycle, daylight increases dopamine release sufficiently to activate D1 receptors. Modified from Ribelayga and Mangel (2003).



In the outer plexiform layer, rods and cones express D4Rs (Figure 1), but not dopamine D1Rs (Nguyen-Legros et al., 1999; Witkovsky, 2004; Iuvone et al., 2005). Conversely, the dendrites of HCs and cBCs (both ON- and OFF-cBCs) express D1Rs but not D4Rs.

All vertebrate species have a single type of dopaminergic cell, which may contain several subtypes (Zhang et al., 2007). These cells, which in most species are called dopaminergic amacrine cells, and in other species dopaminergic interplexiform cells (Dowling and Ehinger, 1978) have cell bodies among amacrine cells in the inner nuclear layer. Dopaminergic interplexiform cells, which are found in fish and primates including humans, are so-called because one of their output processes travels to the outer plexiform layer where it makes synaptic contact with HCs and/or photoreceptors (Dowling and Ehinger, 1975). In contrast, these output processes in dopaminergic amacrine cells are shorter; in some species they barely leave the inner plexiform layer (e.g., rabbit) and in other species they travel a relatively short distance towards the outer retina (e.g., mouse). Both dopaminergic amacrine and interplexiform cells release dopamine onto other neurons from processes in the inner plexiform layer.

Interestingly, evidence suggests that dopamine reaches most retinal neurons via volume diffusion and not via direct synaptic contact (Ribelayga et al., 2002; Witkovsky, 2004). Moreover, dopamine and tyrosine hydroxylase, the rate limiting enzyme in dopamine synthesis, are observed throughout most, and possibly all, processes of dopaminergic cells, suggesting that dopamine may be synthesized and released all along the processes, and that dopamine release involves Na+-spiking (Dowling and Ehinger, 1978; Puopolo et al., 2001; Witkovsky, 2004). There is evidence that the synaptic terminals/release sites of dopaminergic cells express D2Rs (a member of the D2R family), which function as dopamine autoreceptors, i.e., activation of D2Rs decreases dopamine release (Harsanyi and Mangel, 1992; Wang et al., 1997). In addition, retinal ganglion cells express both D1 and D2 receptors (Veruki, 1997; Koulen, 1999; Ogata et al., 2012; Van Hook et al., 2012).

Dopaminergic amacrine and dopaminergic interplexiform cells receive inputs from rod and cone pathways as well as input from intrinsically photosensitive retinal ganglion cells (ipRGCs; Marshak, 2001; Dumitrescu et al., 2009; Qiao et al., 2016; Zhao et al., 2017). Dopaminergic amacrine cells exhibit a variety of response properties that make them functionally diverse. Dopaminergic cells receive both On and Off inhibitory responses from BCs via GABAergic and glycinergic amacrine cells in the inner plexiform layer (Qiao et al., 2016). In the presence of light, dopaminergic amacrine cells exhibit two kinds of light responses—On sustained and On transient responses (Zhang et al., 2007). In dim light, dopaminergic amacrine cells also receive inhibitory input from the rod pathway via glycinergic amacrine cells (Newkirk et al., 2013). Some On-BCs make ectopic synapses ontodopaminergic amacrine cells and ipRGCs in the Off sub-lamina of inner plexiform layer (Dumitrescu et al., 2009; Hoshi et al., 2009). Somatostatin amacrine cells also form inhibitory synapses on dopaminergic amacrine cells as well as ipRGCs through somatostatin sst2 and sst4 receptors, respectively (Vuong et al., 2015). ipRGCs also provide retrograde signals to dopaminergic amacrine cells that can eventually alter the visual responses retinal ganglion cells (Prigge et al., 2016). Sustained light responses in some dopaminergic neurons may be mediated by inputs from ipRGCs in the inner plexiform layer (Zhang et al., 2008). Conversely, dopamine also alters the visual responses of ipRGCs through D1Rs (Van Hook et al., 2012).



Two Dopamine Receptor Systems in the Retina and Their Distinct Roles in Extrinsic and Intrinsic Modulatory Processes

Evidence suggests that there are two dopamine systems in the retina (Figure 2) that function in a complementary fashion. This idea arose from consideration of the extant literature on the circadian and non-circadian effects of dopamine in the retina and from measurements of the modulation of gap junction coupling between rods and cones, on the one hand, and between HCs on the other hand (Ribelayga and Mangel, 2003, 2007, 2010; Ribelayga et al., 2008). Taken together, these studies indicated that the retinal circadian clock, which increases dopamine release in the day by ~3× compared to night (Ribelayga et al., 2002; Witkovsky, 2004), acts through high-affinity D4Rs on rods and cones (Ribelayga et al., 2002, 2008, 2004; Witkovsky, 2004; Mangel and Ribelayga, 2010; Ribelayga and Mangel, 2010). In contrast, the increase in clock-mediated dopamine release in the day is not sufficient to affect coupling between cone HCs or between rod HCs (Ribelayga and Mangel, 2003, 2007, 2010). cHC-cHC coupling and rod HC-rod HC coupling are high in the dark in both day and night (i.e., coupling is not controlled by a circadian clock) and greatly reduced by bright illumination, which activates low-affinity D1Rs on the cells. Another dopamine-mediated example of neuromodulation in the retina that is not controlled by the retinal clock, but is regulated by the level of background illumination is the receptive field (RF) surround. Specifically, it has been shown recently that dopamine D1Rs mediate light-dark modulation of the strength of ON-cBC receptive field surrounds by regulating GABAARs on the dendrites of the cells (see below; Chaffiol et al., 2017).

These above observations of how dopamine acts as a neuromodulator in the retina thus provide evidence for the notion that there are two dopamine receptor systems in the retina. In one of these systems, dopamine, by activating high-affinity D4Rs, functions as an effector of an intrinsic molecular process (i.e., the retinal circadian clock). In the second system, the extracellular concentration of dopamine, by activating low-affinity D1Rs, constitutes a response to extrinsic changes in the visual environment (i.e., changes in the background illumination). We focus for the remainder of this review, on these dopamine-mediated extrinsic and intrinsic neuromodulatory processes, which involve these two dopamine receptor systems.




DOPAMINE-MEDIATED EXTRINSIC MODULATORY PROCESSES IN THE OUTER RETINA


Dopamine-Mediated Light-Dark Modulation of GABAA Receptors and the Receptive Field Surround of ON-cBCs

A fundamental feature of most neurons in the visual, auditory, and somatosensory systems is that nearby sensory cells inhibit each other. This phenomenon, which is called lateral inhibition, was first reported by Hartline and his colleagues from observations of how adjacent photoreceptors in the horseshoe crab, Limulus, inhibited each other’s light responses (Thoreson and Mangel, 2012). A similar lateral inhibitory process in vertebrate retinas was reported decades ago in in vivo cat ganglion cells, which were found to exhibit a center-surround receptive field organization (Kuffler, 1953). Lateral or surround inhibition was found to improve spatial discrimination and the detection of edges. Interestingly, it was also reported many decades ago that the strength of receptive field surrounds of in vivo cat ganglion cells depends on the maintained light level, i.e., surrounds were the strongest following maintained bright illumination, became gradually weaker following a change to dark-adapted conditions, and eventually became minimal after ~30 min in the dark (Barlow et al., 1957; Barlow and Levick, 1969). In addition, as surrounds became weaker during the change to darkness, the receptive field center became larger in size (Troy and Shou, 2002), in agreement with the finding that surrounds laterally inhibit center light responses. It was also observed that the receptive field surround has three different states that depend on the background light level (see below). Similar findings have also been obtained in other species (e.g., rabbit ganglion cells; Muller and Dacheux, 1997).

Cone bipolar cells, interneurons that receive visual input from cones and relay it to ganglion cells, have also been shown to exhibit receptive field surrounds with characteristics similar to those of ganglion cells (Werblin and Dowling, 1969; Dacey et al., 2000; Fahey and Burkhardt, 2003; Chaffiol et al., 2017). The center-surround receptive field characteristics of one type of cBC, ON-center cBCs (ON-cBCs; and ON-center ganglion cells), under three levels of maintained background illumination, are shown in Figures 1, 3. For each light level, the center-surround receptive field profile is shown in Figures 1A2–C2, center-surround light responses are depicted in Figure 3A, and chemical and electrical synaptic mechanisms that underlie changes in center and surround profiles and responses are shown in Figures 1A1–C1.
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FIGURE 3. Effect of maintained background light level on receptive field surround of cone bipolar cells (cBCs) is mediated by dopamine D1Rs on cBC dendrites. (A) ON-cBC surround antagonism and surround activation are affected by changes in the maintained (30 min) background light level. At all background light levels ON-cBCs produce depolarizing responses to small centered spot stimuli (Column 1). ON-cBCs also produce surround responses that increase in strength and decrease in size as the maintained light level increases. Following maintained bright illumination, surround stimulation in the presence of center stimulation (spot and annulus or ring of light) reduces the center response size of ON-cBCs, a phenomenon known as “surround antagonism.” Also, ON-cBCs produce hyperpolarizing responses to surround stimulation alone (annulus of light) that are opposite in polarity to those produced by center (spot) stimulation alone, a phenomenon known as “surround activation.” Following maintained dim illumination, ON-cBCs exhibit surround antagonism but not activation. Following maintained darkness, ON-cBCs exhibit center responses but minimal surround. HCs (not shown) produce hyperpolarizing responses to all light stimuli at all light levels (i.e., HCs lack surrounds). At all light levels ON-ganglion cell center and surround light responses (not shown) are similar to those of ON-cBCs, but OFF-cBC center and surround responses (not shown) are opposite in polarity to those of ON-cBCs. (B) In whole cell patch clamp recordings from ON cBCs in dark-adapted rabbit retinal slices superfused with Ames medium containing dopamine (5 μM) to mimic the effect of maintained (30 min) bright illumination, ON-cBCs (top row-control, DOPA CTL) exhibited both surround antagonism (i.e., the amplitude of center responses was reduced by simultaneous surround stimulation, as occurred in response to 500-μm (center and surround stimulation) vs. 50-μm (center stimulation only) wide bars, and surround activation (i.e., response to surround stimulation alone was opposite in polarity to the response produced by center stimulation alone, as occurred in response to near surround stimulation). In separate experiments, when the dopamine medium also contained the D1R antagonist SCH23390 (SCH; 5 μM) for >30 min (DOPA + SCH; second row from top) or when slices were superfused without dopamine (NO DOPA, third row from top) to mimic the effect of maintained darkness, ON-cBCs exhibited minimal surround antagonism and activation. When the dopamine medium also contained the D2/3/4R antagonist spiperone (SPI; 5 μM) for >30 min (DOPA + SPI; bottom traces), ON-cBCs exhibited both surround antagonism and activation. Surround responses were evoked by two simultaneously flashed bar stimuli equidistant from the receptive field center, i.e., having 500 μm (called 500 μm wide bar) or 50 μm (called 50 μm wide bar) distance between the bars. For near surround stimulation, the distance between 50-μm wide bars = 100 μm, and for far surround stimulation, distance between 100-μm wide bars = 500 μm. The dotted horizontal lines adjacent to the response traces denote the peak response amplitude of the cells to the smallest centered stimulus (50-μm wide bar). Modified from Chaffiol et al. (2017).



The surround light responses of ON-cBCs under maintained bright background illumination have two different inhibitory characteristics. As shown in Figures 1A2, 3A, surround stimulation in the presence of center stimulation (spot and annulus or ring of light) reduces the center response size of ON-cBCs, a phenomenon known as “surround antagonism” (Mangel, 1991; Thoreson and Mangel, 2012; Chaffiol et al., 2017) Also, ON-cBCs, which have depolarizing center light responses, produce hyperpolarizing responses to surround stimulation alone (only annulus of light is flashed) that are opposite in polarity to those produced by center (spot) stimulation alone. This kind of surround response is known as “surround activation” (Mangel, 1991; Chaffiol et al., 2017) Following maintained dim illumination, ON-cBCs exhibit surround antagonism but not surround activation. As can be seen by comparing Figures 1A2,B2, surround size and center size are both larger under dim illumination compared to bright illumination. It is worth noting that an important feature of the surround under maintained bright illumination is that in addition to being stronger (compared to under dim illumination), it is also smaller. This and its increased strength cause center size to also decrease, and the combination of smaller center and surround improves spatial discrimination and edge detection (see “Functional Considerations” section below). As also shown in Figures 1C1,C2 and 3A, following maintained darkness, ON-cBCs exhibit center responses but minimal or no surround (Thoreson and Mangel, 2012). However, despite observations over the course of many decades that surround light responses depend on the intensity of maintained background illumination (Barlow et al., 1957; Barlow and Levick, 1969; Werblin and Dowling, 1969; Hammond, 1975; Troy and Shou, 2002; Fahey and Burkhardt, 2003; Thoreson and Mangel, 2012), the mechanisms that underlie how light and dark adaptation modulate surround strength remained unclear.

A recent study has shown that the intensity of maintained background illumination modulates the surround light responses of rabbit ON-cBCs by regulating activation of dopamine D1Rs and GABAARs on the dendrites of the cells (Chaffiol et al., 2017). Dark-adapted retinal slices were bathed in dopamine to mimic the effect of maintained bright background illumination. In addition, because GABAARs are located on the dendrites of ON-cBCs (Greferath et al., 1994; Vardi and Sterling, 1994; Haverkamp et al., 2000; Shields et al., 2000) and GABAAR activation opens chloride channels, micropipettes that were used for whole-cell recording contained 23.7 mM Cl−, so that ECl = −42 mV (= average resting membrane potential of ON-cBCs at the start of recording). Under these conditions, ON-cBCs produced center and surround light responses, including surround activation and surround antagonism (Figure 3B). Blockade of D1Rs, but not blockade of D2/3/4Rs, eliminated both surround activation and antagonism. In addition, the cells in dark-adapted slices did not exhibit surround responses when the superfusion solution lacked dopamine. Other experiments demonstrated that when synaptic transmission was eliminated ON-cBCs exhibited GABAAR activity (i.e., ON-cBCs responded to direct GABA application) when dopamine was in the bath but not when D1Rs were blocked or when dopamine was not added to the bath (Figure 4). In addition, GABAARs were expressed on the dendrites-including dendritic tips-of ON-cBCs in the day following maintained bright illumination, but expressed minimally following maintained darkness or following maintained bright illumination after D1Rs were blocked for 30 min.
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FIGURE 4. Endogenous activation of ON-cBC D1Rs leads to GABAAR activity of ON-cBC dendrites.In rabbit retinal slices superfused with Ames medium containing dopamine (5 μM), TPMPA (50 μM), a GABACR antagonist, and cobalt (2 mM) to block synaptic transmission, GABA (0.5 mM) was puffed onto BC dendrites (time of puff is indicated by shaded vertical lines) by pressure ejection. GABA responses were clearly evident under dopamine (control) conditions (A) with an average GABA reversal potential (EGABA) = −42.2 + 2.6 (SEM) mV (n = 5), but were much reduced by SCH (5 μM) (B) and when the superfusate did not contain dopamine (C). (D) When GABA was puffed at −70 mV, average peak GABAAR response size was significantly greater (**p < 0.01) when the superfusate contained dopamine (DOPA CTL; 17.6 + 1 mV; n = 5) compared to when it contained dopamine and SCH (DOPA + SCH; 5.6 + 2.4 mV; n = 5) or did not contain dopamine (NO DOPA; 4.8 + 1.6 mV; n = 5). Modified from Chaffiol et al. (2017).



In addition, Chaffiol and colleagues (Chaffiol et al., 2017) showed that when D1Rs were activated and cone to ON-cBC transmission was blocked, the conductance of ON-cBCs was reduced by gabazine (GABAAR antagonist) and during hyperpolarizing surround light responses (Figure 5). These conductance measurements suggest that GABA tonically depolarizes ON-cBC dendrites following maintained D1R activation (i.e., maintained bright illumination) and that hyperpolarizing responses to surround stimulation can be attributed to reduced GABAAR excitation. It is worth noting that these results are inconsistent with the idea that surround stimulation evokes a GABA-mediated conductance that inhibits the cells (Chaffiol et al., 2017). The findings also suggest that the intracellular chloride concentration of ON-cBC dendrites following maintained bright illumination (when D1Rs are strongly activated) is such that EGABA is more positive than the resting membrane potential, possibly due to activity of the chloride cotransporter NKCC on the dendrites of the cells (Vardi et al., 2000).
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FIGURE 5. Hyperpolarizing surround light responses of ON-cBCs are produced by a reduction in tonic endogenous GABAAR excitation.In the presence of dopamine (5 μM) and the glutamate analog APB (i.e., L-AP4; 50 μM), a selective agonist of the mGluR6-Rs on both ON-cBC and rod BC dendrites that blocks cone to ON-cBC and rod to rod BC signaling (Slaughter and Miller, 1981), ON-cBCs (A,B), but not rod BCs (C), produced hyperpolarizing surround responses to large (500-μm wide) centered bar stimuli that were blocked by gabazine (GBZ; 50 μM; 9 out of 9 cells). Washout of APB and GBZ showed recovery from their effects (A–C). (B) For each ON-cBC, addition of GBZ to the APB-containing medium greatly reduced the average normalized size of hyperpolarizing surround light responses (***p < 0.001; paired t-test; n = 9). (D) Comparison of the current-voltage relationship of ON-cBCs (n = 5) following applications of APB alone in the dark and during surround light responses, and following application of both APB and GBZ in the dark. Average steady-state current at each holding potential (i.e., current measured near the end of the voltage pulses and when the amplitude of the light responses was relatively steady) is shown for all three experimental conditions. Modified from Chaffiol et al. (2017).



Considered together, these findings demonstrated that light and dark adaptation modulate the surround light responses of ON-cBCs, as has been observed for ganglion cells in in vivo cat retina. Moreover, the results also suggest that maintained bright illumination increases ON-cBC dendritic D1R activation, which increases intracellular PKA, so that the expression and activity of GABAARs on ON-cBC dendrites are enhanced, producing ON-cBC surrounds (Figure 6). Conversely, maintained darkness decreases D1R activation, which decreases PKA, reducing GABAAR expression and activity and weakening ON-cBC surrounds (Figure 6). It is worth noting that although Chaffiol et al. (2017) showed that activation of D1Rs on ON-cBC dendrites increases GABAAR expression and activity and mediates surround activation and surround antagonism, the findings do not address the mechanisms by which maintained dim illumination produces surround antagonism but not surround activation. Moreover, in addition to the classic surround of cBCs and ganglion cells that is modulated by gradual changes in the maintained light level, other types of surround with different response characteristics are produced in the inner retina (Thoreson and Mangel, 2012).
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FIGURE 6. Model of how the ambient light level, by altering dopamine D1 receptor activation, modulates the GABAA receptor-mediated receptive field surround of ON-cBCs.The model accounts for how changes in ambient (background) light level affect the GABA feedforward signal from HCs to ON-cBC dendrites that mediates the strength of ON-cBC surround responses . As ambient illumination slowly increases during the morning, reaching a peak at midday, D1R activation increases, which in turn augments intracellular PKA, so that the expression and activity of GABAARs on ON-cBC dendrites-including dendritic tips-are enhanced. As a result, the effectiveness of the GABAAR-mediated feedforward signal from HC dendrites to ON-cBC dendrites increases, enhancing the strength of surround antagonism and activation. Conversely, as background illumination slowly decreases during the afternoon and evening, reaching darkness at night, D1R activation is reduced. This in turn decreases intracellular PKA, substantially lowering GABAAR expression and activity so that ON-cBC surround strength is minimal.





Dopamine-Mediated Light-Dark Modulation of HC Coupling

Current injections into HCs have directly demonstrated the contribution of HCs to BC surround antagonism and activation in the following ways: (1) changing the membrane potential of HCs modulates the membrane potential of nearby BCs and the spiking of nearby ganglion cells; and (2) artificially hyperpolarizing HCs, as occurs when they respond to light stimuli, antagonizes the center light responses of nearby BCs and ganglion cells (Naka and Nye, 1971; Toyoda and Kujiraoka, 1982; Mangel and Miller, 1987; Mangel, 1991; Mangel and Brunken, 1992).

Although it is accepted that cBC dendrites express GABAARs and respond to exogenous GABA (Wässle et al., 1998; Shields et al., 2000), evidence that HC dendrites express synaptic vesicles, the transmitter GABA, and synaptic machinery to release GABA when the dendrites are depolarized has been difficult to obtain. However, as discussed in detail (Thoreson and Mangel, 2012), recent observations suggest that a GABA signal from HCs activates GABAARs on cBC dendrites: (1) HCs express GABA (Deniz et al., 2011); (2) HCs have synaptic machinery to release GABA when depolarized (Guo et al., 2009, 2010; Hirano et al., 2011); and (3) the close spatial proximity of GABAAR subunits on cBC dendrites (Vardi and Sterling, 1994) to the vesicular GABA transporter on HC dendrites (Haverkamp et al., 2000), a likely GABA release site, suggests that HCs release GABA to activate GABAARs on cBC dendrites. Moreover, the conductance measurements of ON-cBCs described above (see Figure 5) show that during D1R activation, the conductance of ON-cBCs was reduced by gabazine (GABAAR antagonist) and during hyperpolarizing surround light responses (Chaffiol et al., 2017). These results suggest that GABA tonically released from HCs depolarizes ON-cBC dendrites following maintained D1R activation (i.e., maintained bright illumination) and that hyperpolarizing surround responses can be attributed to reduced GABAAR excitation. Moreover, it is well documented that bright light uncouples HCs by activating their D1Rs (Dowling, 2012), thereby reducing the size of their receptive fields (Thoreson and Mangel, 2012). Thus, all together the evidence suggests that HCs use GABA to provide a surround signal to cBCs and that the effectiveness of the HC signal depends on the expression and activity of GABAARs on the dendrites of ON-cBCs (Figure 6). In addition, the size of the ON-cBC surround is dependent on the extent of HC coupling (Figure 1), which itself is dependent on the background light level and the extent of D1R activation. Thereore, as increases in maintained illumination during the morning enhance ON-cBC surround strength, the size of cBC center and surround and the size of HC receptive fields decrease (Chaffiol et al., 2017). These light-adaptive processes improve detection of edges and small spatial details. Conversely, as maintained illumination gradually decreases during the afternoon, cBC surround strength decreases, and the size of cBC center and surround and the size of HC receptive fields increase (Figures 1, 6; Thoreson and Mangel, 2012; Chaffiol et al., 2017).

Recent work has suggested that D1Rs are expressed by most mouse cBCs, but not by all cBC subtypes (Farshi et al., 2016) and that D1R effects may be cBC subtype-specific (Hellmer et al., 2020). These results raise the interesting possibility that one important effect of D1Rs is to decorrelate the activity of different cBC subtypes, implying that ganglion cell subtypes and their post-synaptic targets through the visual system (Caldwell and Daw, 1978; Mangel et al., 1983; Troy and Shou, 2002; Wienbar and Schwartz, 2017) may be differentially affected as well. Further work is needed in this area of research.




DOPAMINE-MEDIATED INTRINSIC MODULATORY PROCESSES IN THE OUTER RETINA


Circadian Clock Pathways

A simplified version of a circadian clock pathway that consists of a circadian clock, inputs to it such as the light/dark cycle, and clock outputs, which are referred to as circadian rhythms, is shown in Figure 7. We include this figure for readers new to the field of circadian biology but it is important to remember that all three components of a retinal circadian clock pathway are far more complex than is depicted here. Readers interested in the molecular components (or clockwork) of the retinal circadian clock, input pathways to the retinal clock, or diverse effects of the retinal clock not discussed here should refer to reviews that explore these topics in detail (Iuvone et al., 2005; Besharse and McMahon, 2016; Ko, 2018). This section will focus on the role of dopamine as an effector of the intrinsic retinal circadian in one of its output pathways.
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FIGURE 7. Simplified circadian clock pathway in the retina. A simplified circadian clock pathway has three components. First, there is a molecular mechanism, which is referred to as a clock, clockwork, or a pacemaker, that has a period of approximately 24 h and is able to maintain its daily rhythmicity in the absence of environmental cues (e.g., in constant darkness and temperature). Second, although circadian clocks can maintain rhythmicity in a constant environment, they are entrained or synchronized to the local environment by zeitgebers (German for time-giver). For example, the daily light/dark cycle acts as an input to clocks because the onset of morning light resets the “hands” of clocks so that they are set to local time, even though environments do not alter the period of clocks. Third, circadian clocks produce daily rhythms at the molecular, cellular, and systems levels. For example, the circadian clock in the retina produces a variety of daily rhythms within the retina, including increasing the hormone melatonin at night, decreasing the neurotransmitter dopamine in the day, and enabling cone photoreceptors to respond to very dim light stimuli at night (but not in the day). Because circadian clocks are affected by environmental stimuli, circadian experiments, which aim to determine whether time of day or night affects a function (e.g., level of extracellular dopamine), are conducted in the absence of environmental cues (e.g., under conditions of constant darkness and temperature). In a circadian experiment, the terms “subjective day” and “subjective night (SN)” refer to the day and night of the imposed light/dark cycle, respectively, when animals or isolated intact retinas were maintained in constant darkness.





Roles of Melatonin and Dopamine as Effectors of the Retinal Circadian Clock

Figures 8A,B depict the same cell types, transmitters, transmitter receptors, and chemical and electrical synapses as shown in Figure 1. However, Figures 8A,B show that the gap junctions between rods and cones are closed in the day in the dark but open at night in the dark due to the action of the retinal clock. In addition, although the receptive field center of cBCs is large in the day in the dark (Figure 8A), it is hypothesized to become even larger at night (Figure 8B) due to the increase in rod-cone coupling and the resultant increase in the size of cone receptive fields (Ribelayga et al., 2008). No other day/night changes are shown in Figures 8A1,B1, i.e., the retinal clock does not affect HC coupling or GABAAR expression and activity on the dendrites of ON-cBCs. These processes are not affected by the retinal clock because the clock-elicited increase in dopamine release in the day is not sufficient to activate low-affinity D1Rs, which control HC coupling and GABAAR function on ON-cBC dendrites (see Figures 1–3).
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FIGURE 8. Schematic diagrams showing that the retinal circadian clock, by regulating activation of D4 receptors on cones and rods, controls electrical synaptic signaling between rods and cones and the receptive field size of cones. (A1,B1) Cell types, transmitter receptors, and gap junctions are the same as in Figure 1, but the retinal clock regulates their expression and function in day and night differently compared to the effects of background illumination. The different effects of the retinal clock and background illumination occur because the circadian clock and light activate D4Rs and D1Rs, respectively (Figure 2). Although the retinal clock releases less dopamine in the day than bright light, circadian clock-induced dopamine release in the day is sufficient to activate cone D4Rs (but not D1Rs; Figure 2). This is because D4Rs are ~500 times more sensitive to dopamine than D1Rs. In constant darkness at night, dopamine levels are lower than in the day and not sufficient to activate cone D4Rs. The retinal clock, therefore, controls D4R-mediated phenomena such as rod-cone coupling but not D1R-mediated effects such as GABAAR expression and function on cBC dendrites and gap junction coupling between HCs. As a result, in maintained darkness in both day and night when D1Rs are not activated, cBC dendrites lack GABAARs, HC gap junctions are open, and cBCs lack receptive field surrounds. (A1,A2) Following maintained darkness in the day, the retinal clock releases sufficient dopamine to activate D4Rs in cones and rods, which decreases cAMP/PKA in the cells. As a result, gap junctions between rods and cones are closed (A1). The RF center of cBCs is large because they lack RF surrounds due to the lack of GABAARs on its dendrites. However, the RF center of cBCs may not be as large as at night (A2). (B1,B2) Following maintained darkness at night, the retinal clock does not release enough dopamine to activate D4Rs in cones and rods, which increases cAMP/PKA in the cells. As a result, gap junctions between rods and cones are open (B1). Evidence indicates that the RFs of cones are larger at night in the dark than in the day in the dark due to increased photoreceptor coupling. It is hypothesized that the RF center of cBCs is therefore larger at night in the dark than in the day (B2).



The retinal circadian clock does not directly control dopamine levels in the retina. Rather, it affects dopamine through its action on the hormone melatonin. Dopamine release from the retina exhibits a circadian rhythm in which it is higher in the day than at night (Figure 9 here; also see Doyle et al., 2002b; Ribelayga et al., 2004). Melatonin has been shown to also have a circadian rhythm (Mangel and Ribelayga, 2010; Besharse and McMahon, 2016; Ko, 2018), but it is higher at night than in the day. The retinal circadian clock controls the synthesis of melatonin by controlling the activity of N-acetyl transferase (NAT), the rate-limiting enzyme in melatonin production. Because melatonin inhibits dopamine release in the retina (Dubocovich, 1983; Reppert et al., 1995), the melatonin rhythm produces a dopamine rhythm that is opposite in phase, i.e., when melatonin is high at night, dopamine is lower, and when melatonin is lower in the day, dopamine is higher. This relationship between the rhythms of melatonin and dopamine is shown by the experiments depicted in Figure 9. When goldfish retinas were maintained for ~52 h in constant darkness and temperature, a rhythm of dopamine was observed in the cultured medium that was sampled every 4 h (Figure 9A). However, when melatonin was continuously applied, it abolished the rhythm in dopamine release by suppressing it in day to the low level typical of the night (Figure 9A). Conversely, continuous application of the melatonin receptor antagonist, luzindole, abolished the rhythm in dopamine release by increasing dopamine release at night to its typically higher level in the day (Figure 9B). Although it has been reported that dopamine reciprocally inhibits melatonin (Cahill and Besharse, 1991; Hasegawa and Cahill, 1999; Tosini and Dirden, 2000; Doyle et al., 2002a), the overall interaction between melatonin and dopamine is that endogenous melatonin inhibits dopamine release and produces the daily rhythm in dopamine release. Therefore, dopamine acts as a circadian clock signal for the day, while melatonin acts as a circadian signal for the night.
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FIGURE 9. The retinal clock uses melatonin to produce the circadian release of dopamine. (A,B) Isolated intact goldfish neural retinas were maintained for 56 h in a culture medium in constant darkness and temperature. High performance liquid chromatography was used to measure dopamine levels in culture medium sampled every 4 h. A clear circadian rhythm was observed with higher levels of dopamine during the day. (A) Continuous application of melatonin (1 nM; filled squares) to retinas for 56 h, abolished the rhythm of dopamine release by decreasing daytime levels to nighttime values. (B) Continuous application of the selective melatonin antagonist luzindole (1 μM; filled circles) abolished the rhythm of dopamine release by increasing the nighttime values to daytime levels. Each data point represents mean values ± SEM. Open circles in both (A) and (B) represent positive controls performed at the same time, but with no test drugs added. Hatched and filled bars indicate the subjective day and night, respectively. Modified from Ribelayga et al. (2004).





Dopamine D4R-Mediated Regulation of Rod Input to Cone Horizontal Cells

Diverse cellular and molecular processes in the vertebrate retina display circadian rhythms and many of these rhythms are regulated by the circadian clock in the retina (Mangel, 2001; Iuvone et al., 2005; Mangel and Ribelayga, 2010; Besharse and McMahon, 2016; Ko, 2018). Some early studies had reported that cone-connected HCs could respond to dim light stimuli (low scotopic) following maintained dark adaptation (e.g., cat: Steinberg, 1969; goldfish: Mangel et al., 1994), but the mechanism underlying their sensitivity to scotopic stimuli remained unclear. “Scotopic” refers to the range of dim light intensities in which rods, but not cones, initiate the visual process. The first report at the single neuron level that the retinal clock affects the light responses of individual neurons in the vertebrate retina was the finding that the light responses of cone horizontal cells (cHCs), which make synaptic contact with cones, but not with rods (Stell and Lightfoot, 1975), exhibit a day/night difference in constant darkness (Wang and Mangel, 1996). As shown in Figures 10A,B, goldfish cHCs respond to very dim light stimuli (low scotopic) at night in the dark but not in the day in the dark (Wang and Mangel, 1996; Ribelayga et al., 2002). In this series of experiments, an important control was performed to demonstrate that this daily difference in sensitivity to dim light stimuli is controlled by a circadian clock. Specifically, even though the above experiments were performed in constant darkness, it is possible that the observed day/night difference was not due to a circadian clock but to a day/night difference in an environmental factor, such as a decrease in temperature at night. This possibility was ruled out by showing that prior reversal of the light/dark cycle for 10 days reversed the circadian rhythm in sensitivity (Figure 10C; Wang and Mangel, 1996), i.e., after light/dark cycle reversal. peak sensitivity occurred during what used to be the day (even though other factors such as daily temperature changes had not been reversed). Spectral sensitivity measurements also showed that a specific type of goldfish cHC, the L-type (H1) cHC, which receives synaptic contact primarily from red cones (Stell and Lightfoot, 1975), had a spectral sensitivity similar to that of goldfish rods at night, but similar to that of red cones in the day (Wang and Mangel, 1996). These findings thus strongly suggested that rod input reaches cHCs at night but not in the day.
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FIGURE 10. Cone horizontal cells respond to very dim (low scotopic) light stimuli at night but not in the day due to action of a circadian clock. (A) Responses of L-type cone horizontal (H1) cells to dim full-field white light flashes (ranging from –8 logIo to –5 logIo) in dark adapted retinas show that cone input to H1 cells dominates during subjective day (SD) and rod input dominates during subjective night (SN). Compared to the day, the responses at night are slower, smaller in size, longer in duration, and response threshold is approximately two log units lower. (B) Average stimulus intensity that generated a threshold (1 mV) response from H1 cells as a function of time in the dark was lower in the subjective night than in the subjective day, indicating that a circadian clock regulates rod input to the cells. (C) Following reversal of the light/dark cycle for 10 days before each experiment, average threshold responses reversed as well, i.e., threshold was approximately two log units lower in the subjective night (which before reversal was the daytime) than in the subjective day. (A–C) Cells were recorded with intracellular micropipettes. Impalement was achieved in complete darkness, except for the use of flashing dim (< −6 logIo) lights to confirm that impalement had occurred. Once HC recording began, the threshold light response was determined by flashing full-field white lights (ranging from –9 log Io to –5 log Io; 500 ms duration at 0.1 Hz) in half log unit steps. Control experiments have determined that the dark-adapted state of the retina is maintained at night as long as no stimuli brighter than −4.5 logIo (low mesopic) are flashed even once (Wang and Mangel, 1996; Ribelayga et al., 2008). (A–C) The maximum, unattenuated intensity (Io) of full field white light stimuli from a 100-W tungsten-halogen lamp was 5.0 × 103 W•cm−2. Intensity values indicated in the text are relative to Io. (A) Modified from Ribelayga et al. (2002). (B,C) Modified from Wang and Mangel (1996).



Because isolated cones require absorption of 100–1,000 times more photons compared to rods to produce small light responses (Dowling, 2012), the finding that cHCs in intact retina had sensitivity to very dim light stimuli similar to that of rods was striking. Because goldfish cHCs do not make synaptic contact with rods (Stell and Lightfoot, 1975), we hypothesized that rod input reaches cHCs at night via open rod-cone gap junctions and that rod input does not reach cHCs in the day because the gap junctions close (Wang and Mangel, 1996). This idea was strengthened by subsequent studies on goldfish cHCs (Ribelayga et al., 2002, 2004) that showed that the circadian rhythms in light responses, spectral sensitivity, and dim light sensitivity depended on dopamine D2-like receptors (i.e., D4Rs), which are on cones but not HCs (Witkovsky, 2004). If the hypothesis that rod input reaches cHCs at night via open gap junctions is correct, then cones should respond to dim light at night like cHCs.



Dopamine D4R-Mediated Regulation of Rod-Cone Gap Junction Coupling

Rod-cone gap junctions have been observed in diverse vertebrate species such as fish, amphibia, and mammals including primates (Raviola and Gilula, 1973; Bloomfield and Völgyi, 2009). Injections of tracer into individual goldfish cones in day and night under dark- adapted conditions with or without spiperone (selective D2R family antagonist) or quinpirole (selective D2R family agonist) have confirmed the hypothesis that the retinal circadian clock controls rod-cone coupling through activation of cone D4Rs (Ribelayga et al., 2008). Specifically, tracer diffused into an average of 1,200 rods and 100 cones during the subjective night (SN) and during the subjective day (SD) in the presence of spiperone but was restricted to an average of two cones and two rods during the subjective day and during the subjective night in the presence of quinpirole (Figure 11). In addition, use of a technique (Choi et al., 2012) called “cut loading” in which a razor blade dipped in neurobiotin tracer cut through goldfish and mouse retinal tissue showed that tracer had diffused through photoreceptors further from the cut at night in the dark than in the day in the dark (Ribelayga et al., 2008).
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FIGURE 11. The circadian clock in the goldfish retina controls rod-cone tracer coupling by activating dopamine D4 receptors in the day but not at night. (A–D) Following iontophoresis of biocytin into individual cones in intact neural goldfish retina, tracer remained in a few cells (indicated by arrows) near the injected cone during the subjective day (A) and during the subjective night in presence of D4 receptor agonist quinpirole (1 μM, D). It diffused into many rods and cones during subjective night (B) and during subjective day in the presence of D4 receptor antagonist spiperone (10 μM, C). In each of (A–D), confocal images of a whole-mount retina at the level of the rod inner segments are shown on the left (A1–D1) and perpendicular views of the 3-D reconstruction of the photoreceptor cells from the same retina are shown on the right (A2–D2). Some cones and rods are indicated by arrows and arrowheads, respectively. Scale bars (A–D): 50 μm. (E,F) Average numbers of stained cones (open bars) and rods (filled bars) following biocytin injections into individual cones (1 cone injected/retina) under dark-adapted (E) and light-adapted (F) conditions are shown. (E) Under dark-adapted conditions (>60 min), the number of tracer coupled rods and cones was significantly greater during the night and during the day following spiperone treatment than during the day under control conditions. (F) Under dim light-adapted conditions (i.e., −5 logIo, 500 ms light flashes at 0.125 Hz for >60 min), the number of tracer-coupled rods and cones was significantly greater during the night compared to the day (i.e., results are similar to those obtained in the dark). In contrast, under bright light-adapted conditions (i.e., −2 logIo, 500 ms light flashes at 0.125 Hz for >60 min) in day and night, biocytin was restricted to the injected cone; no other cells were labeled. Error bars represent SEM. Modified from Ribelayga et al. (2008).



Interestingly, similar results were obtained when low-mesopic light stimuli, such as occur naturally right before dawn or just after dusk, were flashed onto the retinas for >60 min before tracer injections (Figure 11F). This result strongly suggests that the retinal clock, and not the retinal response to the normal visual environment at night, controls rod-cone coupling. Note that brighter light such as occurs typically during the day (but not naturally at night) closed rod-cone gap junctions in both day and night (Figure 11F). It is common for bright illumination to block circadian clock effects, a phenomenon known as “masking” (Ribelayga et al., 2008).

Patch-clamp recordings from goldfish cones yielded results similar to those obtained from goldfish cHCs, i.e., cone spectral sensitivity was similar to that of rods during the subjective night and during the subjective day in the presence of spiperone, but during the day in the dark or following bright light adaptation green-sensitive, red-sensitive, and blue-sensitive cone spectra were recorded (Figure 12). These spectral sensitivity data demonstrate that rod-cone gap junctions are functionally open at night in the dark. In addition, patch-clamp recordings showed that cones were able to respond to very dim (low scotopic) light stimuli at night in the dark but not in the day (Figure 13A). It is worth noting that application of spiperone had no effect on cones at night in the dark (Ribelayga et al., 2008), as reported previously for cHCs (Ribelayga et al., 2002), indicating that the retinal clock decreases extracellular dopamine at night below the threshold of D4R activation (Figure 2). In addition, measurements indicated that the receptive fieldsize of cones was larger at night in the dark compared to the day in the dark (Figure 13B), consistent with the finding that rod-cone electrical synapses are open at night.
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FIGURE 12. Following maintained darkness goldfish cones exhibit red, green or blue spectral sensitivity in the day, but at night spectral sensitivity is similar to that of rods. (A,B) Cone spectral sensitivity resembled that of rod during the night in the dark and in the day following spiperone application, but not in the day in the dark or in the light. These results demonstrate that rod-cone gap junctions are function all open at night in the dark and in the day following blockade of D4Rs, functionally closed in the day. (A) Average spectral sensitivity of cones recorded under dark-adapted conditions during the day or subjective day fit one of three nomograms (thin dotted curves) corresponding to the three major known types of goldfish cone pigments: L, M, and S. Data were obtained from recorded red cones (open squares), green cones (open circles) and blue cone (open triangles). In contrast, the spectral sensitivity of all dark-adapted cones recorded at night peaked at ~535 nm (filled circles). The cone spectral sensitivity at night under dark-adapted conditions closely fit a modified nomogram that combines goldfish rod and L-cone pigment nomograms (dotted thick curve; λmax = 537 ± 3 (SD) nm; r2 = 0.91). Following application of spiperone (10 μM; open diamonds), cone spectral sensitivity in the subjective day resembled that observed during the subjective night and data points fit well the modified nomogram (λmax = 537 ± 3 nm; r2 = 0.96). (B) Following bright light adaptation at night or during the subjective nightthree groups of cones with different spectral sensitivities were observed: red cones (filled squares), green cones (filled circles) and blue cone (filled triangles), whereas bright light adaptation during the day or subjective day did not affect the relative spectral sensitivity of the cones (red cones: open squares; green cones: open circles) but slightly decreased the absolute sensitivity. Nomograms as in (A). Data points represent average sensitivity ± SEM. Modified from Ribelayga et al. (2008).
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FIGURE 13. Retinal circadian clock increases receptive field size and sensitivity of cones to dim light by enhancing rod-cone coupling at night. (A) Under dark-adapted conditions, the average cone light response threshold (log intensity required to elicit a 0.5 mV response) was significantly higher during the day and subjective day than during the night and subjective night. (B) Average normalized response amplitudes of dark-adapted cones plotted against stimulus radius for a stimulus of intensity -5 logIo, indicates that the receptive field size of cones is larger at night (filled circles) than in the day (open circles). Error bars indicate SEM. Modified from Ribelayga et al. (2008).



It is worth noting that a recent study of day/night differences in cone to cHC synaptic transmission in goldfish retina reported that although changes in rod-cone coupling can account for some day/night changes, such as changes in spectral tuning and response threshold of cones and cHCs, other day/night differences may result from distinct clock effects (Ribelayga and Mangel, 2019). For example, at night compared to the day cone to cHC synaptic transfer was highly non-linear and of lower gain. As a result, cHC light responses saturated at a lower intensity at night than in the day, and at a lower intensity than cones at night. These characteristics restrict cone to cHC signaling to very dim light stimuli, making the cone to cHC synapse more sensitive to small changes in dim light intensity at night (Ribelayga and Mangel, 2019).

Considered together, these results demonstrate that the retinal clock increases dopamine release in the day by decreasing melatonin production in the day. Dopamine released from dopaminergic interplexiform cells (goldfish) or dopaminergic amacrine cells (mouse, rabbit) activates cone D4Rs, which decreases cAMP/PKA and closes rod-cone gap junctions (Figure 14). In contrast, during the subjective night, the retinal clock increases melatonin release, which reduces dopamine release. As a result, cone D4Rs are not activated. This results in an increase in intracellular cAMP/PKA, which opens rod-cone gap junctions so that rod input reaches cones and then cHCs (Figure 14).
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FIGURE 14. Summary of how the retinal circadian clock uses D4 receptors to control rod-cone gap junction coupling. During the subjective night, the circadian clock decreases dopamine release from dopaminergic neurons so that cone D4Rs are NOT activated, which increases intracellular cAMP/PKA. This increases rod-cone coupling (i.e., increases the conductance of rod-cone gap junctions) and the amount of rod input that reaches cones and cHCs. Conversely, during subjective day, the circadian clock in the retina increases dopamine release from dopaminergic neurons, activating D4Rs on rods and cones. This in turn decreases cAMP/PKA, so that the conductance of rod-cone gap junctions and the amount of very dim light rod signals that reaches cones and cHCs are decreased.



It is important to emphasize that cones (and cHCs) are able to respond to very dim scotopic light stimuli at night in the dark due to the action of the retinal clock. In other words, cones and post-synaptic neurons in cone pathways respond to very dim (low scotopic) light stimuli at night because the conductance of the rod-cone electrical synapse is high. This phenomenon was observed by maintaining retinas under dark-adapted conditions with no illumination present brighter than low mesopic (i.e., not even a single brief flash; Wang and Mangel, 1996; Ribelayga et al., 2002, 2004, 2008; Ribelayga and Mangel, 2003, 2010). “Mesopic” refers to the range of light intensities in which both rods and cones initiate the visual process. It was assumed for years that rod-cone gap junctions open when background illumination reaches the mesopic range in the morning. This idea was based in part on the observation by many that bright light stimulation of dark-adapted retinas introduces a “rod plateau potential” or “depolarizing afterpotential” into cone and cHC light responses by slightly increasing rod-cone coupling (e.g., Yang and Wu, 1989; Krizaj et al., 1998; Witkovsky, 2004). However, as has been shown (Figures 5A,B in Ribelayga et al., 2008), rod plateau potentials in response to bright light stimulation occur when retinas are previously dark-adapted but not when retinas are previously light-adapted. Moreover, rod plateau potentials that occurred following dark adaptation were eliminated following 5 min of bright light stimulation (Figure 5B in Ribelayga et al., 2008). In addition, rod plateau potentials occur when retinas are dark adapted in the late afternoon or evening (when the retinal clock has begun to slowly open rod-cone gap junctions), but not when retinas are previously dark-adapted in the morning or at midday (Mangel, unpublished observations). Considered together, these results show that the presence of rod plateau potentials in cone (and cHC) responses to bright light stimulation following dark adaptation depends on the time of day and does not indicate that rod-cone coupling has been increased by bright illumination. Rather, the results suggest that rod plateau potentials in response to bright light stimulation following dark adaptation in the afternoon or evening reveal that rod-cone gap junctions are slightly open due to action of the retinal clock. In fact, bright light stimulation over the course of ~5 min eliminates rod plateau potentials of cones and cHCs by closing rod-cone gap junctions (Wang and Mangel, 1996; Ribelayga et al., 2008).



Cone Dopamine D4 and Adenosine A2A Receptors Work Together to Produce a Large Day/Night Difference in Rod-Cone Coupling

In addition to the melatonin/dopamine system, the purine adenosine also acts as an effector of the circadian clock in the retina (Cao et al., 2021). Adenosine, which is converted enzymatically from extracellular ATP that has been synaptically released with other transmitters (Ribelayga and Mangel, 2005; Cao et al., 2021), has an opposite phase compared to dopamine (Ribelayga and Mangel, 2005; Cao et al., 2021). In contrast to dopamine, extracellular adenosine levels increase during the night and as more adenosine binds to A2A receptors (A2ARs; a Gs protein receptor) on photoreceptors, there is downstream activation of cAMP and PKA and hence increased rod-cone coupling (Li et al., 2013; Cao et al., 2021). Because dopamine levels fall below the threshold of D4R activation at night, the large increases in intracellular cAMP/PKA and rod-cone coupling are not due simply to the lack of D4R activation. Rather, endogenous activation of A2A receptors plays an important role in producing a large day/night difference in rod-cone coupling (Cao et al., 2021).

The circadian clock-induced increase in extracellular adenosine at night in the dark occurs in concert with an increase in intracellular adenosine (Ribelayga and Mangel, 2005; Cao et al., 2021). Because a circadian clock increases energy metabolism in both fish (Dmitriev and Mangel, 2000, 2004) and rabbit retina (Dmitriev and Mangel, 2001), it is likely that the clock-induced increase in the level of intracellular adenosine at night is due to a circadian-induced increase in energy metabolism. An attractive hypothesis is that neural activity and oxygen consumption may increase at night due to the action of the clock so that a slightly hypoxic condition is generated, thereby triggering the intracellular accumulation of AMP, a substrate for adenosine. In support of this, anoxic and hypoxic experimental conditions increase adenosine content and overflow in rabbit retinas (Ribelayga and Mangel, 2005). Evidence also suggests that the increase in extracellular adenosine at night in the dark occurs because the increase in intracellular adenosine at night is sufficient to stop the uptake of adenosine (Ribelayga and Mangel, 2005; Cao et al., 2021).

Both adenosine and dopamine levels are regulated by a circadian clock in the goldfish retina itself (Ribelayga et al., 2004; Cao et al., 2021). However, adenosine levels are not altered by short-term (1–3 h) application of dopamine and melatonin receptor agonists and antagonists (Cao et al., 2021), suggesting that adenosine levels in the day and night are independent of melatonin and dopamine receptors. Both the cone A2ARs and D4Rs, which have opposite effects on intracellular adenylyl cyclase/PKA activity, might modulate rod-cone coupling via a simple additive effect on PKA activity at all times of day and night. Alternatively, cone A2ARs and D4Rs might interact in their modulatory effects on rod-cone coupling (Li et al., 2013). For example, cone D4Rs signal through adenylyl cyclase 1 (Jackson et al., 2009), an isoform of adenylyl cyclase that is stimulated by Ca2 +-calmodulin and very sensitive to intracellular Ca2 +. Conversely, adenylyl cyclase 1 is poorly activated by Gs protein linked receptors (Sadana and Dessauer, 2009) such as A2ARs, which inhibit Ca2 +influx into cone synaptic terminals (Stella et al., 2007). Because light adaptation produces a large decrease in intracellular Ca2 + in cone synaptic terminals (Johnson et al., 2007), the increase in ambient illumination at dawn may augment the inhibitory effect of Gi on adenylyl cyclase 1. Moreover, this interactive process may run in reverse at dusk. Such an interaction might speed up transitions to cone vision at dawn and rod vision at dusk as coupling is decreasing and increasing, respectively. It has also been suggested that rhythmic expression of the genes for D4Rs and A2ARs contributes to the regulation of rod-cone coupling at dawn and dusk (Li et al., 2013).




FUNCTIONAL CONSIDERATIONS

Increased rod-cone coupling at night not only transmits very dim rod signals to cones and other neurons in cone pathways, but it also improves detection of very dim large objects at night by improving the signal to noise ratio and the reliability of rod responses to very dim light. Biological systems that increase in sensitivity typically become noisier. A considerable challenge for sensory systems is the difficulty detecting faint signals and distinguishing them from noise. Increased photoreceptor coupling at night may thus represent a significant evolutionary innovation. Because intrinsic noise in each photoreceptor cell is independent of the noise in other nearby coupled photoreceptors, but dim objects produce correlated photoreceptor signals, photoreceptor coupling reduces photoreceptor noise more than it reduces their output signals, especially for signals in response to large dim objects (Ribelayga et al., 2008; Jin et al., 2015). The increased coupling between photoreceptors at night therefore enhances the signal to noise ratio and the reliability of rod responses to large dim objects. Moreover, the increase in signal to noise ratio is greater the more cells that are coupled.

It is worth noting that both the extrinsic (D1R) and intrinsic (D4R) dopamine systems function in a complementary manner and unfold slowly, i.e., .they only need to keep pace with the rotation of the Earth. In the outer retina, D1Rs and D4Rs, which have opposite effects on intracellular cAMP/PKA when activated (Kebabian and Calne, 1979; Missale et al., 1998), are located on different cell types, and due to their different affinities for endogenous extracellular dopamine, essentially function at different times of the day. That is, during the night in the dark when only stars are present, the retina clock does not activate D4Rs. As a result, rods and cones are coupled, cBC receptive field centers are large, and retinal neurons have high sensitivity to very dim large objects. As night then turns to dawn, the retinal clock slowly increases extracellular dopamine and endogenous activation of cone D4Rs. As a result, rod-cone coupling gradually decreases, slowly transforming rod vision to cone vision.

Then, when the ambient light level elicits sufficient dopamine release to activate D1Rs, HCs begin to uncouple and ON-cBC dendrites begin to express GABAARs. This process slowly increases the strength of ON-cBC surrounds. At the same time, as D1R activation continues to increase, HCs, which use GABA to send a receptive field surround signal to ON-cBC dendrites, communicate a progressively smaller and smaller surround to ON-cBCs, The reduction in the size of receptive field centers and surrounds of cone-driven BCs and ganglion cells as the maintained background light level increases (Hammond, 1975; Troy and Shou, 2002; Thoreson and Mangel, 2012) suggests the interaction between center and surround spatially differentiates progressively smaller regions of the visual scene as ambient illumination gradually increases. This D1R-mediated modulatory process likely enhances the ability of BCs and ganglion cells to discriminate fine spatial detail and edges when maintained illumination is bright.

Finally, it is important to note that the modulatory effects of dopamine in the outer retina are likely conserved across vertebrate species, including mammals and non-mammals. Specifically, circadian pathway components and effects and the location of D1Rs and D4Rs in the outer retina have been observed in many vertebrate species that contain both rods and cones (Iuvone et al., 2005; Besharse and McMahon, 2016). For example, D4Rs (but not D1Rs) are located on rods and cones, and D1Rs (but not D4Rs) are located on the dendrites of cone-connected BCs and HCs (Witkovsky, 2004). In addition, the retinal circadian clock in goldfish, rabbit, and mouse regulates rod-cone coupling via D4Rs (Ribelayga et al., 2008; Ribelayga and Mangel, 2010). Also, light and dark adaptation, by modulating activation of dopamine D1Rs on the dendrites of cBCs and HCs in goldfish and rabbits regulates GABAAR expression and activity on the dendrites of these cells (Witkovsky, 2004; Chaffiol et al., 2017). It is therefore likely that the distinct modulatory actions of dopamine D1Rs and D4Rs in the outer retina discussed in this review can be generalized across species that contain both rods and cones.
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Rod and cone pathways are segregated in the first stage of the retina: cones synapse with both ON- and OFF-cone bipolar cells while rods contact only rod bipolar cells. However, there is an exception to this specific wiring in that rods also contact certain OFF cone bipolar cells, providing a tertiary rod pathway. Recently, it has been proposed that there is even more crossover between rod and cone pathways. Physiological recordings suggested that rod bipolar cells receive input from cones, and ON cone bipolar cells can receive input from rods, in addition to the established pathways. To image their rod and cone contacts, we have dye-filled individual rod bipolar cells in the rabbit retina. We report that approximately half the rod bipolar cells receive one or two cone contacts. Dye-filling AII amacrine cells, combined with subtractive labeling, revealed most of the ON cone bipolar cells to which they were coupled, including the occasional blue cone bipolar cell, identified by its contacts with blue cones. Imaging the AII-coupled ON cone bipolar dendrites in this way showed that they contact cones exclusively. We conclude that there is some limited cone input to rod bipolar cells, but we could find no evidence for rod contacts with ON cone bipolar cells. The tertiary rod OFF pathway operates via direct contacts between rods and OFF cone bipolar cells. In contrast, our results do not support the presence of a tertiary rod ON pathway in the rabbit retina.

Keywords: retina, rod, cone, AII amacrine cell, bipolar cell


INTRODUCTION

The mammalian retina can process signals over a vast range of intensities, approximately 10 log units, from starlight to sunlight. In part, this is accomplished by the use of two types of photoreceptors, rods, and cones, which operate in different intensity ranges. Rods are specialized for high sensitivity in dark conditions whereas cones operate in daylight and support color vision.

Rod signals can reach retinal ganglion cells via several different pathways (Bloomfield and Völgyi, 2009). In the canonical primary rod pathway, rods signal to rod bipolar cells which then synapse onto AII amacrine cells. In turn, AII amacrine cells split this signal via sign-conserving gap junctions with ON cone bipolar cells and inhibitory glycinergic synapses with OFF cone bipolar cells, or sometimes directly with OFF ganglion cells. Finally, the ON and OFF cone bipolar cells relay signals to their respective ON and OFF retinal ganglion cells. This pathway operates as a high gain circuit that facilitates the transmission of single-photon responses from rods. Due to the amplification, it has been reported that rod bipolar cells saturate at relatively low light levels, even before the threshold for cone vision has been reached (Field et al., 2005) In this so-called “mesopic” range of intensities, it is thought that additional circuits are recruited that bypass the rod bipolar cell. For example, in the secondary rod pathway, rod signals pass directly to cones via rod/cone gap junctions and this pathway is also active below the cone threshold (Jin et al., 2020). Finally, there is a tertiary rod pathway that bypasses rod bipolar cells by making direct connections between rods and OFF cone bipolar cells (Soucy et al., 1998; Bloomfield and Völgyi, 2009).

However, previous work has challenged this scheme of segregated pathways, providing evidence for more crossover between rod and cone circuits. Physiological recordings from rod bipolar cells suggested that a subset receives direct cone input (Pang et al., 2010). Morphological studies, using confocal microscopy or serial blockface reconstruction, have both confirmed cone contacts with RBCs (Behrens et al., 2016; Pang et al., 2018). In the current study, we have tested the hypothesis that cones contact rod bipolar cells directly in the rabbit retina. Immunohistochemistry revealed putative synapses between cones and rod bipolar cells. To confirm these findings, we dye-injected individual rod bipolar cells and quantified their cone contacts. Our results demonstrated that ~50% of rod bipolar cells receive one or two cone contacts.

Besides the additional cone input to rod pathways, it has also been reported that there is a sustained rod-driven input to cone bipolar cells, including those with responses to light increments (Pang et al., 2010). This implies there may be direct connections between rods and ON cone bipolar cells, in addition to the well-known connections between rods and OFF bipolar cells, which make up the tertiary rod OFF pathway (Tsukamoto et al., 2007). The morphological evidence for rod input to ON cone bipolar cells is mixed with some reports in mouse of rod input to cone bipolar type 7 (Tsukamoto et al., 2007; Keeley and Reese, 2010), while other results were negative in mouse (Haverkamp et al., 2006). In the primate retina, the giant ON bipolar cell also made some rod contacts (Tsukamoto and Omi, 2016).

To address this question in the rabbit retina, we filled the population of ON cone bipolar cells via their gap junctions with AII amacrine cells. This method effectively separates ON from OFF cone bipolar cells due to the specificity of their wiring in the IPL. Most, but not all, ON cone bipolar cells can be labeled in this way but there is evidence that at least one ON cone bipolar type is not coupled to the AII network (see discussion; Petrides and Trexler, 2008; Sigulinsky et al., 2020). Bearing in mind this limitation, here we report that the dendrites of AII-coupled ON cone bipolar cells made contacts exclusively with cone pedicles. In agreement with the ultrastructural analysis of all ON cone bipolar inputs in the mouse retina (Behrens et al., 2016), our results do not support the presence of rod contacts with ON cone bipolar cells. In contrast to OFF cone bipolar cells where the direct rod input forms a third rod pathway, we did not find evidence for a tertiary ON pathway in the rabbit retina.



MATERIALS AND METHODS


Preparation of Isolated Retina

All procedures conducted were approved by the Institutional Animal Welfare Committee. Adult New Zealand albino rabbits of either sex (2–3 kg) were used for this study. Rabbits were deeply anesthetized with urethane (loading dose, 1.5 g/kg, i.p.). Immediately prior to enucleation 2% lidocaine hydrochloride drops were applied topically to each eye. Retinas were isolated from the eyecup while immersed in carboxygenated Ames medium and mounted on 0.8 μm black filter paper. Retinal cells were pre-labeled with 4,6-diamino-2-pheynylindole (DAPI) by incubating retinal pieces in Ames medium containing 5 μM DAPI for 15 min.



Neurobiotin Injection

Retinal pieces pre-labeled with DAPI were visualized on an Olympus BX-50WI microscope (Tokyo, Japan) equipped with epifluorescence and a 40× water immersion objective. The retina was mounted in a prefusion chamber (RC-22, Warner Instruments, Holliston, MA, USA) at 35°C. RBCs were faintly labeled with DAPI, deep in the inner nuclear layer, while AII amacrine cells were brightly labeled at the margin of the IPL. Targeted RBCs or AII amacrine cells were impaled under visual control with 150–200 MΩ glass electrodes (Warner Instruments, Holliston, MA, USA) pulled on a horizontal electrode puller (Sutter Instrument, Novato, CA, USA). Electrodes tips were filled with 4% Neurobiotin (Vector Laboratories, Burlingame, CA, USA) and 0.5% Lucifer Yellow-NH4 (Molecular Probes, Eugene, OR, USA) in 0.1 M phosphate buffer, then backfilled with 3 M LiCl. Impaled cells were injected with a biphasic current (± 1.0 nA, 3 Hz) for 4–5 min. Following the last injection, retinal pieces were fixed in 4% paraformaldehyde diluted in 0.1 M PBS for 30 min prior to further immunohistochemical procedures.



Immunocytochemistry

Following fixation, retinal pieces were washed six times in 0.1 M phosphate buffer saline (PBS, pH 7.4) then blocked overnight in phosphate-buffered saline (PBS) containing 0.3% Triton-X 100 (TX-PBS) and 3% normal donkey serum (NDS) at 4°C. After the block, tissues were incubated for 5–7 days in primary antibodies (listed in Table 1) diluted in TX-PBS and 1% NDS at 4°C. Retinas were then washed 6 × 10 min followed by incubation overnight in species-specific donkey-raised secondary antibodies diluted in TX-PBS and 1% NDS at 4°C. Secondary antibodies were conjugated to the fluorescent markers Alexa-488, Cy3, and/or Alexa-647, dilution 1:200 (Jackson ImmunoResearch Laboratories, West Grove, PA, USA). Neurobiotin injected cells were visualized with streptavidin conjugated to Alexa-488 or Cy3, dilution 1:200 (Jackson ImmunoResearch Laboratories, West Grove, PA, USA). Following final washes, retinas were mounted in Vectashield (Vector Laboratories) on glass slides and cover-slipped for examination.

TABLE 1. A list of primary antibodies, source and dilution used in this project.
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Image Acquisition and Analysis

Confocal images were acquired on a Zeiss LSM-510 or a Zeiss LSM-780 (Zeiss, Thornwood, NY, USA) confocal microscope using a 63× (numerical aperture 1.4) oil immersion objective. Images were acquired at 1,024 × 1,024 pixels, 16 bits with 4× averaging. The gain and laser intensity were carefully adjusted for each channel to avoid saturation and reduce background noise. RBCs were difficult to image because of the large intensity range, from very bright cell bodies to relatively low-intensity dendrites. In this case, we set the gain to view the dendrites, resulting in saturation of the cell bodies. In some cases, this caused a minor artifact, visible as some horizontal banding (Figure 4), but it did not affect the data on connectivity. Three channel images were scanned sequentially in a series of 0.3–0.5 μm optical sections and ministacks of these images were constructed from 2–6 optical sections, to include structures of interest and flatten the tissue. The images presented here were obtained from wholemount preparations mounted ganglion cell side up/photoreceptor side down. The brightness and contrast of the images were adjusted using Adobe Photoshop v7.0 (Adobe Systems, San Jose, CA, USA). Sometimes images were exported to Imaris (Bitplane, Zurich, Switzerland) for Z-axis projections (Figures 7–9). As required, these projections were edited with the Imaris tools Slicer or Oblique Slicer, to reduce the projection depth and focus on structures of interest. No other filtering, editing, or enhancement was applied to any of the presented images.
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FIGURE 1. Rod and cone mosaic. (A) mGluR6 labeled puncta within the OPL of the rabbit retina reveal two separate labeling patterns. Large doublets, arrowheads, which correspond to the tips of two rod bipolar dendrites at each rod spherule and smaller clustered puncta which correspond to cone pedicles (arrow). (B) Addition of GluR5 labeling reveal the locations of cones. (C) Cluster analysis of mGluR6 puncta reveal that two distinct populations are readily statistically separable, ellipses show 95% confidence limits. (D) Mean volume and mean intensity of mGluR6 labeling (arbitrary units), (mean + SD, n = 3, p < 0.05).
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FIGURE 2. Rod and cone mosaic. (A) mGluR6 labeling in the OPL shows clusters of fine terminals, associated with cone pedicles (circled) and larger, brighter doublets, associated with rod spherules. (B) Same field labeled with an antibody against ribeye to stain synaptic ribbons shows a cluster of small ribbons associated with cone pedicles (circled) and larger horseshoe-shaped ribbons at rod spherules. (C) Triple label, same field, shows GluR5 labeling at cone pedicles (circled) with the smaller ribbons and mGluR6 clusters. At rod spherules, the curved synaptic ribbon encloses the mGluR6 doublets.
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FIGURE 3. PKC labeling, rabbit retina, wholemount. (A) The cell bodies of rod bipolar cells are stained for PKC. (B) Focus in the OPL shows a large population of very fine processes which terminate at rod spherules.
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FIGURE 4. Triple label showing rod and occasional cone contacts of PKC labeled rod bipolar cells. RBCs receive putative contact from cones. (A) Labeling of rod bipolar cell dendrites at the level of the OPL with an antibody against PKC-α demonstrates that many mGluR6 clusters at rod spherules are double-labeled. Cone pedicles are shown by the combination of fine mGluR6 terminals and GluR5 labeling. Some cone pedicles, circled, receive dendritic contacts from PKC labeled rod bipolar cells. (B–D) enlarged view of the square area in (A) to show individual channels. (B) A very fine branch from a rod bipolar dendrite reaches out to a cone pedicle. (C) The rod bipolar dendrite contacts the cone pedicle labeled for GluR5. (D) The rod bipolar dendrite is double-labeled for mGluR6 where it terminates within the cone pedicle. Note: some horizontal banding in this image resulted from saturation of the RBC cell bodies, which were saturated because we set the gain to view the fine dendrites; it did not affect the analysis of connectivity.
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FIGURE 5. Rod bipolar cell—dye fills. (A) A single rod bipolar cell filled with Neurobiotin (green), focus on the dendrites in the OPL. The cell body is blurred because it is out of focus. This is a perfect fill which provides complete details of the dendritic tree. The major dendritic branches terminate at approximately 100 rod spherules. (B) Enlarged view of square in (A) to show two cone pedicles labeled for GluR5 (blue). The left cone pedicle, circled, receives a branch from the dye-filled rod bipolar cell. (C) Enlarged view of square in (A) to show the rod bipolar cell contact with a cone terminates at a fine mGluR6 (red) puncta within the cone pedicle, circled. On the right side, the rod bipolar cell dendrites appear to approach another cone pedicle but terminate at two close-by rod spherules. This can be seen because the rod bipolar dendrites terminate at one half of an mGluR6 doublet, arrow. This pattern is seen throughout the dendritic tree because normally rod spherules receive input from two different rod bipolar cells. (D–F) An example from another Neurobiotin filled rod bipolar cell where a rod bipolar dendrite reaches to the center of a cone pedicle, circled. Again, except for the cone contact, the rod bipolar dendrites terminate at half an mGluR6 doublet marking the site of rod spherules.




[image: image]

FIGURE 6. (A) A single dye filled rod bipolar cell (green) with cone contacts against a background of PKC labeled rod bipolar cells (red). Focus on the rod bipolar terminal deep in the IPL. (B) The axon terminal field of the filled rod bipolar cell (black) against a background showing the terminal fields of all PKC-labeled rod bipolar cells. The filled cell appears to be part of a single mosaic with a coverage of 0.75, typical of bipolar cells.
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FIGURE 7. (A) Vertical section through a patch of dye-filled AII amacrine cells (green), which have stout descending dendrites and tethered lobules in sublamina a, and a dense plexus in sublamina b, beneath the lower cholinergic band (magenta), used as a depth marker. Above the AII amacrine cells, there are numerous tracer-coupled cone bipolar cells (also green), with smaller somas and axons which descend and become lost in the AII plexus. Z-axis projection, thickness, 18 μm. (B) Wholemount view of dye-filled AII amacrine cells showing typical morphology with tethered lobules, projection, thickness 10 μm. (C) Same field, focus in the OPL showing tracer-coupled ON cone bipolar cells with dendrites, projection, thickness 10 μm. (D–G) Subtractive labeling. (D) Section through a dye-filled AII patch, with overlying dye-coupled ON cone bipolar cells. (E) Same field, calretinin labeled AII amacrine cells (magenta). (F) Same field, double label showing dye-filled AII amacrine cells (Neurobiotin, green + calretinin, magenta = white). In the background there are other AII amacrine cells outside the dye-coupled patch, which are stained only for calretinin (magenta). Above the AII amacrine cells, there are dye-coupled ON cone bipolar cells (Neurobiotin only, green). (G) Subtracting the AII amacrine cells (magenta) isolates the cone bipolar cells (green) and reveals bipolar cells axons which descend to sublamina b of the IPL. Terminals at different depths show the presence of several different ON cone bipolar types. (D–G) Z-axis projection, thickness 15 μm.
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FIGURE 8. (A) A Neurobiotin-filled patch, following the dye injection of a single AII amacrine cell, shows a large number of dye-coupled ON cone bipolar cells (green) with dendrites in the OPL, projection, thickness 12 μm. (B) Labeling the rod-cone mosaic for mGluR6 (red: rod bipolar tips at rod spherules) and GluR5 (blue, cone pedicles) shows that the dye-coupled ON cone bipolar dendrites only contact cones, projection, thickness 12 μm. (C) Z-axis rotation to show a section through the same dye-coupled patch shows that most rod spherules lie substantially above both the cone pedicles and the dendrites of ON cone bipolar cells, projection, thickness 22 μm.
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FIGURE 9. ON cone bipolar cells contact cones exclusively. (A) The rod-cone mosaic labeled for mGluR6 (rod spherules, red) and GluR5 (cone pedicles , blue), projection, thickness 8 μm. (B) Same field showing detail of dye-coupled ON cone bipolar cells (green) with dendrites reaching out to GluR5 labeled cone pedicles (blue), projection, thickness 8 μm. (C) There is no indication that ON cone bipolar cell dendrites terminate at mGluR6 labeled rod [spherules (red), projection, thickness 8 μm. A green dendrite passes underneath two rod spherules (white arrowheads). (D) Z-axis rotation shows that the bipolar dendrite is at a different depth than the two rod spherules (white arrows) and simply passes underneath without contact, projection, sliced in Imaris, thickness 2 μm.





Subtractive Labeling

In multi-channel images, the general principle is that channels can be subtracted, as opposed to the more usual addition. Neurobiotin injections of AII amacrine cells stained the dye coupled-ON cone bipolar cells but their axons were rapidly lost as they descended into the dense meshwork of AII processes in the IPL. To circumvent this problem, we selectively labeled the AII population with an antibody against the calcium-binding protein calretinin, which is specific for rabbit AII amacrine cells at a high dilution (1:5,000; Massey and Mills, 1999). Arithmetic calculations were performed in Zen (Zeiss, Oberkochen, Germany) using Image Calculator. The AII-specific calretinin signal was doubled and then subtracted from the Neurobiotin signal. This has the effect of isolating the Neurobiotin-only bipolar cells for clarity.



Quantification of mGluR6 Puncta

Confocal images of flat mount retina, labeled with mGluR6, were obtained ensuring the brightest plaques were not saturated. Measurements of volume and intensity for mGluR6 labeling in the OPL were made using Imaris software and the surface tool. A ministack of 10–20, 0.4 μm optical sections was acquired at the focal plane of the OPL to include all mGluR6 puncta. A total of three retinae, each including 40–50 cones and 700–800 rods, were analyzed for statistical analysis.



Statistics

For mGluR6 analysis, a principal components analysis was used to generate two clusters (K means, R4.0.2 package “cluster” (Vienna, Austria). The larger, brighter points were identified as rod mGluR6 receptors and the points were color-coded. Ellipses were drawn to show 95% confidence limits. Plots to show mean intensity (arbitrary units, AU), and size with standard deviation were produced in Origin (Northampton, MA, USA).




RESULTS


Photoreceptor Mosaic

To determine whether RBCs receive direct input from cone photoreceptors, we first needed to establish how to visualize these connections. An antibody against mGluR6 labels the post-synaptic glutamate receptor of all depolarizing bipolar cells. Thus, mGluR6 labeling is located on the dendritic tips of both ON cone bipolar cell and rod bipolar cells (Nomura et al., 1994; Vardi and Morigiwa, 1997; Li et al., 2004). The labeling pattern of mGluR6 reveals the location of the rod and cone mosaic (Figure 1A). This labeling pattern has been used previously to determine rod input to OFF cone bipolar cells (Li et al., 2004).

At first glance, two types of mGluR6 puncta arise. One type comes in the form of large, bright doublets, which indicate the tips of rod bipolar dendrites, usually two per rod spherule. The other type consists of a cluster of smaller, low-intensity puncta which mark the dendritic tips of ON cone bipolar cells and are thus associated with cones (Figures 1A,B). To confirm this, we measured the intensity and volume of mGluR6 puncta and performed a cluster analysis. Our results provide clear evidence of two independent groups of mGluR6 when clustered by intensity and volume (Figures 1C,D). While volume provides the most significant visual aid in differentiating the rods from cones, there was also a significant difference in intensity. As expected, rod associated mGluR6 puncta were significantly more intensely labeled, 1,307 + 40 AU (mean + SD, n = 3, p = 0.03) than cone associated mGluR6 puncta, 885 + 83 AU (mean + SD, n = 3, p < 0.01). Additionally, rod mGluR6 puncta were significantly larger, 1.29 ± 0.28 μm3 (mean + SD, n = 3) than cone mGluR6 puncta, 0.35 + 0.08 μm3 (mean + SD, n = 3). These data provide evidence that there are significant differences between rod and cone mGluR6 puncta.

To further confirm our mapping of the rod and cone mosaic, we double-labeled with an antibody to GluR5. GluR5 precisely labels cone terminals within the outer plexiform layer across species (Haverkamp et al., 2001, 2003). Figure 1B shows that clusters of mGluR6 labeled cone bipolar terminals are associated with GluR5 labeled cone pedicles. We can also visualize the location of the rod and cone mosaic using an antibody against ribeye, which labels the synaptic ribbon found within both rods and cones (Schmitz et al., 2000; Tom Dieck et al., 2005). Figure 2 clearly shows two different populations of ribeye labeling. One population labels a horseshoe-shaped single ribbon that is associated with rod spherules and the other population of smaller and straighter ribbons that are associated with cones. Together these data demonstrate our ability to accurately differentiate between rod input vs. cone inputs.



Rod Bipolar Cell—Photoreceptor Contacts

Previous EM analysis from HRP filled RBCs demonstrated that one out of two received input directly from cones (Dacheux and Raviola, 1986). The sample size for this work, however, was very limiting. To avoid sampling errors and demonstrate the possibility of cone input to RBCs, we labeled the entire population of RBCs with an antibody against PKC-α (Greferath et al., 1990). PKC-α labels not only the entire population of RBCs (Figure 3A), but it also labels their dendrites (Figure 3B) found within the outer plexiform layer. Using this antibody in combination with mGluR6 and GluR5, we were able to identify the photoreceptor input to all RBCs (Figure 4). The vast majority of RBC dendritic tips, approximately 100 per RBC in rabbit retina (Pan and Massey, 2007), ended at and colocalized with rod associated mGluR6 puncta. Closer inspection revealed that some RBC dendrites end, not at a rod spherule, but instead terminated within the boundary of a cone pedicle. Furthermore, the terminal dendrite colocalized with a cone associated mGluR6 puncta. Unfortunately, with this technique, it was difficult to adequately quantify the number and quality of the contacts. The problem is that rod bipolar dendrites are very fine, and they may have relatively low levels of PKC, certainly compared to the soma. However, these data do provide evidence for direct contacts between cones and RBCs.

To determine, unequivocally, whether a subset of RBCs receive direct cone input in the rabbit retina, we dye-injected RBCs with Neurobiotin. RBCs were visually targeted with DAPI and following streptavidin labeling were processed with mGluR6 and GluR5 antibodies. Dye filled cells were determined to be RBCs based on the characteristic morphology of their dendrites (Figure 5A), typically short stubby branches with bulbous tips, and by the stratification of their large axon terminals at the proximal end of the inner plexiform layer (data not shown; Strettoi et al., 1990; Young and Vaney, 1991). Some dye-filled cells were co-labeled with PKC-α to further confirm their identity (data not shown). The majority of dendritic terminals (~100) were colocalized with the large mGluR6 doublets characteristic of rods. Furthermore, only one of each doublet was double-labeled because the two RBC dendrites which invaginate each rod spherule typically come from different cells (Figure 5A). In a subset of injected RBCs, however, 1–2 terminal branches ended not only within the boundary of a cone pedicle, but also colocalized with a cone associated mGlur6 punctum (Figures 5B–F). In the enlarged view of Figures 5B,C, a rod bipolar dendrite reaches out to a cone pedicle (circled) where it is colocalized with a small mGluR6 cluster typical of cones. Another example is shown in Figures 5D–F, where an RBC dendrite penetrates to the center of a cone pedicle. These are cone contacts with an RBC. In other cases, RBC dendrites sometimes approached a cone pedicle, but as seen by the colocalization with one part of an mGluR6 doublet, these were rod spherule contacts merely adjacent to a cone pedicle and were not counted (arrow, Figures 5B,C). In total, we found that 16 of 28 (~57%) Neurobiotin injected RBCs received at least one, but sometimes two, cone inputs.

Pang et al. (2010) suggested that RBCs are split into two functional subsets based on their photoreceptor inputs. To test this hypothesis, we examined the axonal tree of a dye-injected RBC that received cone inputs. If the cone-connected RBCs are a different cell type, they should not form part of the regular mosaic of RBC axonal terminals labeled with PKC-α. However, the dye-injected, cone-connected RBCs fitted well with the tiling of all RBCs (Figure 6). We found that the axon terminals of RBCs provide a coverage factor of 0.75 which is consistent with RBCs found within the superior rabbit retina (Young and Vaney, 1991) and typical of bipolar cells in general. Based on this coverage factor, it is very likely that the tiling pattern of RBCs represents a single cell type, not two. Similar results suggest that mouse RBCs belong to one population, even though they exhibit variability in both physiology and cone connections (Tsukamoto and Omi, 2017; Pang et al., 2018).



AII Amacrine Cell Fills

For technical reasons, including the targeting and/or identification of specific cone bipolar cell types, we did not think it was practical to address the photoreceptor connectivity of cone bipolar cells by individually filling cone bipolar cells. Therefore, we chose to adopt an alternative method, by filling AII amacrine cells. Because AII amacrine cells are coupled to most ON cone bipolar cells, this yields a bulk population of ON cone bipolar cells filled with Neurobiotin via the gap junctions with AII amacrine cells in the IPL, as first documented by David Vaney (Vaney, 1991), reflecting the gap junction connections reported in early anatomical studies (Famiglietti and Kolb, 1975).

An example of a single AII injection is shown in Figure 7. In a projection, a number of prominent dye-coupled AIIs, identified by their morphological characteristics, are located in the INL, adjacent to the IPL (Figure 7A). Each well-labeled AII had a stout primary dendrite descending to the bottom of the IPL. In addition, there were numerous lobules tethered by fine dendrites in sublamina a. These are the well-recognized properties of AII amacrine cells. In addition, a large number of bipolar cells, with somas relatively high in the ONL, were also filled, via their gap junction connections with AIIs. The magenta labeling shows the ChAT bands as a stratification reference. The bipolar cell axons descend into sublamina b, sometimes below the lower cholinergic band, and they are thus identified as ON cone bipolar cells. However, intermingling with the AII dendrites precludes the identification of individual bipolar cells. In the wholemount view, a mosaic of AII somas was surrounded by many lobules in sublamina a. In the same field, the overlying dye-coupled ON cone bipolar cells produce a matrix of fine dendrites in the OPL. In this subfield, more than a dozen ON cone bipolar cells were well-labeled. The mosaic properties of bipolar cells, by which adjacent cells are likely to belong to different classes, immediately suggests that many types of ON cone bipolar cells are labeled. In summary, we conclude that many ON cone bipolar cells, of several distinct classes are labeled by the transfer of Neurobiotin through gap junctions with AII amacrine cells.



Subtractive Immunolabeling

Following AII injections, the details of bipolar axon terminals were obscured by the dendrites of the AIIs. In a side projection, the AII dendrites and the bipolar cell terminals were intermingled (Figure 7D). To overcome this problem, we labeled the AII amacrine cells with an antibody against the calcium-binding protein calretinin (Massey and Mills, 1999; Figure 7E). When the two channels were merged, the combination showed the dye-coupled AII amacrine cells in white (green plus magenta) with the more distant AIIs in the background with low Neurobiotin levels stained only for calretinin (magenta; Figure 7F). Masking and subtracting reveals the isolated ON cone bipolar cells with axons that clearly descend to sublamina b (Figure 7G). Furthermore, the axons terminate in several different strata, on both sides of the lower cholinergic band, indicating that several different bipolar cells can be labeled and distinguished by this procedure. We made no attempt to classify the rabbit ON cone bipolar cells, but the deepest stratification identifies some of the dye-coupled cells as calbindin bipolar cells. This was confirmed in some dye-injected patches where Neurobiotin labeled bipolar cells could be double-labeled for calbindin.



On Cone Bipolar Cell—Photoreceptor Contacts

We used the same strategy to label the photoreceptor mosaic as previously described. A large patch of dye-coupled ON cone bipolar cells produced a matrix of overlapping dendrites in the OPL (Figure 8). Often, it could be observed that dendrites from several different cells converged at the same spot. When superimposed on a map of the photoreceptor terminals, these common sites were readily identified as cone pedicles by the combination of mGluR6 and GluR5 labeling. In a projection of the same material, the bipolar dendrites converged to cone pedicles labeled with GluR5 but the vast majority of rod spherules, marked by mGluR6, were above the cone pedicles, beyond the reach of the ON cone bipolar dendrites (Figure 8).

In a high-resolution view of several ON cone bipolar cells focused in the OPL, their dendrites converged at the GluR5 labeled cone pedicles (Figure 9). As they traverse the OPL, the bipolar dendrites are smooth with no branches or twigs but when they reach a cone terminal, there are often several branches and terminal swellings which are colocalized with mGluR6 receptors, as expected for an ON cone bipolar cell. These terminal specializations indicate synaptic input. In contrast, when the bipolar dendrites cross an mGluR6 labeled rod spherule by chance, there are no branches nor any morphological sign of swelling or terminal that would suggest a synaptic contact. In fact, the ON cone bipolar cell dendrites do not contact the rod spherules; they are merely passing by. This is readily apparent in a Z-axis projection, where two rod spherules, marked by arrowheads, that apparently overlap a rod mGluR6 doublet, were clearly separated in-depth (Figure 9). In other words, the bipolar dendrites pass under the rod spherules, en route to a cone pedicle. From four different dye-injected patches, containing a total of approximately 160 ON-cone bipolar cells, we were unable to find any rod contacts. There were many examples of apparent overlap in the XY view between ON cone bipolar dendrites and the large mGluR6 doublets characteristic of rod spherules. But careful examination in XZ or YZ projections of 209 examples showed they were always separated by depth and never colocalized. In summary, it was a simple matter to show that the dendrites of many ON cone bipolar cells converged at points readily identified as cone pedicles. In contrast, we were unable to demonstrate any synaptic contacts or synaptic specializations between ON cone bipolar dendrites and rod spherules.



Blue Cone Bipolar Cells

The total number of dye-filled ON cone bipolar cells was sufficient to include examples of all dye-coupled types. This was confirmed by identifying a few blue cone bipolar cells, which are the least numerous of all bipolar cell types (Behrens et al., 2016; Sigulinsky et al., 2020). The diagnostic criteria were long frequently asymmetric dendrites, which often bypassed other cones to make contact exclusively with blue cone pedicles (Kouyama and Marshak, 1992; Figure 10). Sometimes, a single dendrite from a blue cone bipolar cell would form a terminal hook which could be colocalized with most of the mGluR6 clusters at a single blue cone pedicle. Blue cone pedicles could be reliably identified by the weak labeling for GluR5 and the presence of a few prominent mGluR6 clusters. In addition, blue cone pedicles were often adjacent to other cones and did not obey the mosaic/nearest neighbor rules. As shown in Figure 10, more than one dendrite from the same blue cone bipolar cell could converge on the same blue cone. Following the axons of blue cone bipolar cells showed that they stratified deep in sublamina b of the IPL, below ChAT b. As with other types of ON cone bipolar cells, blue cone bipolar cells made no branches or terminals on their way to contact a specific cone. We could find no evidence that blue cone bipolar cells had any contacts with rod spherules.


[image: image]

FIGURE 10. Blue cone bipolar cells contact blue cones exclusively. (A,C) Two separate blue cone bipolar cells, both dye coupled to an injected AII patch. They are identified as blue cone bipolar cells by their long eccentric dendrites which bypass other cones to terminate at blue cones. (B,D) Same fields, with blue cones circled, with weak GluR5 labeling and prominent mGluR6 terminals. All panels, projection, thickness 10 μm.






DISCUSSION

Using individual dye-filled rod bipolar cells and a population of ON cone bipolar cells selectively labeled via gap junctions with AII amacrine cells, we have examined the connectivity between photoreceptors and bipolar cells in the rabbit retina. We found occasional cone contacts with approximately half the rod bipolar cells, confirming previous work in the mouse retina (Behrens et al., 2016; Pang et al., 2018). However, AII-coupled ON cone bipolar cells were exclusively in contact with cones. These results suggest a limited cone input to the primary rod pathway but, in the rabbit retina, we found no evidence for the ON equivalent to the tertiary rod pathway mediated by rod input to certain OFF cone bipolar cells.


Rod Bipolar Cell Connections

Three separate pathways have been studied that convey scotopic signals across the retina. The primary rod pathway is the direct connection of rods to RBCs and then to AII amacrine cells, which route the signal to both ON and OFF retinal ganglion cells. The secondary rod pathway consists of electrical coupling between rods and cones via gap junctions and the tertiary rod pathway is carried by direct connections from rods to certain OFF cone bipolar cells. These latter two pathways are less studied but thought to merge rod signals into cone pathways in the mesopic range of light intensities.

In the current study, we have examined a potentially novel pathway that involves direct cone photoreceptor input to RBCs. We found, using a morphological analysis, that a subset (~57%) of all RBCs receive direct input from one or two cone photoreceptors. Thus, we have confirmed the original work of Dacheux and Raviola (1986), who reported that one of the first reconstructed RBCs received a cone contact in addition to numerous rod inputs. The cone input is relatively small because each rod bipolar cell in the rabbit retina receives approximately 100 rod contacts (Pan and Massey, 2007). There are also one or two cone inputs to half or more of the RBCs in the mouse retina and, conversely, more than half the cones contact RBCs (Behrens et al., 2016; Pang et al., 2018). Although these are sparse connections, the frequency, more than half of the RBCs receive cone contacts, suggests a repeated pattern rather than a developmental error or misconnection. Finally, the presence of cone input to rod bipolar cells in mouse, rabbit and primate retina (Behrens et al., 2016; Pang et al., 2018) suggests this may be a conserved feature of the mammalian retina.

The functional significance of cone input to a subset of RBCs is unclear. Pang et al. (2010) showed that receiving cone input extends the dynamic working range of RBCs. Multiple studies have demonstrated that RBCs saturate at light levels far below the cone photoreceptor threshold. A recent study, however, has shown that RBCs may not saturate at low light levels as previously thought, but instead operate over a much larger range (Ke et al., 2014). The functions of RBCs switch from sensitive photon detection to contrast detection. In addition to extending the dynamic range, this may play an important role in crossing over from scotopic to photopic vision.

Our data on the tiling of RBCs in the rabbit retina, with or without cone connections, does not support the presence of two separate types of rod bipolar cell, as proposed by Pang et al. (2010). A detailed analysis of mouse RBCs showed that although there was variation in RBC morphology, they all belonged to a single type (Tsukamoto and Omi, 2017; Pang et al., 2018). The serial blockface EM data for mouse found more than half of RBCs receive cone input but failed to discriminate between those with or without cone contacts on the basis of rod contacts, connectivity, stratification, or mosaic properties (Behrens et al., 2016). In addition, genetic analysis of mouse bipolar cells reported only one cluster for rod bipolar cells while separating the cone bipolar cells into 13 types, which correspond to known morphological types (Shekhar et al., 2016). Thus, the weight of available data suggests that RBCs in mammalian species make up only one cell population. Still, within this population, there is some variability in RBC morphology, physiological responses, and the presence or absence of direct cone contacts (Pang et al., 2010, 2018; Behrens et al., 2016 Tsukamoto and Omi, 2017).



The Tertiary Rod Pathway: Connections Between Rods and Certain OFF Cone Bipolar Cells

There is strong evidence for the connection between rods and certain OFF cone bipolar cells, as first proposed by Soucy et al. (1998) and Li et al. (2004). Specifically, OFF bipolar types 3A, 3B, and 4 all make basal contacts with rod spherules in the mouse retina (Tsukamoto and Omi, 2014; Behrens et al., 2016). These contacts coincide with excitatory glutamate receptors of the AMPA/kainate subtype providing a sign-conserving input consistent with the physiological responses of OFF cone bipolar cells (Hack et al., 1999). In addition, the direct connection between rods and certain OFF cone bipolar cells was demonstrated by paired recording in the ground squirrel retina (Li et al., 2010). Direct rod input to OFF cone bipolar cells constitutes the tertiary rod pathway in the mammalian retina. Although the anatomical physiological basis for the tertiary rod OFF pathway is convincing, the function of this pathway is largely unknown, although it is thought to operate in the high scotopic/mesopic range.



Absence of ON Cone Bipolar Cell Contacts With Rods

The slow scotopic input to cone bipolar cells reported by Pang et al. (2010) suggests the presence of direct connections between rods and ON cone bipolar cells, mediated via sign-inverting mGluR6 receptors. Contacts between rods and ON cone bipolar dendrites have been reported in mice, specifically for type 7 bipolar cells (Tsukamoto et al., 2007; Keeley and Reese, 2010; but see Haverkamp et al., 2006) and for giant ON bipolar cells in primate retina (Tsukamoto and Omi, 2016). The alignment of bipolar cell types across species is problematic, thus the rabbit equivalent of the mouse type 7 is unclear. In the mouse, eight ON cone bipolar cell types have been found, based on the analysis of thousands of bipolar cells (Shekhar et al., 2016) but only seven types have been identified in the rabbit, based on a smaller dataset (Sigulinsky et al., 2020). Sigulinsky et al. (2020) suggest two types comparable to the mouse type 7, rabbit bipolar cells CBb5 and CBb6, both of which make gap junctions with AII amacrine cells, like the mouse type 7, so they should be included in the group of cone bipolar cells filled via AII dye injections.

Here we report that AII-coupled ON cone bipolar cells in the rabbit contact cones exclusively and we could not identify rod contacts. In general, cone bipolar dendrites terminate low in the OPL, at the level of cone pedicles (Figure 8; Keeley and Reese, 2010). Thus, they cannot reach most rod spherules, which are found in several rows above the cone pedicles. More specifically, cone bipolar dendrites did not terminate at rod spherules and when they passed close to rod spherules, there were no branches, terminals, or dendritic specializations to suggest a synaptic connection. In the mouse retina, serial blockface EM reconstruction of all bipolar photoreceptor contacts revealed rod contacts with a subset of OFF cone bipolar cells. But, in agreement with the present work, there were no contacts between the rod and ON cone bipolar cells (Behrens et al., 2016).

We use the phrase AII-coupled ON cone bipolar cells intentionally because there is evidence that some cone bipolar cells do not make gap junctions with AII amacrine cells. In the mouse retina, Tsukamoto and Omi (2013) have suggested that one type does not receive AII input and therefore does not receive input from the primary rod pathway via RBC and AII. In the rabbit retina, a subset of ON cone bipolar cells contained no glycine (Petrides and Trexler, 2008). Since glycine is thought to diffuse from AII amacrine cells via gap junctions (Vaney et al., 1998), this implies that at least one ON cone bipolar cell is not coupled to AII amacrine cells and so would not be represented in the current experiments. This unexpected result was confirmed following the serial EM reconstruction of bipolar cell circuits in the rabbit retina (Sigulinsky et al., 2020). Most ON cone bipolar cells were coupled both to AII amacrine cells and within class to other ON cone bipolar cells. However, certain ON cone bipolar cells (CBb3 and CBb4) made few or no gap junctions with AII amacrine cells (Sigulinsky et al., 2020). Paradoxically, all ON cone bipolar cells had significant glycine levels, regardless of AII coupling. It was suggested that glycine may enter non-AII coupled ON cone bipolar cells via gap junctions with other ON bipolar types or other glycinergic amacrine cells (Sigulinsky et al., 2020). Thus, it is unclear whether all ON cone bipolar cells can be labeled via coupling to AII amacrine cells and we must concede the theoretical possibility that a non-AII coupled ON bipolar type could make rod contacts that would be overlooked by network labeling with Neurobiotin. Nevertheless, our results show that most ON bipolar cell types in the rabbit retina do not receive rod contacts, confirming an ultrastructural analysis of bipolar cell connectivity in the mouse retina which reported rod contacts only with certain OFF bipolar cell types (Behrens et al., 2016). Together, these results do not support the presence of a tertiary ON rod pathway in these two mammalian species.

In support of this conclusion, ganglion cell recordings from the mouse retina provide further evidence against a tertiary ON pathway (Deans et al., 2002). In the Cx36 knock-out mouse, there was a deficit in the rod ON responses; the absence of AII/ON bipolar cell gap junctions eliminated the primary rod pathway and the absence of rod/cone coupling eliminated the secondary rod pathway. This should then reveal the presence of a tertiary ON pathway with responses below the cone threshold. Yet the sensitivity of ON ganglion cell responses matched the cone threshold, suggesting the absence of a tertiary rod ON pathway.

In more recent work, Pan et al. (2016) suggested that inhibitory masking by GABA, mostly at the level of bipolar terminals, was responsible for selectively blocking different rod pathways to ganglion cells, thus producing a range of sensitivities. As before, in the Cx36 knock-out mouse, rod ON signals were diminished, and ON ganglion cell sensitivity was not enhanced by GABA antagonists. Presumably, this reflects the absence of primary and secondary rod pathways in the Cx36 knock-out mouse, and perhaps the lack of a tertiary ON pathway.

However, in multi-electrode array recordings, others have shown that while scotopic ON responses were reduced in the Cx36 knock-out mice, there were still some Cx36-independent ON responses at rod intensities (Cowan et al., 2016; Seilheimer et al., 2020). The ganglion cell types and the exact pathway for these responses are unknown. In the Cx36 knock-out, there should be no AII gap junctions and no rod/cone coupling, hence no primary or secondary rod pathways. Thus, a potential tertiary ON pathway was an attractive solution. Unfortunately, the most reliable morphological data, from serial EM reconstruction in mouse retina (Behrens et al., 2016), plus the data presented here from rabbit retina, do not support direct connections between rods and ON bipolar cells. Thus, there is some disagreement between the anatomy and the physiology that may require additional data to resolve.

In summary, while it is well-accepted that rod/OFF cone bipolar cell contacts support the tertiary rod OFF pathway, the weight of evidence suggests there are no direct contacts between rods and ON cone bipolar cells in rabbit and mouse. This implies that the contacts required for a tertiary rod ON pathway are not present across these two mammalian species (but see Tsukamoto et al., 2007 for the mouse b7 bipolar type and Tsukamoto and Omi, 2016 for giant ON bipolar contacts with rods). While it is always difficult to prove the absence of a connection or structure, the proposed absence of a tertiary ON pathway will be important for the design of experiments to investigate the contributions of the different rod pathways. It simplifies the situation for ON ganglion cells, which may only receive rod input via the primary and secondary rod pathways. To investigate the contribution of the tertiary rod pathway, it may be necessary to study OFF ganglion cells, specifically those which receive input from the OFF cone bipolar cells with direct rod input, as detailed by the analysis of connectivity in the mouse retina (Behrens et al., 2016).



Blue Cone Bipolar Cells

Blue cone bipolar cells can be readily identified because of their selective contacts with blue cones. We found several clear and unambiguous examples among the AII-coupled ON cone bipolar cells. This provides unequivocal evidence that blue cone bipolar cells are coupled to AII amacrine cells, as previously reported based on overlapping dendrites and the presence of Cx36 immunolabeling (Field et al., 2009). Thus, the primary rod pathway includes blue cone bipolar cells and blue driven ganglion cells should receive scotopic input via the primary rod pathway. The secondary rod pathway is also viable because there is good evidence that blue cones make gap junction contacts with rods (O’Brien et al., 2012). However, there is no tertiary rod pathway to blue cone bipolar cells. In 4/4 examples, blue cone bipolar cells contacted blue cones exclusively and there was no evidence for contact with rods. This is consistent with the reconstruction of blue cone bipolar dendrites in the mouse retina which showed exclusive contacts with a subset of cones, thus identified as blue cones (Behrens et al., 2016). Blue cone bipolar cells form a subset of the ON cone bipolar cells and in common with the other cone bipolar cells make synaptic contacts only with cones. Thus, we found no anatomical evidence for a tertiary rod ON pathway in the rabbit retina.



Asymmetry of ON and OFF Pathways

Across mammalian species, several ganglion cell types are present as paramorphic pairs, e.g., ON and OFF parasol and midget ganglion cells in primate, and alpha ganglion cells in many species. Thus, there may be some expectation that retinal pathways should be symmetrical. However, the physiological responses of paramorphic pairs are different, and there is clear asymmetry in their synaptic inputs (Zaghloul et al., 2003). In this article, we put forward the case that there is no contact between rods and ON cone bipolar cells even though direct contacts between rods and OFF cone bipolar cells are well established and accepted. Thus, there appears to be no ON equivalent of the tertiary OFF pathway, another ON/OFF asymmetry (but see Cowan et al., 2016 for Cx36-independent rod ON responses, and Tsukamoto et al., 2007 for potential rod contacts with type 7 bipolar cells in mouse retina).

What then could be the function of the asymmetrical tertiary OFF pathway? Only a subset of OFF bipolar cells receives direct input from rods, namely types 3a, 3b, and 4 in mouse retina (Behrens et al., 2016). These stratify in sublamina a of the IPL, just below the cholinergic a band, well-placed to contact OFF alpha ganglion cells, which have been associated with escape behavior in mice (Münch et al., 2009; Kim et al., 2020). A looming stimulus, such as a hawk, may present as a dark approaching object against a lighter background of sky, i.e., an OFF stimulus. Perhaps the tertiary OFF pathway provides extra input for this critical pathway. It is not as sensitive as the primary rod pathway but many raptors hunt at twilight. While it is interesting to speculate, further physiological experiments will be required to test such a hypothesis.
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Neuromodulation influences neuronal processing, conferring neuronal circuits the flexibility to integrate sensory inputs with behavioral states and the ability to adapt to a continuously changing environment. In this original research report, we broadly discuss the basis of neuromodulation that is known to regulate intrinsic firing activity, synaptic communication, and voltage-dependent channels in the olfactory bulb. Because the olfactory system is positioned to integrate sensory inputs with information regarding the internal chemical and behavioral state of an animal, how olfactory information is modulated provides flexibility in coding and behavioral output. Herein we discuss how neuronal microcircuits control complex dynamics of the olfactory networks by homing in on a special class of local interneurons as an example. While receptors for neuromodulation and metabolic peptides are widely expressed in the olfactory circuitry, centrifugal serotonergic and cholinergic inputs modulate glomerular activity and are involved in odor investigation and odor-dependent learning. Little is known about how metabolic peptides and neuromodulators control specific neuronal subpopulations. There is a microcircuit between mitral cells and interneurons that is comprised of deep-short-axon cells in the granule cell layer. These local interneurons express pre-pro-glucagon (PPG) and regulate mitral cell activity, but it is unknown what initiates this type of regulation. Our study investigates the means by which PPG neurons could be recruited by classical neuromodulators and hormonal peptides. We found that two gut hormones, leptin and cholecystokinin, differentially modulate PPG neurons. Cholecystokinin reduces or increases spike frequency, suggesting a heterogeneous signaling pathway in different PPG neurons, while leptin does not affect PPG neuronal firing. Acetylcholine modulates PPG neurons by increasing the spike frequency and eliciting bursts of action potentials, while serotonin does not affect PPG neuron excitability. The mechanisms behind this diverse modulation are not known, however, these results clearly indicate a complex interplay of metabolic signaling molecules and neuromodulators that may fine-tune neuronal microcircuits.

Keywords: olfactory bulb, cholecystokinin, leptin, glucagon-like peptide 1, GLP-1, acetylcholine, mitral cell, CCK


INTRODUCTION

When neurotransmitters are released from synaptic termini, information transfer takes place. This simple mechanism is the foundation of how we make decisions, learn, process emotions, or use our senses to interpret and navigate our external environments. By changing these parameters, or even factors regulating the likelihood of neurotransmitter release, our global behavioral state can impact how information is processed. This is the field of neuromodulation, the means by which our physiological state dynamically influences aspects of synaptic activity, neural excitability, and gene expression (Florey, 1967). Neuromodulatory mechanisms are numerous and target different aspects of neuronal activity to produce diverse effects, but ultimately each fine-tunes the information being transferred (Figure 1). The largest group of neuromodulators bind to GPCRs and activate G proteins that initiate intracellular signaling cascades via second messengers (Chen et al., 2006; Newton et al., 2016; Byczkowicz et al., 2019; Moro et al., 2020). Subsequent to GPCR binding, effects include changes in gene expression (Fukuchi et al., 2015), ion channel properties that impact action potential propagation (Burke and Bender, 2019), and even interaction of Gβγ with the soluble NSF attachment protein REceptor, or SNARE complex, inhibiting neurotransmitter release (Zurawski et al., 2019; Hamm and Alford, 2020). Useful in vivo techniques are emerging to study neuromodulatory signaling including a mouse model allowing for real time cAMP visualization (Kim et al., 2014; Wu et al., 2015; Muntean et al., 2018), and fluorescent biosensors for several neurotransmitters (Leopold et al., 2019).


[image: Figure 1]
FIGURE 1. Overview of neuromodulation. (A) Neuromodulators can be released locally or circulated from the periphery and often bind to GPCRs (B) to activate intracellular signaling cascades. Intracellular effects include changes in (C) gene expression, (D) axonal sodium and potassium ion channel activity, and (E) changes in calcium ion channel activity (Zhou et al., 2007; Gray et al., 2017; Williams et al., 2018). (F) Neuronal activity can be modulated by changing the number of vesicles that are in the reserve pool, readily releasable pool, or docked at the synaptic terminal, thus changing the likelihood of neurotransmitter release (Rosenmund and Stevens, 1996; Logsdon et al., 2006; Taschenberger et al., 2016). (G) Modulation of the SNARE complex activity has been found to regulate neurotransmitter release (Sakisaka et al., 2008; Liu et al., 2018).


We have been exploring neuromodulation and information processing within the olfactory bulb, the first relay center for olfactory signals. Our intention is to understand how the physiological states of satiety, fasting, or over-nutrition can perturb or modulate transmission of olfactory information that ultimately can change eating behaviors (Palouzier-Paulignan et al., 2012; Julliard et al., 2017; Kolling and Fadool, 2020). In this topical issue, several authors have presented the functional synaptic activities of the known olfactory bulb circuitry (Ackels et al., 2020; Egger and Diamond, 2020; Imamura et al., 2020), so readers are directed to those works as an overview of the comprehensive neural circuit. The olfactory field is rich with investigations of synaptic interactions that drive an understanding of anatomical relationships and physiological mechanisms that ultimately modulate mitral/tufted (M/TC) cell output and subsequent olfactory behavior or detection (i.e., Shepherd, 1972; Jahr and Nicoll, 1980; Orona et al., 1984; Ezeh et al., 1993; Isaacson and Strowbridge, 1998; Aungst et al., 2003; Hayar et al., 2004a,b; Hayar et al., 2005; Zhou and Belluscio, 2008; Abraham et al., 2010; Huang et al., 2013; Banerjee et al., 2015; Najac et al., 2015; Liu et al., 2016; Burton, 2017; Pressler and Strowbridge, 2017; Harvey and Heinbockel, 2018; Jones et al., 2020). Herein, as schematized in Figure 2, we wish to home in on interneurons within the olfactory bulb that can provide neuromodulation of contrast and gain of the mitral/tufted (M/TC) cell output. These interneurons include those within the glomerular layer (GML), those within the external plexiform layer (EPL), and those centrally in the granule cell layer (GCL). It is also important to note that olfactory circuits do not solely rely on a linear feedforward transmission to interpret the external chemical environment - higher processing centers of the brain also present reciprocal connections with the olfactory bulb to modulate activity. These reciprocal connections mainly target GABAergic interneurons to modulate contrast and gain of M/TC output (Price and Powell, 1970b; Engel et al., 2001; Arevian et al., 2008; Fukunaga et al., 2012; Nagayama et al., 2014; Padmanabhan et al., 2018).


[image: Figure 2]
FIGURE 2. Schematic representation of the principal projection neurons and interneurons in the olfactory bulb, including the synapses between them. Blue plus signs (+) represent excitatory synapses, while red minus signs (-) represent inhibitory synapses. Reciprocal synapses are indicated by a gray double arrow. Note the highly laminated organization of the region that has been amendable for physiological and anatomical studies since first explored by Ramon y Cajal. The glomeruli are considered the first sensory processing station along the olfactory pathway where the olfactory signal is transferred from OSNs to glutamatergic output neurons, called mitral (MC) and tufted (TC) cells (Nagayama et al., 2014). Mitral and tufted cells' axons project to the olfactory cortex and higher order cortical structures conveying the information to the central nervous system (Ghosh et al., 2011; Nagayama et al., 2014). Both mitral and tufted cells (M/TCs) send an apical dendrite into a defined glomerulus, where they establish reciprocal synapses with OSNs and with a heterogeneous population of juxtaglomerular (JG) cells that include periglomerular (PG) neurons, external tufted cells (ETCs) and short axon cells (SACs). ETC have been shown to form an intrabulbar network of isofunctional columns and as such do not project out the of OB (Belluscio et al., 2002; Lodovichi et al., 2003; Zhou and Belluscio, 2008). MCs lateral dendrites form reciprocal synapses with granule cell (GC) dendrites whose cell bodies are located in the granule cell layer (GCL). The GCL also contains other types of neurons including deep short axon cells (dSACs) and several non-GCs populations (Ramon y Cajal, 1911; Price and Powell, 1970a; Schneider and Macrides, 1978). Very little is known regarding the role of these non-GC neurons and the modulatory afferents they receive. Dashed box = schematic representation of the PPG>MC>GC microcircuit. Note that the PPG neuron (forest green) is a subset of the dSAC variety (kelly green) located within the GCL. It has excitatory synaptic connections with both the GC and the MC (blue plus signs), following which, the GC has a classical dendro-dendritic reciprocal synapse onto MCs (gray double arrow) where it can exert inhibition (red minus sign). OE, olfactory epithelium; GML, glomerular layer; EPL, external plexiform layer; MCL, mitral cell layer; IPL, internal plexiform layer; GCL, granule cell layer; OSNs, olfactory sensory neurons; PG, periglomerular cell; sSAC, superficial short axon cell; ETC, external tufted cell; sTC, superficial tufted cell; TC, tufted cell; MC, mitral cell; dSAC, deep short axon cell; GC, granule cell; PPG, preproglucagon neuron; EPLi, interneuron of the external plexiform layer.


Due to the complexity of the neurolamina and diversity of the interneurons in the olfactory bulb, discovery of the mechanisms of neuromodulation of the olfactory output remains an ongoing process. This is particularly true for the largest neurolamina of the bulb, the granule cell layer (GCL), where much is known regarding the inhibitory network of granule cells (GC), yet the heterogeneity of non-GCs types in this region (Ramon y Cajal, 1911; Price and Powell, 1970a; Schneider and Macrides, 1978; Nagayama et al., 2014) does not afford a clear or completed picture of synaptic communication. A population of pre-proglucagon (PPG) neurons in the GCL has been discovered (Merchenthaler et al., 1999; Thiebaud et al., 2016) to project axons to the internal plexiform layer (IPL) and the mitral cell layer (MCL), and are speculated to release glucagon-like peptide 1, or GLP-1 (Thiebaud et al., 2016, 2019). The PPG neurons are a specialized type of deep short-axon cell (dSAC) (Eyre et al., 2008) and present stellate dendrites with abundant dendritic spines (Thiebaud et al., 2016, 2019; Burton et al., 2017). Stimulating PPG neurons can produce an excitatory or an inhibitory response on MCs due to a multi-synaptic interaction: PPG neurons form dendrodendritic synapses with MCs (PPG-MC) and with granule cells (PPG-GC). These three cell types therefore form a PPG neuron>MC>GC microcircuit (Figure 2, dashed box). Both synapses are usually excitatory, but stimulating GCs results in an inhibition of MCs through the release of GABA (Thiebaud et al., 2019). The functional significance of the microcircuit they hence establish, as a unique excitatory class of glutaminergic interneuron, remains incompletely known. Previous research on PPG neurons in the nucleus tractus solitarius (NTS) has shown that these neurons could be modulated by metabolic-related hormones such as cholecystokinin (CCK) (Hisadome et al., 2011) and leptin (Hisadome et al., 2010). These NTS PPG neurons have been suggested to provide a link between the energy state of an individual and their response to stress (Maniscalco et al., 2015). A negative energy balance induced by overnight fast was shown to block neural and behavioral responses to acute stress through inhibiting the activity of the NTS PPG neurons (Maniscalco et al., 2015). By comparison, PPG neurons in the olfactory bulb could act as a link between the individual's energy/nutritional state and their olfactory response. The expression of a variety of metabolic hormones such as ghrelin, orexins, leptin, insulin, CCK and their receptors (Palouzier-Paulignan et al., 2012) would allow the olfactory bulb to detect metabolic state while simultaneously modulating olfactory information processing.

Gut peptides such as GLP-1, CCK and leptin have been well-demonstrated to modulate olfactory circuit dynamics and could serve as plausible neuromodulators of PPG neurons (Ravel et al., 1990; Lemaire et al., 1994a,b; Prud'homme et al., 2009; Palouzier-Paulignan et al., 2012; Ma et al., 2013; Thiebaud et al., 2016, 2019; Sun et al., 2019) (see Table 1). Indeed, in the nucleus of the solitary tract, GLP-1-expressing neurons are modulated by CCK and leptin (Hisadome et al., 2010, 2011). It is not known whether the analogous PPG neurons in the olfactory bulb are also modulated by leptin and CCK. CCK was first reported in the gastrointestinal tract and later in the CNS (Vanderhaeghen et al., 1975). It represents the most abundant neuropeptide in the CNS, being found in the amygdala, cerebral cortex, hypothalamus, and olfactory system. Specifically within the olfactory system, CCK is expressed in the olfactory bulb, the olfactory tubercle and the piriform cortex (Beinfeld et al., 1981; Dupont et al., 1982; Ekstrand et al., 2001; Gutiérrez-Mecinas et al., 2005). Within the olfactory bulb, CCK immunoreactivity is detected in the superficial tufted cells and in the IPL (Marks et al., 2006; Kosaka and Kosaka, 2007) while the CCK receptors are located in the IPL, juxtaglomerular and MCL (Mercer and Beart, 1997). Leptin, alternatively, is produced by peripheral adipocytes and is involved in the regulation of body weight and food intake depending upon the nutritional state (Friedman and Halaas, 1998; Baly et al., 2007). Several studies support peripheral and central production of leptin (Morash et al., 1999). Leptin is capable of crossing the blood brain barrier using a saturable receptor-mediated mechanism (Banks, 2001). Leptin receptors are found in the central nervous system including the hypothalamus and the olfactory bulb (Guan et al., 1997; Elmquist et al., 1998). Fasting increases the transcription of leptin mRNA. Specifically within the olfactory system, leptin receptors have been shown to modulate spontaneous and odor-evoked electric activity in olfactory sensory neurons and to decrease the spontaneous firing of MCs (Baly et al., 2007; Savigner et al., 2009). In vivo experiments indicate that leptin inhibits odor-evoked oscillations (Sun et al., 2019) and decreases olfactory sensitivity (Julliard et al., 2007; Alkam et al., 2011; Sun et al., 2019).


Table 1. Overview of gut peptides and hormones that modulate olfaction.
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Although it is not known if CCK or leptin have the capacity to modulate neural activity of the olfactory PPG neurons, as mentioned above, the interneurons in the GCL of the olfactory bulb additionally receive multiple centrifugal projections from higher brain areas including serotonergic, noradrenergic, cholinergic, and cortical feedback fibers. These centrifugal projections are believed to modulate olfactory information processing depending upon an animals' metabolic state.

Afferent serotonergic fibers that originate from the dorsal and medial raphe nuclei innervate all layers of the olfactory bulb, and thus the transmitter could serve as a neuromodulator of PPG neurons. One important mechanism underlying the ability to achieve diverse serotonergic modulation in the olfactory bulb is the broad expression of serotonin (5-HT) receptor subtypes (I to III). Indeed both in vitro and in vivo studies have shown diverse effects on different targets in the olfactory bulb by serotonergic modulation (Hardy et al., 2005b; Dugue and Mainen, 2009; Petzold et al., 2009; Liu et al., 2012; Schmidt and Strowbridge, 2014; Brill et al., 2016; Gaudry, 2018; Sizemore et al., 2020).

Similar to that of widespread serotoninergic innervation, centrifugal cholinergic fibers from the horizontal limb of the diagonal band of Broca innervate all layers of the olfactory bulb (Macrides et al., 1981; Záborszky et al., 1986). Bulbar neurons express nicotinic (nAChR) and muscarinic (mAChR) acetylcholine receptors (Castillo et al., 1999; Ghatpande et al., 2006; Pressler et al., 2007), conferring the cholinergic system the capacity to modulate specific synapses involved in olfactory information processing. At a circuit level, cholinergic modulation has been shown to target the glomerular microcircuit and modulate reciprocal, dendrodendritic synapses between MCs and GCs (Castillo et al., 1999; Ghatpande et al., 2006; Pressler et al., 2007). Behavioral studies indicate that the cholinergic system is involved in the regulation of several olfactory-guided behaviors in mice including odor discrimination (Doty et al., 1999; Chaudhury et al., 2009; D'Souza and Vijayaraghavan, 2014; Smith et al., 2015), short-term olfactory memory and fine tuning of MC activity (Devore and Linster, 2012), and olfactory perceptual learning (Fletcher and Wilson, 2002; Wilson et al., 2004).

All these neuromodulatory studies indicate that the increased excitatory drive in GCs might shift the excitatory/inhibitory (E/I) balance in MCs toward inhibition, ultimately influencing MCs input-output relationship. Therefore, acetylcholine (ACh) influences the final message to the olfactory cortex enhancing specificity and temporal precision of odor-evoked responses in MCs. Serotonergic and cholinergic modulation within the olfactory bulb is summarized in Table 2.


Table 2. Overview of centrifugal olfactory neuromodulators.
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In summary, given the paucity of information regarding the purpose of this newly discovered microcircuit, we thereby focused our study upon what might modulate PPG neuron activity by testing suspected metabolic hormones or neurotransmitters well-studied in the olfactory bulb, and whose receptors were known to be expressed in this lamina. A series of ex vivo slice electrophysiology experiments were performed to determine the basal membrane properties of these neurons and identify possible changes in excitability induced by neurotransmitters or metabolic-related hormones that are common signaling molecules in the olfactory bulb. Less is known about how metabolic peptides and neuromodulators control specific neuronal subpopulations. Such a PGG>MC>GC microcircuit has the potential to be recruited to provide neuromodulation during ever changing metabolic states induced by feeding and fasting.



MATERIALS AND METHODS


Ethical Approval

All animal experiments were approved by the Florida State University (FSU) Institutional Animal Care and Use Committee (IACUC) under protocol #1427 and were conducted in accordance with the American Veterinary Medicine Association (AVMA) and the National Institutes of Health (NIH). In preparation for olfactory slice electrophysiology, mice were anesthetized with isoflurane (Aerrane; Baxter, Deerfield, IL, USA) using the IACUC-approved drop method and were then sacrificed by decapitation (Leary, 2020).



Animal Care

Detection of pre-proglucagon (PPG) neurons expressing a red fluorescent protein (RFP) was achieved by crossing Rosa26-tandem-dimer red fluorescent protein (tdRFP) reporter mice (Luche et al., 2007) with mice expressing Cre recombinase under the control of the pre-proglucagon promoter (GLU-Cre12 mice) (Parker et al., 2012). For simplification, homozygous progeny resulting from the breeding of GLU-Cre12 and Rosa26 tdRFP mice are referred to as PPG-Cre-RFP mice (Thiebaud et al., 2019). All mice were housed in the Florida State University vivarium on a standard 12 h/12 h light/dark cycle and were allowed ad libitum access to 5001 Purina Chow (Purina, Richmond, VA, USA) and water. Mice of both sexes at post-natal day 20–45 were used for slice electrophysiology experiments.



Solutions and Reagents

Artificial cerebral spinal fluid (ACSF) contained (in mM): 119 NaCl, 26.2 NaHCO3, 2.5 KCl, 1 NaH2PO4, 1.3 MgCl2, 2.5 CaCl2, 22 glucose; 305–310 mOsm, pH 7.3-7.4. Sucrose-modified artificial cerebral spinal fluid (sucrose ACSF) contained (in mM): 83 NaCl, 26.2 NaHCO3, 1 NaH2PO4, 3.3 MgCl2, 0.5 CaCl2, 72 sucrose, 22 glucose, 5 sodium ascorbate, 2 thiourea, 3 sodium pyruvate; 315–325 mOsm, pH 7.3–7.4. The intracellular pipette solution contained (in mM): 135 K gluconate, 10 KCl, 10 HEPES, 10 MgCl2, 2 Na-ATP, 0.4 Na-GTP; 280–290 mOsm, pH 7.3–7.4. All salts and sugars were purchased from Sigma-Aldrich (St. Louis, MO, USA) or Fisher Scientific (Pittsburgh, PA, USA). The synaptic blockers 2,3-dihydroxy-6-nitro-7-sulfamoyl-benzo[f]quinoxaline (NBQX), D-(-)-2-amino-5-phosphonopentanoic acid (APV), and 2-(3-carboxypropyl)-3-amino-6-(4 methoxyphenyl) pyridazinium bromide (gabazine) were purchased from Ascent Scientific (Princeton, NJ, USA). All synaptic blockers were prepared as stock solutions (NBQX 5 mM, APV 25 mM, gabazine 6 mM) in Milli-Q water and stored at −20°C. They were diluted to working concentrations (NBQX 5 μM, APV 50 μM, gabazine 6 μM) in ACSF on the day of use. All pharmacological agents were introduced to the olfactory bulb slices through the bath chamber using ACSF as the control vehicle.

Serotonin hydrochloride (5-HT, H9523–100 mg, Sigma) was prepared at stock concentration (0.8 mM) in ACSF and was diluted to working concentrations (40 μM) in ACSF on the day of use. Stock solutions were prepared in Milli-Q water for the following drugs that were then diluted in ACSF to working concentrations on the day of use: 5 mM acetylcholine chloride (ACh, A6625-10 mg, Sigma), 0.2 mM cholecystokinin octapeptide (sulfated) ammonium salt (CCK, H2080-1 mg, Bachem Americas, Inc., Torrance, CA), 0.1 mM leptin (116–130) amide (mouse) trifluoroacetate salt (Leptin, H3966-1 mg, Bachem).



Olfactory Bulb Slice Electrophysiology

Mice were anesthetized by inhalation of isoflurane (see Ethical Approval section), quickly decapitated, and then the olfactory bulbs were exposed by removing the dorsal and lateral portions of the skull between the lambda suture and the cribriform plate. The olfactory bulbs were harvested and prepared for slice electrophysiology as described previously (Fadool et al., 2011). Briefly, after removing the dura, a portion of forebrain attached with the olfactory bulbs were cut and quickly glued to a sectioning block with Superglue (Lowe's Home Improvement, USA), and submerged in oxygenated (95%O2 / 5%CO2), ice-cold, sucrose-modified ACSF for ~2 minutes (min) prior to vibratome sectioning (Vibratome/Leica Model 1000, Wetzlar, Germany). Coronal sections were made at a thickness of 300 μM and then allowed to recover in an interface chamber (Krimer and Goldman-Rakic, 1997) for 20–30 min at ~33°C containing oxygenated ACSF. The slices were then maintained at room temperature (~23°C) for about 60 min before recording. Olfactory bulb slices were recorded in a continuously-perfused (Ismatec; 1–2 ml/min), submerged-slice recording chamber (RC-26, Warner Instruments, Hamden, CT) with ACSF at room temperature. Slices were visualized at 10× and 40× using an Axioskop 2FS Plus microscope (Carl Zeiss Microimaging, Inc., Thornwood, NY) equipped with infrared detection capability (Dage MTI, CCD100, Michigan, IN). Electrodes were fabricated from borosilicate glass (Hilgenberg #1405002, Malsfeld, Germany) to a pipette resistance ranging from 9 to 15 MΩ. Positive pressure was retained while navigating through the olfactory bulb laminae until a slight increase in the pipette resistance (typically 0.1–0.2 MΩ) was observed; indicating that the pipette tip had made contact with the cell. A giga-ohm seal (Re = 2.0–16.4 GΩ) was achieved by releasing positive pressure and simultaneously applying a light suction. The whole-cell configuration was established by applying a rapid but strong suction to the lumen of the pipette while monitoring resistance.

After establishing a whole-cell configuration, PPG neurons were first sampled for adequate resting potential (< –70 mV) and proper series resistance (<60 MΩ) prior to initiating a series of current-clamp recordings. Perithreshold current levels were determined by incrementally injecting 1,200 milliseconds (ms)-long, 25 pA steps of current every 10 s, starting at −100 pA. Following the determination of spike threshold, cells were then stimulated with a long, perithreshold current step of 5,000 ms duration (typically ranging from 5 to 50 pA) every 18 s to acquire spike frequency data.



Data Acquisition and Statistical Analysis

Current-clamp experiments were performed using a Multiclamp 700B amplifier (Axon Instruments, Molecular Devices, Sunnyvale, CA). The analog signal was filtered at 10 kHz and minimally digitally sampled every 100 μs. The signals were digitized with a Digidata 1440A digitizer (Axon Instruments, Molecular Devices). The pipette capacitance was electrically compensated through the capacitance neutralization circuit of the Multiclamp 700B amplifier. Resting membrane potentials were corrected for a calculated −14 mV junction potential offset. Membrane capacitance and input resistance were acquired from the membrane test function of Clampex 10.3 (Axon Instruments). Data were analyzed using Clampfit 10.3 (Axon CNS), in combination with the analysis packages Origin 8.0 (MicroCal Software, Northampton, MA), and Igor Pro 6.0.2 (Wavemetrics Inc., Portland, OR) with the NeuroMatics 2.02 plugin (written by Jason Rothman). Baseline, treatment, and washout values were calculated from the mean of at least 10 consecutive traces. Statistical significance was determined between baseline biophysical property and that following the modulator using a two-tailed, paired t-test or a one-way repeated measures (RM) analysis of variance (ANOVA) at the 95% confidence level (α = 0.05). All sampled populations were analyzed using Prism 6 (GraphPad Software Inc., CA, USA). All reported values are mean (standard deviation -SD) unless otherwise noted.




RESULTS


Electrophysiological Properties of PPG Neurons

Under our recording conditions nearly all PPG neurons lacked spontaneous firing at rest. Once an adequate resting membrane potential (< −70 mV) was sampled, perithreshold current levels were determined by incrementally injecting 1,200 milliseconds (ms)-long, 25 pA steps of current every 10 s, starting at −100 pA (Figure 3). All PPG neurons showed a “sag” potential at a hyperpolarized state. The “sag” potential is associated with hyperpolarization-activated, cyclic nucleotide-gated (HCN) channels (He et al., 2014) and is defined as the membrane potential difference between the peak potential and the tail potential. Basic electrophysiological properties of PPG neurons are tabled for a population of 21 neurons along with a representative recording and summary graph of action potential firing frequency vs. injected current (input-output) in Figure 3.


[image: Figure 3]
FIGURE 3. Representative current-clamp recording of a pre-proglucagon (PPG) neuron. (A) Perithreshold current levels were determined by incrementally injecting 1,200 ms-long, 25 pA steps of current every 10 s, starting at −100 pA. Notice the rebound firing after hyperpolarization and the degree of adaptation in action potential (AP) firing frequency. (B) Plot of injected current vs. mean action potential firing frequency (input-output relationship) for 21 sampled PPG neurons. (C) Basic intrinsic properties of a sampled population of PPG neurons are listed in the chart.




The Regulation of PPG Neurons by Centrifugal Projections

Because the olfactory bulb receives multiple centrifugal projections from higher brain areas including serotonergic, cholinergic, and noradrenergic afferents, we first examined the possible top-down regulation of PPG neurons by these centrifugal projections. Despite widespread serotonin fiber innervation, bath application of serotonin (40 μM, n = 4) had no effect on PPG neuron evoked action potential firing frequency (Figures 4A,B, paired t-test, p > 0.05). Bath application of acetylcholine (ACh; 100 μM), however, caused increased excitation of PPG neurons (Figure 5). Recording in the current-clamp mode, bath application of ACh resulted in the development of a spike train with prominent spike adaptation over the course of the burst (Figures 5A,B). With continued ACh application, spike trains ceased over the course of 2–3 min and an increase in spike frequency remained (Figure 5C). The mean spike frequency was significantly increased (1.9 ± 0.6-fold; n = 21, 1-way RM ANOVA, Tukey's post-hoc test, p < 0.001, Figure 5D), compared with that of pre-stimulation and post-stimulation (wash). In an additional two cells, ACh delayed the latency to the first spike (control: 253 ± 30 ms, ACh: 396 ± 4 ms) but did not modify spike frequency.


[image: Figure 4]
FIGURE 4. The activity of PPG neurons is not modulated by serotonin (5-HT) (A) Representative current-clamp recording elicited by injecting a perithreshold current of 25 pA with a pulse duration of 5 s in 18 s intervals. A baseline recording of 15 min was acquired before switching to bath application of 5-HT for an additional 30 min. (B) Bar/scatter plot of the mean AP firing frequency under baseline then 5-HT stimulation conditions in 4 cells, not significantly different, paired t-test, p > 0.05.



[image: Figure 5]
FIGURE 5. PPG neurons were excited by acetylcholine (ACh). Representative current-clamp recording elicited by injecting a perithreshold current of 12 pA with a pulse duration of 5 s in 18 s intervals. (A) A baseline recording of 5 min was acquired before (B) switching to bath application of ACh for 5 min, followed by a wash out. Note development of bursting activity with prominent spike adaptation within the burst. (C) Example raster plot of the cell in A-B indicating 5 s pulse duration vs. time of recording period (12 min). Arrows indicate the times when ACh was introduced or washed from the bath, respectively. (D) Bar/line graph of the mean spike frequency changes for 21 sampled PPG neurons under baseline, ACh, and wash conditions. ***Significantly-different from baseline, one-way RM ANOVA with Tukey's post-hoc test, p < 0.001.




The Regulation of PPG Neurons by Metabolic-Related Signals

Previous evidence has shown that PPG neurons in the NTS can be modulated by metabolic-related hormones such as leptin or cholecystokinin (CCK) (Hisadome et al., 2010, 2011). Bath application of leptin did not significantly modulate action potential firing frequency of PPG neurons (Figures 6A,B, paired t-test, p > 0.05). Bath application of CCK (0.8 μM), however, led to either a significant increase in firing in 52 percent of the recorded neurons (1.7 ± 0.4-fold; n = 11, 1-way RM ANOVA, Tukey's post-hoc test, p < 0.01, Figures 7A–D) or cessation of firing (n = 10, Figures 7E–H) in 48% of the recorded neurons, where a majority of these inhibited neurons (8 of 10) did not recover following washout. Following the ingestion of a meal, another altered signal other than satiety hormones can be glucose availability. We were curious as to whether PPG neurons might be glucose sensitive as we previously reported for that of MCs (Tucker et al., 2013). PPG neurons were thus stimulated with a peri-stimulus evoked current intensity (40 pA) and then bath application of the standard ACSF (22 mM glucose) was switched to a modified ACSF balanced osmotically with mannitol (1 mM glucose). A subset of PPG neurons (6 of 16 cells; 38%) showed a modest increase in action potential firing frequency (1.2 ± 0.4-fold) that was not significantly different than that of baseline (paired t-test, p = 0.13) and was accompanied by a 1–2 mV depolarization (Figure 8).


[image: Figure 6]
FIGURE 6. The activity of PPG neurons is not modulation by leptin. (A) Representative current-clamp recording and (B) bar/scatter plot of the mean AP firing frequency as in Figure 4, but for leptin, n = 7, not significantly different from baseline, paired t-test, p > 0.05.



[image: Figure 7]
FIGURE 7. Cholecystokinin (CCK) evoked increased or decreased excitability of PPG neurons. (A) Representative action potentials elicited under baseline (Con), neuromodulator (CCK), and washout (Wash) conditions. (B) Line graph of the recording in A where AP firing frequency vs. time of the recording is plotted. (C) Example raster plot of the cell in (A,B). (D) Bar/line graph of the mean spike frequency changes for 11 sampled PPG neurons. **Significantly-different from baseline and wash, one-way RM ANOVA with Tukey's post-hoc test, p < 0.01. (E–H) Same as top panels but for 10 sampled PPG neurons that were inhibited by CCK.
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FIGURE 8. PPG neurons are not glucose sensitive. (A) Representative current-clamp recording elicited by injecting a perithreshold current of 40 pA with a pulse duration of 5 s in 18 s intervals. A baseline recording of 6 min was acquired for the PPG neuron under control ASCF conditions (22 mM) before switching to a bath application of low glucose (1 mM) for 6 min, followed by a return to original control ASCF for 6 min. (B) Line graph of the cell in (A) plotting action potential firing frequency over time. (C) Bar/line graph of the mean spike frequency changes for 6 of 16 sampled PPG neurons that had a change of at least 0.5 Hz following low glucose. Not significantly-different from baseline and wash, one-way RM ANOVA with Tukey's post-hoc test, p >0.05.





DISCUSSION

Performing ex vivo olfactory bulb slice experiments allowed us to understand the extent of neuromodulation of PPG neurons, a unique excitatory interneuron that is part of a recently discovered microcircuit. We discovered that these PPG neurons exhibit enhanced bursting and firing frequency in the presence of the neurotransmitter ACh yet are unmodulated by serotonin. Given that the olfactory bulb integrates both intrinsic and extrinsic regulatory feedback to shape MC and TC excitability before conveying the olfactory information to the piriform cortex (Cleland and Linster, 2005; Devore and Linster, 2012; Igarashi et al., 2012; Linster and Cleland, 2016; Lizbinski and Dacks, 2017), it appears that extrinsic sources of modulation that have been richly studied in the olfactory system (McLean and Shipley, 1987a,b; Mandairon et al., 2006; Matsutani and Yamamoto, 2008; Fletcher and Chen, 2010; Devore and Linster, 2012; Lizbinski and Dacks, 2017; Brunert and Rothermel, 2021) could significantly impact the function of PPG neurons (Figure 9). Extrinsic neuromodulation is thought to provide contextual information regarding the behavioral and chemical state of an animal and to influence olfactory sensitivity and olfactory-based behaviors. We also found that these PPG neurons could be differentially modulated by the metabolic-related hormone CCK but were not responsive to leptin. Metabolic peptides, neuropeptides, and hormones represent an extra source of extrinsic modulation in the olfactory system (Palouzier-Paulignan et al., 2012).


[image: Figure 9]
FIGURE 9. Extrinsic modulation of PPG neurons. Schematic diagram summarizing the effects mediated by CCK and ACh on PPG neuronal firing. CCK release by the blood vessels may either reduce or enhance AP firing frequency while ACh released by cholinergic fibers increases action potential firing frequency while eliciting bursting behavior. Such diversity of modulation of PPG neurons within a PPG>MC>GC microcircuit could allow great dynamics of outputted information by MCs to the higher olfactory cortical areas.


In defining the intrinsic properties of PPG neurons, the resting potential was more negative than that of GCs in general, but the input resistance was very much in keeping with values reported for GCs (Wellis and Kauer, 1994; Hall and Delaney, 2002; Pinato and Midtgaard, 2003). All PPG neurons exhibited a significant hyperpolarization-induced “sag” potential. The “sag” potential is attributed to a hyperpolarization-activated, cyclic nucleotide-gated (HCN) channel (He et al., 2014). In mammals there are four subtypes of this channel (HCN1-4) expressed widely throughout the CNS (Notomi and Shigemoto, 2004). Although all isoforms have been immunocytochemically identified in the olfactory bulb, HCN3-expressing axon bundles have been noted to be dispersed across the GCL (Notomi and Shigemoto, 2004). Activation of HCN channels leads to increased permeability of potassium and sodium ions, producing an inward, Ih current (Biel et al., 2009). Ih current is known to play important roles in stabilizing the resting membrane potential (Llinas and Jahnsen, 1982; Lupica et al., 2001) and integrating the synaptic inputs (Magee, 1998). Ih current has been implicated in a variety of physiological processes including learning and memory, sleep and wakefulness, sensation, and perception (Robinson and Siegelbaum, 2003). It has been shown that Ih currents are involved in adjusting sensory signal transduction and perceiving environmental stimuli (Orio et al., 2009; Zhou et al., 2010). In the visual system, Ih current has been well-characterized in photoreceptor cells where it has been shown to contribute to visual adaptation to bright light (Bader et al., 1979; Attwell and Wilson, 1980). In the taste system, HCN channels generate the sensory receptor potential to mediate sour taste response (Stevens et al., 2001). In general, HCN channels are regulated by wide-ranging cellular signals and their dysregulation has been shown to involve multiple pathological conditions such as epilepsy, neuropathic pain, parkinsonian disease (He et al., 2014). Interestingly ACh can both inhibit (Heys et al., 2010) and upregulate (Pian et al., 2007) HCN channels. It will be interesting to examine whether the modulation of PPG neurons by ACh is targeting Ih current, which may adjust olfactory signal transduction and eventually lead to changes in the olfactory perception.

The important role of cholinergic modulation of olfactory acuity has been long established (Fletcher and Wilson, 2002; Wilson et al., 2004; Chaudhury et al., 2009; Devore et al., 2014; D'Souza and Vijayaraghavan, 2014; Smith et al., 2015; Linster and Cleland, 2016; Cho and Linster, 2020). More specifically, odor response tuning of M/TCs is sharpened by the cholinergic input, thereby facilitating contrast enhancement (Castillo et al., 1999; Ma and Luo, 2012). The olfactory bulb receives cholinergic input from the horizontal limb of the diagonal band of Broca (HDB) of the basal forebrain (Záborszky et al., 1986; Kasa et al., 1995). Interestingly, this basal forebrain cholinergic system also projects to the hypothalamus and has been shown to modulate appetite-related synapses in lateral hypothalamic slices (Jo et al., 2005). A recent study has shown that the basal forebrain to hypothalamus cholinergic circuit plays an important role in regulating feeding behavior (Herman et al., 2016). When the cholinergic signaling was impaired either by ablating cholinergic neurons or knockdown of the transmitter's degradation enzyme, acetylcholine transferase, animals showed increased food intake leading to severe obesity. Alternatively, enhanced cholinergic signaling led to decreased food intake. Analogous to these studies, a link between satiation/positive energy state and altered olfactory processes could be constructed. Through unknown mechanisms, feeding activates the basal forebrain cholinergic neurons (Herman et al., 2016), which, in turn, will act on hypothalamic targets to exert their appetite suppression effect. One could speculate that this could simultaneously modulate the activity of PPG neurons in the olfactory bulb to alter olfactory processes.

Hormones and nutritionally important molecules that govern our state of satiety and hunger are classically defined as either orexigenic or anorexigenic signals, meaning those that stimulate or inhibit food intake, respectively. These molecules are produced by the gastrointestinal tract, adipose tissue, and the pancreas, and serve as an additional source of extrinsic modulation to the olfactory system, and, in particular, the olfactory bulb (Palouzier-Paulignan et al., 2012; Julliard et al., 2017; Kolling and Fadool, 2020). Receptors for orexigenic signaling pathways (i.e., ghrelin, neuropeptide Y, endocannabinoids, orexin, somatostatin) and anorexigenic pathways (i.e., insulin, GLP-1, leptin, and CCK) are expressed throughout the neurolamina of the olfactory bulb [see detailed reviews - Palouzier-Paulignan et al. (2012) and Julliard et al. (2017)].

Leptin and CCK are two anorectic hormones that we examined as neuromodulators of PPG neurons. Both are synthesized in the periphery and curb hunger. Removal of leptin or leptin receptors in mice causes an increase in olfactory performance in hidden odor tasks, which is decreased to control levels when the hormone is restored (Getchell et al., 2006). Central injections of leptin into fasted rats causes a dose-dependent decrease in olfactory detection (Julliard et al., 2007). Leptin receptors are found in the GML and on MCs (Shioda et al., 1998; Prud'homme et al., 2009), and also on astrocytes within the GCL, rather than on neurons (Prud'homme et al., 2009). This astrocytic pattern of GCL expression of the hormone receptor may be consistent with our lack of direct modulation of the PPG neurons in this lamina. In contrast, PPG neurons had differential responses to CCK: some neurons were excited, and some were inhibited. Such a heterogeneous response might suggest different subtypes of PPG neurons that express different CCK receptors or different activation of downstream intracellular signaling pathways. As a whole, few functional studies have examined CCK modulation in the olfactory bulb. Ex vivo recordings have indicated that CCK modulates MCs excitability by increasing action potential frequency (Ma et al., 2013) and behavioral studies have shown that activation of CCK receptors (CCK-A and CCK-B) modulate olfactory recognition and memory retention in rodents (Lemaire et al., 1994a,b).

Finally, the blood brain barrier surrounding the olfactory bulb is more permeable than other brain regions (Ueno et al., 1991, 1996) and it has been suggested that metabolic molecules can easily penetrate and bind to receptors for hormones broadly expressed in the olfactory system to modulate the electrical activity of olfactory networks (Fadool et al., 2000, 2011; Apelbaum et al., 2005; Hardy et al., 2005a; Lacroix et al., 2008; Savigner et al., 2009; Kuczewski et al., 2014). For example, insulin and glucose modulate the firing activity of MCs through post-translational modifications and other interactions with the voltage-gated potassium ion channel, Kv1.3 (Fadool et al., 2000, 2011; Savigner et al., 2009; Kuczewski et al., 2014). Despite this, we did not observe any significant glucose sensitivity of PPG neurons under our recording conditions. It may be that a combined environment where there are changes in both neurotransmission and metabolic factors, is required to produce synergistic changes for modulation of PPG neuronal excitability. It would be interesting in future investigations to explore cholinergic modulation, for example, while modifying glucose availability.

In summary, our study has furthered our biophysical understanding of a novel class of dSACs called PPG neurons that define a microcircuit within the olfactory bulb to modulate MC outputs. Future experiments need to probe olfactory behavioral changes in response to loss or gain of PPG neuron function. Because both central and peripheral effects of GLP-1 have demonstrated reduction in food intake (Williams, 2009), links between olfactory and ingestive behaviors should be sought. Due to the fact that GLP-1 is secreted after meal ingestion, it's possible that the GLP-1 system in the olfactory bulb could link weaker odor sensing to satiety state to inhibit food intake.
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Our sensory systems such as the olfactory and visual systems are the target of neuromodulatory regulation. This neuromodulation starts at the level of sensory receptors and extends into cortical processing. A relatively new group of neuromodulators includes cannabinoids. These form a group of chemical substances that are found in the cannabis plant. Δ9-tetrahydrocannabinol (THC) and cannabidiol (CBD) are the main cannabinoids. THC acts in the brain and nervous system like the chemical substances that our body produces, the endogenous cannabinoids or endocannabinoids, also nicknamed the brain’s own cannabis. While the function of the endocannabinoid system is understood fairly well in limbic structures such as the hippocampus and the amygdala, this signaling system is less well understood in the olfactory pathway and the visual system. Here, we describe and compare endocannabinoids as signaling molecules in the early processing centers of the olfactory and visual system, the olfactory bulb, and the retina, and the relevance of the endocannabinoid system for synaptic plasticity.
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INTRODUCTION

Along their pathways, neural elements of sensory systems are targeted by a variety of modulatory regulators. A relatively new group of neuromodulators includes cannabinoids. These form a group of chemical substances that are found in the cannabis plant. Δ9-tetrahydrocannabinol (THC) and cannabidiol (CBD) are the main cannabinoids. THC acts in the brain and nervous system like the chemical substances that our body produces, the endogenous cannabinoids or endocannabinoids (eCBs), also nicknamed the brain’s own cannabis (Nicoll and Alger, 2004). The two cannabinoid receptors, CB1 and CB2, together with the eCBs, form the endocannabinoid system (Iannotti et al., 2016). The eCB system was first discovered because it can be activated by a plant-derived compound, namely, THC, the bioactive ingredient of cannabis (Ameri, 1999). Although cannabinoid receptors can be artificially activated by THC, CB1, exist in all normal brains (Herkenham et al., 1991; Matsuda et al., 1993) and subserve many essential brain functions when activated by their natural ligands, eCBs, e.g., motor behavior, learning, memory, cognition and pain reception. The endocannabinoid system has emerged as a critical regulatory system for many bodily functions in health and disease (Di Marzo and Petrosino, 2007). Furthermore, endocannabinoids are increasingly considered as neuroprotective agents (Lafreniere and Kelly, 2018; Baul et al., 2019; Gonçalves et al., 2020; Junior et al., 2020). The study of the endocannabinoid system has the potential to pave the way for developing cannabis-related substances as medications and cannabinoid-based therapies in the treatment of various brain disorders.

Endocannabinoids are derived from membrane lipids and activate cannabinoid receptors. The two main eCBs that have been primarily implicated in cannabinoid signaling are 2-arachidonoyl glycerol (2-AG, Mechoulam et al., 1995; Sugiura et al., 1995) and arachidonoyl ethanolamine (AEA, anandamide, Devane et al., 1992). These lipid messengers are derived from membrane lipids upon neuronal activation and are broken down enzymatically, extracellularly after receptor activation. Endocannabinoids are part of a larger family of lipids that have been hypothesized to play physiological roles in the body (Piomelli, 2003).

Many CB1 expressing neurons in the CNS are GABAergic (Tsou et al., 1998). In these cases, eCBs activate CB1 at presynaptic terminals to reduce transmitter release, either glutamate (Lévénés et al., 1998; Takahashi and Linden, 2000; Kreitzer and Regehr, 2001b) or GABA (Katona et al., 1999; Hoffman and Lupica, 2000; Ohno-Shosaku et al., 2001; Varma et al., 2001; Wilson and Nicoll, 2001; Diana et al., 2002). Endocannabinoids mediate a type of short–term synaptic plasticity, originally observed in the hippocampus and cerebellum (Kreitzer and Regehr, 2001a; Wilson and Nicoll, 2001), namely DSI (Depolarization-induced Suppression of Inhibition). In DSI, depolarized principal neurons release eCBs that travel to presynaptic inhibitory interneurons, activate CB1 at presynaptic terminals, and subsequently, transiently reduce presynaptic firing and neurotransmitter (GABA or glutamate) release. A similar CB1-mediated phenomenon, Depolarization-induced Suppression of Excitation (DSE) was observed at excitatory synapses onto Purkinje cell synapses in the cerebellum (Kreitzer and Regehr, 2001b). The retrograde signaling of endocannabinoids has become a hallmark feature of this signaling system.

This review is structured in the following manner: first, the circuitry of two sensory systems, olfactory and visual, will be outlined, followed by a description of the components of the endocannabinoid system within the circuitry. The eCB-mediated neuromodulation of that circuitry and behavioral effects will be covered next. The review will conclude with a comparison of key findings for both sensory systems and an outlook for future research questions.



COMPARISON OF EARLY OLFACTORY AND VISUAL PROCESSING

While the basic signaling functions of the endocannabinoid system are understood relatively well in limbic structures such as the hippocampus and the amygdala, this signaling system is less well understood in the olfactory pathway (Terral et al., 2020; Heinbockel et al., 2021) and visual system. Here, we describe the early olfactory and visual pathways and compare and contrast endocannabinoids as signaling molecules in them and the relevance of the endocannabinoid system for synaptic plasticity. In the olfactory system, the focus is on the glomerular layer of the main olfactory bulb, the first central relay station for olfactory information coming from olfactory receptor cells in the nose. In the visual system, the focus is on retinal circuits (Figure 1). Even though the olfactory system is distinctly different from the visual system in structure and function, early sensory processing engages similar circuit mechanisms in both systems, such as lateral inhibition, feedforward, and feedback inhibition and excitation, and convergence of sensory neurons on downstream output neurons (Figure 2). The two sensory systems utilize similar computational transformations, suggesting that the main olfactory bulb is directly comparable to the retina, albeit the underlying algorithms mediating the transformations are different because of different physical properties of the stimuli of the two systems (Cleland, 2010). A simplified circuit diagram of the neural elements of this early processing looks very similar in both systems (Figure 2). A comparison of these two sensory systems at their first synaptic relays and its neural circuitry appears to be rewarding with regard to eCB modulation.
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FIGURE 1. Diagrams of the olfactory (A) and visual (B) pathway. (A) GL—glomerulus, LOT—lateral olfactory tract, AON—anterior olfactory nucleus, OT—olfactory tubercle, PC—piriform cortex, EC—entorhinal cortex, AC—amygdaloid complex, TT—tenia tecta, nLOT—nucleus of Lateral Olfactory Tract. (B) Simplified visual pathway of light responses through photoreceptors, bipolar cells, and ganglion cells and on to lateral geniculate nucleus (LGN) in the thalamus. Retinal horizontal and amacrine cells are omitted to highlight the pathway of the light response.
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FIGURE 2. Neural circuitry in the early olfactory and visual system. Early sensory processing engages similar circuit mechanisms in both systems and can be depicted in a similar manner.





NEURAL CIRCUITRY IN THE MAIN OLFACTORY SYSTEM

The olfactory pathway starts in the deep in the nasal cavity where our organ of smell is formed as a specialized epithelium, the olfactory epithelium which sits on the superior conchae and presents as the olfactory area. Each nasal cavity has its own olfactory area in the roof of the nose. The olfactory epithelium is a pseudostratified ciliated columnar epithelium and houses olfactory receptor neurons, supporting cells (sustentacular cells), and basal stem cells. Olfactory receptor cells are bipolar neurons with cilia emanating from their dendrite. Odorant receptor proteins in the membranes of the cilia bind and detect odorant molecules (Bushdid et al., 2014). The axons of olfactory receptor cells form the olfactory nerve, cranial nerve I, that traverses the cribriform plate of the ethmoid bone, and projects to the ipsilateral olfactory bulb. There, the axons synapse on central neurons in olfactory glomeruli, the input centers in the main olfactory bulb. Odorant molecules that are inhaled when we breathe, bind to odorant receptor proteins, thereby transducing odorant molecules into intracellular signals which activate olfactory receptor neurons. Odorant receptor proteins form a large gene family of G-protein coupled receptors that are expressed in the olfactory epithelium (Buck and Axel, 1991; Young et al., 2002; Buck, 2005; Axel, 2005). There are more than 1,000 genes in the mammalian genome that encode the many different odorant receptor proteins. However, not all of them are expressed and functional. In mice, more than 1,400 genes including about 300 pseudogenes are found in this odorant receptor multigene family, whereas the gene family consists of around 400 functional and 600 pseudogenes in humans (Gilad and Lancet, 2003; Niimura, 2009; Mainland et al., 2013; Hayden and Teeling, 2014; Barnes et al., 2020). Despite the large number of olfactory receptor genes in the genome, a given olfactory receptor cell expresses only one of them (Buck and Axel, 1991). Moreover, in mice, the expression pattern of olfactory receptor genes presents itself as four different zones of the olfactory epithelium (Buck, 1993; Ressler et al., 1993; Sullivan et al., 1994) such that olfactory receptor cells that express the same olfactory receptor are found in only one of the four zones. The olfactory epithelium houses several million olfactory receptor cells. In mice, the ones that express the same olfactory receptor project their axon to the same one or two glomeruli in the olfactory bulb, where the axon terminals form synaptic contacts onto central neurons.

Olfactory receptor nerve terminals synapse on principal neurons of the main olfactory bulb, mitral and tufted cells, as well as juxtaglomerular cells in olfactory glomeruli. In the mouse, about 2000 glomeruli are present in each of the two olfactory bulbs. The glomeruli in the olfactory bulbs have been hypothesized to be organized chemotopically (Sharp et al., 1975; Friedrich and Korsching, 1997), such that a glomerulus could be a discrete functional unit and serves as an anatomical address to collect and process specific molecular features about the olfactory environment, conveyed to it by olfactory receptor cell axons expressing specific olfactory receptor proteins (Buonviso and Chaput, 1990; Buck, 1996; Mombaerts, 1996). However, this concept has been challenged (Ma et al., 2012) such that the olfactory bulb representation of chemical features is spatially distributed without chemotopy. In addition, these authors found no correlation between odor-evoked-pattern of activity and odor structure. Instead, they observed that structurally related odors can be represented by ensembles of spatially distributed glomeruli. Since glomeruli are tuned to odors from multiple classes, Ma et al. suggest that glomeruli are hierarchically arranged into clusters according to their odor-tuning similarity (Ma et al., 2012). Each glomerulus has a shell of interneurons and glial cells (McQuiston and Katz, 2001), inside of which the dendrites of interneurons and output neurons receive olfactory receptor cell input (Pinching and Powell, 1971a, b; White, 1972, 1973).

The glomerular interneurons are collectively called juxtaglomerular cells and comprise several types of neurons that send dendrites into the glomerular neuropil (Pinching and Powell, 1971a,b,c; Shipley and Ennis, 1996; Ennis et al., 2007). These cell types include external tufted cells, “short axon” cells, and periglomerular cells. Periglomerular cells and short-axon cells are considered interneurons, even though short-axon cells form extensive interglomerular connections (Kiyokage et al., 2010). Periglomerular cells are GABAergic interneurons and form a heterogeneous neuron population with different firing patterns and morphological properties (Shao et al., 2009; Kiyokage et al., 2010). Short axon cells express both GABA and dopamine, and external tufted cells are glutamatergic (Ribak et al., 1977; Hayar et al., 2004; Kiyokage et al., 2010). Olfactory receptor cell axons also synapse on output neurons, the mitral/tufted cells. In olfactory bulb glomeruli, estimates range from about 10 to 40 mitral cells that innervate each glomerulus and project their axon out of the olfactory bulb (Dhawale et al., 2010; Sosulski et al., 2011; Ke et al., 2013). Mitral cells that innervate a specific glomerulus typically respond to a specific set of odorants. Odorant identity is determined by the olfactory receptor cells that are activated in the olfactory epithelium in response to odor stimulation. An odor is encoded through the combination of activated olfactory receptor cells, where each olfactory receptor detects a molecular feature of the odorant.

Deeper to the glomerular layer, the main olfactory bulb includes, in sequence, the external plexiform layer, the mitral cell layer, the internal plexiform layer, and the granule cell layer. Dendrodendritic synapses are a prominent circuit feature in the main olfactory bulb. One example is periglomerular cells that receive glutamatergic input from the olfactory nerve or dendrodendritic glutamatergic input from external tufted or mitral cells (Pinching and Powell, 1971b; Shipley and Ennis, 1996; Hayar et al., 2004; Ennis et al., 2007). In turn, periglomerular cells presynaptically inhibit olfactory receptor neurons (Aroniadou-Anderjaska et al., 2000; Murphy et al., 2005) and postsynaptically regulate mitral and tufted cell activity (Dong et al., 2007) through GABAergic transmission. Mitral and tufted cells form output channels from the main olfactory bulb to the olfactory cortex. The term olfactory cortex refers to those areas in the rostro-ventral portion of the forebrain that receive direct projections from the main olfactory bulb (Fontanini, 2009; Wilson and Rennaker, 2010). This includes the anterior olfactory nucleus (also referred to as the anterior olfactory cortex), the olfactory tubercle, the cortical nucleus of the amygdala, the piriform cortex, the tenia tecta, the nucleus of the lateral olfactory tract, and lateral regions of the entorhinal cortex that receive minor direct input from the main olfactory bulb (Neville and Haberly, 2004; Wilson and Rennaker, 2010). The piriform cortex is not only the largest cortical area that is primarily involved in the perception and learning of olfactory stimuli, it is also the most important higher-order brain center for olfactory processing and receives most of the main olfactory bulb projections. The piriform cortex has an evolutionarily well-conserved cellular and synaptic organization and is considered as a paleocortex because of its old phylogeny (Haberly, 1990). Not only does the olfactory cortex receive input from the main olfactory bulb, but it also forms reciprocal relationships with limbic areas, such as the amygdala (Majak et al., 2004), the hypothalamus (Price et al., 1991), and the perirhinal cortex (Luskin and Price, 1983; reviewed in Wilson and Rennaker, 2010).

While the main olfactory bulb sends axons to higher-order olfactory centers (afferent fibers), even more, centrifugal axons, originating in higher brain centers, innervate different cell layers in the main olfactory bulb (efferent fibers; Swanson, 2004; Kiselycznyk et al., 2006; Laaris et al., 2007). These centrifugal neurons provide olfactory and/or modulatory feedback to neurons in the main olfactory bulb which is important for experience-dependent modulation (Kiselycznyk et al., 2006). Centrifugal projections include glutamatergic projections from the olfactory cortical (anterior piriform cortex, anterior olfactory nucleus), frontal cortex, and hippocampal structures (deOlmos et al., 1978; Davis and Macrides, 1981; Luskin and Price, 1983). These bulbo-cortical loops are thought to be important for maintaining the oscillatory dynamics of the main olfactory bulb (Gray and Skinner, 1988; Neville and Haberly, 2003; Martin et al., 2006). The modulatory centrifugal neurons originate in the locus coeruleus (noradrenergic—norepinephrine), the horizontal limb of the diagonal band of Broca (cholinergic—acetylcholine, GABAergic—GABA), and the raphe nucleus (serotonergic—serotonin) (Macrides et al., 1981; Halasz, 1990; Shipley et al., 1995; Shipley and Ennis, 1996; Cleland and Linster, 2003). Cortical responses to odor are shaped by the limbic and modulatory connections along the olfactory pathway. Olfactory information from the main olfactory bulb is transformed in cortical circuits which depends on an associative network originating in the piriform cortex (Pashkovski et al., 2020).



CB1 EXPRESSION AND CANNABINOID ENZYMATIC MACHINERY IN OLFACTORY CIRCUITS

As a first step to determine the potential role of the cannabinoid system in the main olfactory bulb, the receptor expression of CB1 was assessed with the use of an antibody against the CB1 receptor (Soria-Gómez et al., 2014; Freundt-Revilla et al., 2017; Wang et al., 2019). Cells in the glomerular layer of the main olfactory bulb were shown to express NAPE-PLD, an enzyme implicated in the synthesis of anandamide (Okamoto et al., 2007; Egertová et al., 2008). However, the Allen Brain Atlas revealed little message for the 2-AG-synthesizing enzymes diacylglycerol lipase alpha (DAGLα) or beta (DAGLβ; Allen Institute for Brain Science, 2009). Other works using immunohistochemistry and autoradiography indicate that CB1 is present in the main olfactory bulb with moderate to intense levels of staining (Herkenham et al., 1991; Pettit et al., 1998; Tsou et al., 1998; Moldrich and Wenger, 2000; Freundt-Revilla et al., 2017). Moldrich and Wenger (2000) described a moderate density of CB1 immunoreactive cell bodies and fibers in several layers of the main olfactory bulb, namely, glomerular layer, mitral cell layer, internal plexiform layer, and granule cell layer. Soria-Gómez et al. (2014) showed that CB1 is abundantly expressed on axon terminals of centrifugal cortical glutamatergic neurons that project to inhibitory granule cells in the granule cell layer. Wang et al. (2019) showed that CB1 staining was tightly restricted to neuron-like processes in the glomerular layer (Figure 3A). As a control, this staining was absent in the same regions of the main olfactory bulb taken from CB1−/− mice (Figure 3B). The staining outlined glomeruli in the MOB, i.e., it was periglomerular in nature as demonstrated by co-staining with recoverin (Wang et al., 2019). No pronounced staining was observed in the external plexiform or mitral cell layer (Figure 3C), except for rare processes in the external plexiform layer. The staining pattern established the presence of CB1 in the glomerular layer. Freundt-Revilla et al. (2017) reported that despite a lack of immunostaining in the mitral cell layer, mitral cell axons were moderately CB1 positive, suggesting that targets of main olfactory bulb output neurons could be under CB1 regulation.
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FIGURE 3. CB1 receptors are present in a sub-population of GAD65-positive periglomerular neurons of murine main olfactory bulb. (A) Micrograph shows GAD67-GFP (green) and CB1staining (red, arrows) in the glomerular layer of the main olfactory bulb. CB1 and GAD67-GFP staining does not overlap. (A’) CB1 staining from (A) shows that the staining for CB1 is restricted to a few neuronal processes. EPL—external plexiform layer, glom—glomerulus. (B) CB1 staining in sample WT and CB1−/− tissue taken at the same setting. (C) Micrograph shows rare process extending to the external plexiform layer. (D) Projection of a Z series of GAD65 (green) and CB1 (red) staining shows a long overlapping process (overlap in yellow, arrows). Scale bars: (A): 30 μm; (B): 20 μm; (C): 35 μm; (D): 10 μm. Adapted from Wang et al. (2019).



The identity of the CB1-expressing neuronal cell type was identified by testing CB1 staining against markers of interneuron populations using tissue from GAD67-GFP reporter mice (e.g., Figure 1A) or an antibody against GAD65. CB1 colocalized with a small subset of GAD65-positive interneurons (Figure 3D). The CB1 staining was restricted to neuronal processes and did not include neuronal cell bodies. Knockout controls combined with immunohistochemistry staining support the observation of CB1 expression in periglomerular cells.

Measurements of eCBs in the main olfactory bulb yielded evidence for the presence of CB1 agonist 2-AG (Soria-Gómez et al., 2014; Wang et al., 2019). Likewise, other related lipids were detected in the mouse main olfactory bulb (Wang et al., 2019). In the main olfactory bulb, 2-AG levels were the highest among those tested, consistent with its hypothesized role as a CB1 receptor ligand (Wang et al., 2019). AEA levels were lower which was consistent with findings for other regions of the brain (Cravatt et al., 2001). Cannabinoid and related lipid levels were at the low end of the spectrum of values reported for the brain, but this may be consistent with the highly restricted expression of CB1. While 2-AG is thought to more relevant for CB1 signaling in neurons (Straiker and Mackie, 2005, 2009; Straiker et al., 2009; Tanimura et al., 2010; Jain et al., 2013), recent evidence also points to roles for AEA (e.g., Puente et al., 2011).

Many of the identified components of cannabinoid signaling are present in the main olfactory bulb of the mouse (Wang et al., 2019). mRNA expression of a wide range of cannabinoid-related proteins (CB1, CB2, NAPE-PLD, ABHD4, GDE1, FAAH, NAAA, DGLα, DGLβ, MGL, ABHD6, and ABHD12) was tested in the mouse main olfactory bulb with RT-PCR. High levels of CB1 mRNA were present, while the level of CB2 mRNA was very low. The enzymes involved in AEA and 2-AG biosynthesis (e.g., NAPE-PLD, ABHD4, GDE1 for AEA; DGLα/β for 2-AG) and metabolism (e.g., FAAH and NAAA for AEA; MGL and ABHD6/12 for 2-AG) were almost all present in the mouse main olfactory bulb, although the expression of MGL mRNA was relatively low compared with ABHD6/12. When the gene for MGL is deleted, 2-AG increases strongly in the brain of the mouse (Pan et al., 2011). Other enzymes can metabolize 2-AG, such as ABHD6 and ABHD12 (Blankman et al., 2007), possibly in a complementary manner that depends on the brain region or neural circuit. It is not clear if MGL mRNA expression corresponds to protein levels. Overall, the available immunohistochemistry and biochemical data indicate that the mouse main olfactory bulb is well supplied with known and hypothesized enzymes for the synthesis/metabolism of AEA and 2-AG.

Release of endocannabinoids in the main olfactory bulb is thought to occur from several cell types, including external tufted cells and mitral cells as well as GABAergic cells in the granule cell layer, namely, deep short-axon cells and granule cells (Heinbockel and Wang, 2015; Heinbockel et al., 2016; Freundt-Revilla et al., 2017; Pouille and Schoppa, 2018; Zhou and Puche, 2021). Endocannabinoids regulate neuronal activity and signaling in glomerular cells (Wang et al., 2012, 2019; Heinbockel et al., 2016; Pouille and Schoppa, 2018) and corticofugal input to the main olfactory bulb (Soria-Gómez et al., 2014; Pouille and Schoppa, 2018; Zhou and Puche, 2021).



CB1-MEDIATED DEPOLARIZATION-INDUCED SUPPRESSION OF INHIBITION (DSI)

Our knowledge of eCB signaling in glomerular circuits and the relevance of CB1 for output neuron activity in main olfactory bulb glomeruli is limited. Since recent work demonstrated cannabinoid levels and the expression of CB1 and other genes associated with cannabinoid signaling in the main olfactory bulb, it was likely that agonists/antagonists of CB1 have a functional effect on cellular and network activity of key neuronal cell types, periglomerular cells, tufted cells, and mitral cells, in a slice preparation of the mouse main olfactory bulb (Wang et al., 2012, 2019). DSI had not been demonstrated in the olfactory system until a few years ago. Results obtained in periglomerular cells established that DSI is present in the glomerular layer of the main olfactory bulb. Periglomerular cells form inhibitory GABAergic dendrodendritic synapses with external tufted cells. In turn, external tufted cells form excitatory glutamatergic dendrodendritic synapses with periglomerular cells. In mouse brain slices, cannabinoids display strong, direct inhibitory effects on periglomerular cells and weak effects on external tufted cells (Wang et al., 2012). When external tufted cells are depolarized by injecting single electrical pulses or a train of pulses of depolarizing current, the inhibitory postsynaptic currents (IPSCs) are transiently suppressed which suggests the presence of retrograde endocannabinoid signaling, namely, DSI in external tufted cells. External tufted cells display intrinsic bursting of action potential which is mediated by several of their intrinsic conductances (Liu and Shipley, 2008). Burst firing of external tufted cells is thought to trigger the release of eCBs which in turn directly inhibit periglomerular cells and reduce their GABA release. This is evident as a transient reduction of periglomerular cell inhibitory input (IPSCs) to external tufted cells (Wang et al., 2012). The presence of DSI in external tufted cells depends on voltage step duration and step number. With a step duration of one second, external tufted cells do not show clear DSI. With a step duration of five seconds, transient DSI is evoked. Furthermore, a train of depolarizing voltage steps (>3) strengthens the inhibition of IPSCs. This suggests that excitation of external cells in the form of rhythmic bursting triggers the release of eCBs and, thereby, regulates glomerular activity. Bursting of neurons is present in other brain systems as well, and bursting may modulate eCB release also in those neurons and not only in the main olfactory bulb.

The electrophysiological evidence indicates that the eCB system plays a functional role in regulating neuronal activity and signaling in main olfactory bulb glomeruli through CB1-mediated retrograde signaling and control of excitability among glomerular neurons in the form of DSI. External tufted cells receive monosynaptic olfactory sensory nerve input. The inhibitory effect of CB1 on periglomerular cells by eCBs reduces inhibitory input to external tufted cells and could enhance external tufted cell sensitivity to weak sensory inputs by depolarizing the membrane potential closer to the spike threshold. Periglomerular cells presynaptically inhibit olfactory afferent input in the glomerular layer of the main olfactory bulb (Shipley and Ennis, 1996; Keller et al., 1998; Hsia et al., 1999; Wachowiak and Cohen, 1999; Aroniadou-Anderjaska et al., 2000; Berkowicz and Trombley, 2000; Ennis et al., 2001, 2007; Palouzier-Paulignan et al., 2002; Murphy et al., 2005; Ennis et al., 2007). CB1-mediated inhibition of periglomerular cells could also reduce inhibition of presynaptic olfactory nerve terminals and increase their glutamate release. In this way, activation of CB1 on periglomerular cells could increase the overall sensitivity of glomerular neurons to sensory inputs.



CB1 AGONISTS AND ANTAGONIST MODULATE MITRAL CELL ACTIVITY THROUGH PERIGLOMERULAR CELLS

In addition to external tufted cells and periglomerular cells, mitral cells as the key main olfactory bulb output neurons are also regulated through CB1, even though, this is through an indirect mechanism. Mitral cells exhibit a background action potential firing rate ranging from 1 to 8 Hz (Heinbockel et al., 2004). The selective CB1 agonist anandamide increases mitral cell firing rate and depolarizes the membrane potential (Figures 4A,B; Wang et al., 2019). Similar excitatory effects on mitral cell firing rate are seen to CB1 agonists WIN 55,212-2 mesylate (WIN552122, WIN), and CP 55,940. The selective CB1 antagonists AM251 hyperpolarizes mitral cells and reduces their firing rate (Figures 4C–E). Pretreating mitral cells in acute brain slices with AM251 prevents WIN from increasing the mitral cell firing rate or changing the membrane potential, indicating that CB1 is involved in cannabinoid-mediated modulation of mitral cell activity.
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FIGURE 4. The activity of mitral cells was regulated by cannabinoids. (A) Original recording illustrates the increased firing rate of a mitral cell in response to bath application of CB1 agonist AEA (10 μM). Time points 1 and 2 in the upper trace are shown at higher time resolution in the second and third trace, resp. (B) Representative mitral cell depolarized by AEA (10 μM). (C) Original recording from a mitral cell displayed the reduction in firing rate and hyperpolarization following application of CB1 antagonist AM251. (D) Representative mitral cell with hyperpolarized membrane potential in response to AM251. (E) Group data of the effect of CB1 agonists and antagonist AM251 on spike rate. Asterisks indicate significance level (*p < 0.05, **p < 0.01, ***p < 0.001). From Wang et al. (2019).



Spontaneous GABAergic inputs from periglomerular cells to mitral cells might be the target of CB1-mediated modulation (Wang et al., 2012; Harvey and Heinbockel, 2018). The electrophysiological and anatomical data described above are consistent with CB1-mediated modulation of periglomerular GABAergic interneurons. Inhibitory synaptic transmission originating from GABAergic interneurons such as periglomerular cells could modulate mitral cell activity. In mitral cells, bath application of AM251 increased the frequency of spontaneous IPSCs (sIPSCs) and evoked outward currents which is consistent with the inhibitory effect of AM251 on mitral cells (Figures 4C,D; Wang et al., 2019). In contrast, CB1 agonist WIN reduced the sIPSC frequency in mitral cells and evoked inward currents when AMPA and NMDA receptors are blocked (CNQX, AP5). The results can be interpreted such that cannabinoids synaptically regulate mitral cell activity by regulating GABA release from interneurons.

Potentially, one of several types of GABAergic interneurons in the main olfactory bulb can be the target of direct regulation by CB1. Periglomerular cells are likely candidates for direct effects of cannabinoids since CB1 is robustly expressed in these cells (Wang et al., 2019). As described above, a CB1 agonist inhibits periglomerular cells, whereas a CB1 antagonist activates them (Wang et al., 2012). This is the inverse response pattern to CB1 activation compared with mitral cells (Figure 4). These findings suggested that CB1 indirectly regulated mitral cell activity by modulating inhibitory inputs to mitral cells. Granule cells form another population of GABAergic interneurons in the main olfactory bulb and are known to regulate mitral cell activity through dendrodendritic synapses (Shepherd et al., 2004). In a subglomerular slice preparation, the olfactory nerve layer and glomerular layer are removed (Dong et al., 2007). After removal of the glomerular layer, it is possible to determine if granule cells or periglomerular cells play a role in CB1 mediated mitral cell regulation. Mitral cell properties in subglomerular slices (Vm, input resistance, spike rates) are not different from mitral cells in intact main olfactory bulb slices. However, in subglomerular slices, a CB1 agonist fails to depolarize mitral cells or change the frequency of spiking or the membrane potential. Similarly, a CB1 antagonist fails to decrease the frequency of mitral cell spiking or change the membrane potential in subglomerular slices. The results indicate the glomerular layer and, specifically, periglomerular cells, as being involved in CB1-mediated mitral cell modulation and rule out granule cells as modulators of mitral cell activity through CB1 activation (Wang et al., 2019).

The key finding described above is that activity of mitral cells and external tufted cells, output neurons of the main olfactory bulb, is regulated in a CB1-dependent manner by a periglomerular interneuron network, likely based in a small subset of GAD65-positive GABAergic interneurons (Figure 5; Wang et al., 2019). This offers additional evidence that olfactory sensory inputs to the brain are modulated by the cannabinoid signaling system. Experiments with subglomerular slices indicate that: (a) CB1-mediated effects are limited to a glomerular circuit that does not involve granule cells; and (b) eCB-mediated regulation involves apical dendrites of mitral cells (Figure 5). The components of this cannabinoid signaling circuit regulate the activity of the main output neurons. Activation of CB1 in this circuit relieves the interneuron-mediated inhibition and may render mitral cells and other output neurons more responsive to odor stimulation and synaptic input.
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FIGURE 5. Diagram of the glomerular network. (A) Olfactory nerve (ON) afferents enter the main olfactory bulb through the olfactory nerve laver to synapse with periglomerular cells (PG), mitral cells (MC), and tufted cells (of which only external ones, eTCs, are shown) within the glomerular layer. Periglomerular cells inhibit olfactory nerve terminals, external tufted cells, and mitral cells. The processes of Short Axon (SA) cells, which are GABAergic and dopaminergic, receive excitatory synaptic input and form extensive interconnections between glomeruli. Mitral cell apical dendrites convey sensory information to deeper layers of the main olfactory bulb. Mitral cells and tufted cells form dendrodenritic synapses with glomerular neuronal processes. (B) Dendrodendritic interactions of mitral cells and periglomerular cells. Cannabinoids are released non-synaptically by mitral and potentially other cells and act on cannabinoid receptors in periglomerular cells to modulate their synaptic release of GABA. Only the apical dendrite of the mitral cell is shown. GABAR—GABA receptors, GluR—ionotropic and metabotropic glutamate receptors. Panel (A) is modified from Harvey and Heinbockel (2018) with the permission of the publisher MDPI. Panel (B) is from Wang et al. (2019).





REGULATION OF OLFACTORY NEURONS IN A CB1-DEPENDENT MANNER

Different signaling pathways may contribute to CB1 modulation. One pathway extends from periglomerular cells to mitral cells and external tufted cells. In another pathway, CB1 may indirectly regulate glutamate release from olfactory nerve terminals by reducing presynaptic inhibition of glutamate release. This hypothesis suggests that CB1 regulates mitral cell activity, namely from GABAergic glomerular cells to olfactory nerve terminals to mitral cells. This hypothesis received support by the observation that the CB1 antagonist AM251 increased the frequency of sIPSCs in mitral cells (Wang et al., 2019). Endocannabinoids that are released in the glomerular layer inhibit periglomerular cells to reduce their GABA release. This relieves presynaptic inhibition of olfactory nerve afferents. Consequently, mitral and external tufted cells show stronger glutamate-mediated excitation.

Other studies have established additional functional consequences of CB1-mediated regulation in the main olfactory bulb. Cannabinoid signaling in the main olfactory bulb can regulate appetite and adjust the olfactory threshold through centrifugal fiber input to inhibitory granule cells as a means of cortical feedback to the main olfactory bulb (Soria-Gómez et al., 2014; Pouille and Schoppa, 2018; Terral et al., 2020). In a key article, showed that feeding behavior can be regulated by eCBs in the olfactory system such that CB1 increases feeding behavior in fasted mice (hyperphagia) through enhanced detection of food, mediated by olfactory mechanisms (Soria-Gómez et al., 2014). CB1 is expressed in the terminals of corticofugal glutamatergic projections to the granule cell layer in the main olfactory bulb. Endocannabinoids and exogenous cannabinoids activate CB1 and subsequently, promote increased odor detection and feeding after fasting. This CB1-mediated regulation of feeding behavior is accomplished through olfactory corticofugal circuits such that excitatory drive from olfactory cortical areas to the main olfactory bulb is reduced. The authors have demonstrated these functional consequences of CB1-mediated regulation in the main olfactory bulb and link hunger, olfaction, and feeding behavior to an eCB-mediated neuromodulation mechanism of synaptic transmission in the main olfactory bulb that relies on CB1-dependent control of cortical feedback to olfactory circuits (Soria-Gómez et al., 2014).

The relevance of centrifugal or feedback projection from higher-order olfactory areas to the main olfactory bulb for circuit dynamics and sensory processing has been demonstrated in other studies as well (Boyd et al., 2012; Rothermel and Wachowiak, 2014; Mazo et al., 2016; In ’t Zandt et al., 2019; Zhou and Puche, 2021). Centrifugal fibers add another level of regulatory control through CB1. Pouille and Schoppa (2018) examined the role of the eCB system in regulating centrifugal input to the main olfactory bulb. They observed that CB1 mediates widespread suppressive effects on synaptic transmission at centrifugal fiber synapses onto interneurons in the main olfactory bulb and can bidirectionally change the ratio of inhibition and disinhibition of mitral cells depending on circuit activation through its effects on centrifugal fibers. Their results demonstrate that eCBs regulate excitatory corticofugal input to deep short axon cells and granule cells in the main olfactory bulb.

In addition to the robust eCB modulation of excitatory inputs to granule cells, there is also eCB modulation of the inhibitory cortical inputs to granule cells (Zhou and Puche, 2021). CB1 is expressed in the granule cell layer and eCBs are released in this layer. GABAergic neurons in the horizontal limb of the diagonal band of Broca (HDB) project to granule cells in the main olfactory bulb. The authors demonstrate that GABAergic projections of the HDB are tonically activated by eCBs and inhibit granule cells, similar to eCB-mediated modulation of glutamatergic projections to granule cells (Pouille and Schoppa, 2018). This modulation of inhibitory synaptic input has the potential to regulate the balance of cortical feedback excitation and inhibition of granule cells. In turn, the GABAergic output of granule cells can change and affect the main olfactory bulb output to higher-order olfactory processing areas. Since mitral cells project to higher olfactory processing areas in the cortex, activation of inhibitory GABAergic projections to granule cells could result in increased excitability of mitral cells through the disinhibition of granule cell inhibitory action on mitral cells (Zhou and Puche, 2021).

Outlook: During the past two decades, the endocannabinoid system has emerged as an important neuromodulatory system. In the main olfactory bulb, neurons express CB1, but our understanding of its cellular, network, and behavioral function remains in its infancy. Behavioral correlations are difficult to establish but are needed to achieve an integrated understanding of the role of the endocannabinoid system for olfactory processing. The work by Soria-Gómez et al. (2014) remains the only study of the olfactory system that has placed the endocannabinoid system in a behavioral context by linking an internal metabolic state (hunger) to sensory perception and subsequent behavior, namely food intake. As discussed above, the authors reported that CB1 receptor-dependent control of excitatory drive from centrifugal feedback projections to the olfactory bulb determines the efficiency of olfactory processes and food intake in fasted mice. In contrast to the work on cannabinoid signaling in the glomerular input region (Wang et al., 2012, 2019), the study by Soria-Gómez et al. (2014) focused on neural processes deeper in the olfactory bulb, primarily involving those olfactory bulb neurons (granule cells) that receive heavy CNS feedback rather than direct sensory input from the nasal olfactory epithelium. The authors took advantage of the structural organization of the main olfactory bulb by integrating three separate neural components in their experiments: sensory (olfactory) input, central processing in the main olfactory bulb, and behavioral output in terms of feeding in the overall framework of the internal state of the animal (hunger). The authors emphasized the relevance of cortical feedback to the olfactory bulb as a means to control odor detection. The study clearly established the relationship between food intake and olfactory processing and implicates the endocannabinoid system as a key player in this signaling pathway. As such, their study opened the door for future studies and follow-up questions to reveal the mechanisms of endocannabinoid signaling in the olfactory system. The authors found a THC effect on both olfactory detection thresholds and habituation, while the latter effect had no correlation to food intake. While the authors suggested that the “enhancement of olfactory detection is likely the main mechanism linking (endo)cannabinoid signaling in the olfactory bulb to increased food intake,” it is not clear if that is the case or if there are other underlying mechanisms. Future studies that change the odor concentration in the environment might show if feeding behavior is indeed affected by odor intensity. This issue might be confounded by the fact that high levels of odor input might have an aversive effect on eating. In this context, future studies might ask about the role of the endocannabinoid system in non-fasting animals. Is it only during the sensation of hunger that endocannabinoids play a role in this circuit or do cannabinoids have other, possibly homeostatic functions.

Soria-Gómez et al. (2014) postulated that by reducing overall granule cell-mediated inhibition of mitral cells, mitral cells become more sensitive, and that would lower the odor detection threshold. While this is plausible, the actual mechanism for lowering the odor detection threshold remains to be determined. Other cellular mechanisms could come into play. These mechanisms could work in the peripheral input region of the main olfactory bulb rather than in the deeper granule cell layer.

Recent work focused on centrifugal glutamatergic and GABAergic input to the main olfactory bulb and its cannabinoid modulation (Pouille and Schoppa, 2018; Zhou and Puche, 2021). This is not the only centrifugal input that reaches the main olfactory bulb. Rather, other areas of the brain also provide feedback cortical projections with cholinergic, dopaminergic, serotonergic, or noradrenergic input. It remains to be determined if this input is also subject to regulation by cannabinoids.

CB1 knockout mice have been valuable tools in delineating the role of cannabinoid signaling in the nervous system. Likewise, experiments that selectively activate or eliminate olfactory processing channels coming either from the periphery or centrifugal fibers could be critical in understanding the role of this signaling system in a behavioral context.



NEURAL CIRCUITRY IN THE RETINA

The light must pass through several anterior eye structures before it reaches the light-sensing retina at the back of the eye. The retina, with similar embryonic origins as the brain, is made up of three neuronal layers (Ramon y Cajal, 1891) depicted schematically in Figure 1B. Because the retina receives little in the way of centrifugal neuronal inputs from the CNS, much of the pre-processing of the complex visual stimulus must be done within the retina. This requires contributions from 50 or more distinct neuronal types (Röhrenbeck et al., 1987; Ghosh et al., 2004). The most numerous of these are the photoreceptors—the low-light sensing rods and the bright-light color-sensing cones—that are located at the outermost layer of the retina with their light-sensing apparatus facing away from the light (Rodieck, 1998). The light, therefore, passes through the transparent retina before commencing a journey forward through two neuronal layers and then back again to the brain (Ramon y Cajal, 1891). The photoreceptors convert their light response to a chemical signal, a change in the release of glutamate that is released into the outer synaptic or plexiform layer (OPL). The second-order neurons of the outer nuclear layer include bipolar cells, horizontal cells, and amacrine cells (Ramon y Cajal, 1891). Bipolar cells come in two classes, the rod bipolar cells that are stimulated by the rod photoreceptors in dim light and the cone bipolar cells that are activated under bright-light conditions. Seen most simply, bipolar cells receive inputs from photoreceptors and deliver outputs to ganglion cells in the next synaptic layer, the inner plexiform layer (IPL; Rodieck, 1998). The IPL is highly layered and many of the neuronal projections into this region are restricted to defined layers (Ramon y Cajal, 1891). Rod bipolar cells are represented by a single type of neuron while cone bipolar cells come in multiple forms. The mouse retina, for instance, has at least nine different types of cone bipolar cells that differ in their lamination, morphology, and likely their function (Ghosh et al., 2004). Horizontal cells adjoin the OPL, where they help to integrate and regulate the photoreceptor outputs. Amacrine cells come in numerous forms and are distinguished by the lack of an axon (Ramon y Cajal, 1891). Amacrine cells play varied roles, and some form part of the rod signaling pathway, but in general, their job is to modulate the output of bipolar cells and the inputs of the final element of the retinal signaling pathway: ganglion cells (Masland, 2012). Ganglion cells line the innermost layer of the retina. Their dendrites extend into the IPL, generally with distinct lamination, while their axons project into the brain via the optic nerve. Estimates of the number of different kinds of ganglion cells vary but may exceed 30 (Sanes and Masland, 2015) and often exhibit distinct firing properties in response to specific visual stimuli (Grünert and Martin, 2020). Broadly speaking then, the signaling pathway within the retina begins with photoreceptors, then passes through bipolar cells and then ganglion cells, with the signal modified by complex circuit contributions from horizontal and amacrine cells. The ganglion cells are the output cells of the retina and send their axons out of the eye through the optic nerve to the lateral geniculate nucleus of the thalamus. There ganglion cell axons synapse onto neurons that project to the visual cortex.



EXPRESSION OF CB1 AND CANNABINOID ENZYMATIC MACHINERY IN RETINAL CIRCUITS

Whatever the true origins of cannabis, it is intriguing that Shen Nung referred to ostensible visual effects of the plant, indicating that the plant could make one “see devils”. Hallucinations are not among the classical outcomes of cannabis consumption but have been reported at higher concentrations (Perez-Reyes et al., 1972). The concentrations required to achieve the desired effects of cannabis (chiefly euphoria) are lower than those for explicitly hallucinatory effects (Perez-Reyes et al., 1972; Hollister and Gillespie, 1973). It may be for this reason that the plant has not been associated with visual effects in modern times. And the visual effects that have been reported were typically ascribed to cortical and hypothalamic actions akin to those of the serotonin-receptor activating psychedelics LSD and psilocybin, rather than being retinal in nature.

There was therefore little reason to think that cannabinoids played much of a role in the eye until Hepler’s groundbreaking work in the 1970s (Hepler and Frank, 1971), linking cannabinoid use to a lowering of intraocular pressure. Though the consequence of glaucoma is ultimately on retinal function, the reasonable presumption was that the site of action was in the anterior eye. Though dedicated endocannabinoid receptors were identified in the early 1990s followed by the components of a general cannabinoid signaling system, there remained very little reason to expect that such a system was functional in the retina. Some anecdotal reports of visual effects appeared in the scientific literature (Russo et al., 2004), most curiously two reporting the claims of Jamaican fishermen that smoking cannabis enhanced their night-vision (Reese, 1991; West, 1991), however, these anecdotes are difficult to interpret, especially given that another largely anecdotal report describes a dimming of vision (Consroe et al., 1997). In the 1990s, the field began to see experimental investigations as well as descriptive reports of receptor expression. The first study that examined retinal CB1 expression concluded that CB1 was not present (Galiègue et al., 1995) but several subsequent studies appeared to counter this (Buckley et al., 1998; Porcella et al., 1998, 2000; Straiker A. J. et al., 1999; Straiker A. et al., 1999).

CB1 receptors are located chiefly in the two plexiform layers (Hu et al., 2010). In the outer plexiform layer CB1 staining is seen in both rod and cone terminals (Figures 6C,D; Straiker A. et al., 1999; Hu et al., 2010). In the IPL, CB1 staining is diffuse and present in both ON and OFF zones, with little sign of lamination. Yazulla et al. (2000) reported CB1 staining in rat rod bipolar cells stained with protein kinase C, a kinase that labels rod bipolar cells (Negishi et al., 1988). Wang et al. (2016) reported INL CB1 expression in rod bipolar cells, several populations of cone bipolar cells as well as AII amacrine and GABAergic amacrine cells. Neither study made use of CB1 knockout controls [mouse and rat CB1 receptors differ by only one residue (Matsuda et al., 1990)]. In contrast, Zabouri et al. (2011) reported CB1 expression in the rat in nearly all amacrine cells, as well as horizontal cells and most ganglion cells but not in rod bipolar cells. Other studies have examined species such as primate (e.g., Bouskila et al., 2012). The conflicting results from studies in the rat are difficult to parse. An additional follow-up study of CB1 expression in the IPL of the mouse with knockout controls would therefore be welcome.
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FIGURE 6. Postsynaptic diacylglycerol lipase α (DGLα) in Type 1 OFF cone bipolar cells, is juxtaposed to presynaptic CB1 in photoreceptor terminals. (A) DGLα staining in the mouse retina. (B) DGLα (red) colocalizes with post-synaptic terminals of Type 1 OFF bipolar cells, as marked by NK3R (green, arrows). (C) Flattened Z-series indicates CB1 (red) closely juxtaposes distal to DGLα (green), consistent with rod spherule and cone pedicle localization. (D) CB1 (red) costaining with PSD95, which outlines rod spherules (arrows) and cone pedicles (angled arrows) shows CB1 present within terminals of both rod and cone photoreceptor terminals. Scale bars: (A): 50 μm; (B–D): 25 μm. Adapted from Hu et al. (2010).



Based on the expression pattern of CB1 and what is known of CB1 function in neurons, forms of cannabinoid-mediated plasticity that involve only neurons are likely to consist of two or three forms of retrograde signaling: (1) a retrograde signal between cells in the internal nuclear layer (INL) and the photoreceptors (see schematic Figure 9); (2) an INL circuit between postsynaptic ganglion cells and bipolar and/or amacrine inputs, and possibly; and (3) a circuit between neurons in the INL. More specifically, in the OPL, where the CB1 staining is clearly seen in photoreceptor terminals (Straiker A. et al., 1999; Straiker and Sullivan, 2003; Hu et al., 2010), cannabinoid signaling is likely to be retrograde at these terminals, i.e., either bipolar or horizontal cells in the INL release endocannabinoids onto presynaptic CB1 receptors. Ordinarily, this would be expected to inhibit neurotransmitter release, though the inverse relationship between calcium and glutamate release in photoreceptors complicates this simple view.
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FIGURE 7. MGL is present in rod spherules and cone pedicles in the OPL and is expressed prominently in two laminae of the IPL. (A) MGL staining in the mouse retina. (B) MGL (red) staining with DGLα (green) shows their apparent non-overlap and relative localization. (C) MGL (red) costaining with PSD95 (green), a marker that outlines rod and cone terminals shows MGL within a cone terminal (arrow) as well as punctate staining within multiple rod spherules. (D) MGL (red) costaining with SV2 (green), a marker for rod spherules, shows substantial overlap in the OPL (arrows). Scale bars: (A): 60 μm; (B): 25 μm; (C): 15 μm; (D): 25 μm. Adapted from Hu et al. (2010).
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FIGURE 8. CB1 receptor activation differentially affects ICa in rod vs. cone photoreceptors. (A) ICa–V curves before application of WIN 55,212-2 (WIN, 1), after application (2), and after wash (3). (B) Peak amplitude of the calcium currents from the same cell over time, indicating a robust enhancement followed by gradual recovery. (C) Summary of results with WIN alone, WIN combined with the selective CB1 receptor antagonist SR141716A and SR 141716A alone. (D) ICa–V curves before application of WIN 55,212-2 (1), after application (2), and after wash (3). (E) Peak amplitude of the calcium currents from the same cell over time indicating a robust inhibition followed by gradual recovery. (F) Summary of results with WIN alone, WIN plus the selective CB1 receptor antagonist SR141716A, and SR 141716A alone. **P < 0.01, Student’s t-test. Adapted from Straiker and Sullivan (2003).
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FIGURE 9. A retrograde cannabinoid CB1 circuit in the OPL. Rod and cone photoreceptors signal to neurons in the inner nuclear layer (INL). Both rods and cones express CB1 receptors. The 2-AG synthesizing enzyme diacylglycerol lipase (DAGL) is present in the post-synaptic terminal of Type I OFF cone bipolar cells (OFF CBC). 2-AG released by DAGL travels retrogradely, presumably to CB1 receptors on cones, and perhaps also rods. CB1 receptors, when activated, differentially act on presynaptic calcium channels, activating them in cones and inhibiting them in rods.



The expression of endocannabinoid synthesizing enzymes may offer some insight into the circuitry since, as noted previously, the 2-AG synthesizing enzyme DAGLα is typically postsynaptic. The relative absence of DAGLβ [excepting blood vessel-associated expression (Hu et al., 2010)] probably leaves the field to DAGLα. In the outer plexiform layer (OPL), DAGLα expression is highly specific to a type of cone bipolar cell (Hu et al., 2010; Figure 6). This strongly suggests that in the mouse a retrograde circuit exists between cone bipolar cells and cone photoreceptors. Consistent with this, the 2-AG metabolizing enzyme MGL is seen in both rod and cone terminals (Figure 7; Hu et al., 2010). The prominent expression of DAGLα in cone bipolar cells leaves CB1 in rod terminals without a “dance partner” though the presence of MGL in rod terminals underscores a likely 2-AG role. It is possible, given the known ability of cannabinoids to spread (Wilson and Nicoll, 2001), that 2-AG released by cone bipolar cells acts on both rods and cones. Alternatively, CB1 on rod bipolar cells may be targeted by anandamide from an unknown source. A final possibility is that expression patterns for both receptors and relevant enzymes may vary diurnally. FAAH levels cycle diurnally in the eye, regulating the cycling of ocular pressure in the anterior eye (Miller et al., 2016).

To further complicate the picture, metabotropic suppression of excitation/inhibition (MSE or MSI) can involve any number of Gq-coupled GPCRs that, when activated, cause the postsynaptic release of 2-AG. “Classical” MSE involved Group I mGluR and M1/M3 muscarinic receptors (Maejima et al., 2001; Kim et al., 2002). However, since MSE can in principle occur via activation of any postsynaptic Gq-coupled metabotropic receptor, it is possible that the actual circuit of retrograde inhibition is due to transmitter release from a separate upstream neuron. That neurotransmitter could at a minimum be acetylcholine, serotonin, substance P, or orexin (e.g., Haj-Dahmane and Shen, 2005; Drew et al., 2009).

There are conflicting reports regarding a potential role for CB2 in retinal function (e.g., Borowska-Fielding et al., 2018; Cecyre et al., 2020) but since there is little evidence for a CB2 role in the olfactory system, we will focus on CB1 receptor anatomy and function.



CANNABINOID FUNCTION IN THE RETINA—EARLY STUDIES

The first evidence of a potential cannabinoid-receptor-based functional effect in the retina appeared in 1996 with Schlicker et al. reporting that cannabinoids lower the production of dopamine in a porcine retinal preparation (Schlicker et al., 1996). The work by Schlicker et al. indicated that cannabinoids inhibit dopamine release in guinea pig retinal discs. Two CB1 agonists, WIN55212 and CP55940, gave similar results while the inactive enantiomer of WIN55212 did not. The CB1 antagonist SR141716 (rimonabant) blocked this effect and was shown to produce an opposing effect, suggesting the possibility of an endogenous cannabinoid tone regulating dopamine production in the guinea pig retina. Dopamine is released from a restricted subpopulation of tyrosine hydroxylase (TH)-positive amacrine cells that mostly laminate in the distal IPL (Nguyen-Legros et al., 1981). One possibility is that CB1 receptors are expressed on these neurons and reduce neurotransmitter release. Alternatively, cannabinoids may inhibit excitatory inputs onto dopaminergic neurons.



CANNABINOID FUNCTION IN THE RETINA—PHOTORECEPTORS

Functional studies have described G protein-coupled receptor-dependent modulation of ion channel function in photoreceptors of the tiger salamander by dopamine, adenosine, and somatostatin (Akopian et al., 2000; Stella and Thoreson, 2000; Stella et al., 2002). The calcium currents (ICa) of rods and large single cones respond differentially to activation of the same receptor type. The question arose whether a similar situation might hold for cannabinoid receptors that had been detected at tiger salamander photoreceptor terminals via immunohistochemistry (Straiker A. et al., 1999; Straiker and Sullivan, 2003). Straiker and Sullivan (2003) examined the effect of cannabinoid receptor activation on voltage-dependent ion currents in rod and cone photoreceptors of the tiger salamander retinal slice (Straiker and Sullivan, 2003; Figure 8). Studying both ICa and potassium currents (IK) in rods and large single cones, WIN 55212-2 was found to differentially modulates ICa in rods and cones, enhancing the former and suppressing the latter. In addition, WIN55212-2 inhibited the IK of both rod and large single cone photoreceptors. These actions were blocked by SR141716, indicating that they occurred via CB1. Calcium modulation is important because calcium is coupled to neurotransmitter release. The modulation occurred via protein kinase A (PKA) and L-type calcium channels. These experimental results offered several insights beyond showing cannabinoid responses at the first synapse of the visual system.

The inhibition represented conservation of function—retrograde inhibition of neurotransmitter release by cannabinoids—through an unusual mechanism. Cannabinoid receptors typically inhibit neurotransmitter release via βγ inhibition of N- and P/Q-type calcium channels (Mackie et al., 1995). The cannabinoid modulation of L-type calcium channels via PKA had been seen before (e.g., Gebremedhin et al., 1999) but not (at the time) to modulate neurotransmitter release.

The cannabinoid modulation of signaling also involved an inverted sign since cannabinoids usually interfere with neurotransmitter release by inhibiting rather than enhancing calcium channel function. A plausible interpretation is a conservation of sign, since glutamate is released constitutively, and the light signal is represented by a decrease in glutamate release. This means that to serve as a retrograde inhibitor, cannabinoids would need to enhance glutamate release, which is the case. Lastly, the differential modulation of calcium responses in rods vs. cones suggests that cannabinoids may play opposing roles in terms of regulation of neurotransmission (i.e., suppressing rods while exciting cones or v.v.).

Fan and Yazulla (2005) found that 2 μM WIN55212 inhibited IK, ICl, and ICa in a PKA-dependent and pertussis toxin-sensitive manner. This implied that Gα subunits were inhibiting currents via adenylyl cyclase which is supported by others (Straiker et al., 2002). Interestingly at 300 nM and 700 nM the WIN55212 effects were reversed, also in a PKA-dependent manner and also blocked by SR141716 but not by pertussis toxin. Pertussis toxin is a reliable blocker of Gi/o-signaling, suggesting that another pathway might be involved. The inhibition of these currents was occluded by pre-treatment with cholera toxin, which stimulates Gs G proteins, thereby raising the possibility that the effect occurred either via CB1 activation of Gs G proteins or perhaps a non- CB1 receptor. Glass and Felder (1997) showed that under certain circumstances (i.e., concurrent activation of dopamine D2 and CB1 receptors) CB1 signals are seen via Gs. The authors offered the possibility that a separate non-CB1 receptor might mediate the second Gs-dependent effect, and this is consistent with the idea of a receptor with shared pharmacology activated by WIN55212. In this study, a ~3-fold concentration difference (700 nM → 2 μM) yielded dramatically different effects via the same receptor which merits further study, perhaps with an agonist other than WIN55212.

In a follow-up article, Fan and Yazulla (2004) tested for interactions between CB1 and D2 dopamine receptors. D2 activation blocked (or perhaps occluded, since D2 is Gi/o coupled) the presumed Gs-mediated CB1 effects on outward currents previously seen with 700 nM WIN55212. This was inconsistent with the findings of Glass and Felder (1997) insofar as one would have expected an even greater Gs signaling. In a second finding, the D2 agonist quinpirole, which did modestly inhibit currents at 50 μM, did not do so in an additive manner with WIN55212, suggesting that the inhibitory actions occurred via a shared pathway.

In 2006, Struik et al. (2006) reported that WIN55212 altered the cone response to light offset in goldfish retina but since this was not blocked by the CB1 antagonist SR141716, this may occur via some other target.

Fan and Yazulla (2007) examined retrograde inhibition at the cone-cone bipolar cell interface. Using puffed KCl to depolarize bipolar cells and induce DSE, or a Group I mGluR agonist to induce MSE, the authors provided evidence for retrograde cannabinoid signaling at the first synapse of the visual system. By recording from cone photoreceptors and briefly puffing high-potassium saline onto putative mixed rod/cone bipolar cells, they observed a voltage-dependent potassium current in cones. These responses, consisting of a drop in potassium currents, were altered by several pharmacological interventions. They were blocked by SR141716, suggesting CB1-dependence, but were unaffected by the FAAH inhibitor URB597, arguing against a role for anandamide. A blocker of 2-AG synthesis (tetrahydrolipstatin, THL) did however prevent the response. This argues for a 2-AG rather than an anandamide role in mediating this retrograde signaling, a result that is consistent with general findings for DSE/DSI elsewhere in the CNS. Interestingly, the authors found an effect for COX2 inhibitor nimesulide, consistent with a potential COX2 metabolism of 2-AG that has been reported previously (Kim and Alger, 2004; Straiker and Mackie, 2009; Straiker et al., 2011). Immunohistochemical data from mice (with knockout controls) indicate that MAGL is present in photoreceptor terminals (Figure 7; Hu et al., 2010) and would, therefore, be able to play a role in the breakdown of 2-AG. However, a role for MAGL in OPL cannabinoid signaling remains to be demonstrated. If so, it is possible that MAGL and COX2 act cooperatively as they do in some interneurons. Incidentally, the cooperative activity of MAGL and COX2 account for the faster timecourse of DSI relative to DSE (Straiker and Mackie, 2009; Straiker et al., 2011) and so would be expected to contribute to more rapid 2-AG clearance in photoreceptors.

Fan and Yazulla (2007) also investigated MSE at the same synapse, the cone-bipolar synapse. As noted earlier, this form of retrograde inhibition can be elicited by activation of a post-synaptic Gq-coupled metabotropic receptor. As mentioned above, early studies were restricted to metabotropic glutamate and muscarinic receptors, and the authors chose mGluR Group I, narrowing the target to mGluR1 with the use of a mGluR5 antagonist (MPEP). In addition, the authors examined the calcium-sensitivity of DSE and MSE. Their findings were that DSE depended on the influx of calcium from external sources through ion channels, whereas MSE depended on intracellular sources of calcium, a result that is broadly consistent with what has been seen for these forms of retrograde inhibition (Kano et al., 2009).



CANNABINOID SIGNALING IN THE INNER NUCLEAR LAYER

The first electrophysiological evidence for a cannabinoid role in retinal signaling derived not from photoreceptors but from bipolar cells, first in L-type calcium currents in bipolar cells of the tiger salamander (Straiker A. et al., 1999) and, subsequently, in potassium currents of the goldfish (Yazulla et al., 2000). The calcium currents likely arise in the axon terminals of bipolar cells and, therefore, represent the action of these receptors in the inner plexiform layer between the inner nuclear layer and ganglion cells.

L-type calcium currents in identified bipolar cells were substantially inhibited by 600 nM WIN55212 and reversed by the antagonist SR141716 (Straiker A. et al., 1999). That study did not examine IK or other currents. Complementary findings were reported for goldfish bipolar cells (Yazulla et al., 2000). Using the other canonical CB1 agonist CP55940, the authors found that 1 μM CP55940 inhibited a delayed rectifier potassium current in a population of bipolar cells (“ON Mb”) of the goldfish but not in the presence of SR141716. The authors did not test modulation of ICa currents in these cells or test IK currents in OFF bipolar cells.

CB1/dopamine D1 interactions were studied in ON bipolar cells of the goldfish (Fan and Yazulla, 2005). These cells appear to express both CB1 and D1 but not D2 receptors. D1 activation enhanced delayed rectifier potassium currents via Gs G proteins. Interestingly, the authors found that subthreshold concentrations of WIN55212 did not directly modulate IK currents but nonetheless blocked the D1 potentiation. The effect was blocked by SR141716 and pertussis toxin indicating both CB1- and Gi/o-dependence. The authors proposed that dopamine represents a “light” signal that is opposed by cannabinoids, thereby making cannabinoids a sort of “dark” signal.

More recently Vielma et al. (2020) examined the inhibitory inputs into defined populations of OFF cone bipolar cells in rat retinal slices. They reported that several of these (Types 2, 3a, 3b but not 4) experienced an increase in the frequency of GABAergic but not glycinergic inputs. An increase in the frequency of presumed amacrine cell inputs is unexpected and may be a consequence of cannabinoid effects on inputs to these cells or may in fact represent a novel and unusual activation of responses by cannabinoid CB1 receptors.

A functional study by Cecyre et al. (2013) used electroretinogram (ERG) recordings in knockout mice for CB1 and CB2 receptors. Electroretinograms measure the population response of retinal cells in response to a light stimulus. A large number of cone photoreceptors respond in concert to a bright flash, followed by a slightly delayed response of second order cells, such as cone bipolar cells. A similar stimulus under dark-adapted conditions activates rod photoreceptors and the neurons downstream. This provides useful information about the light responses of these cells. Cecyre et al. reported that there was no difference in the ERG responses between wild type and CB1 knockout ERGs in response to a standard ERG light stimulus—a series of 1 ms flashes of progressively increasing intensity. A follow-on study from the same group reaffirmed a non-effect in ERGs for CB1 deletion, activation, or block (Cecyre et al., 2020). Given the functional photoreceptor data from retinal slices that show a pronounced effect both on the photoreceptor and bipolar cell responses (e.g., Fan and Yazulla, 2007), one possibility is that this difference is due to the brief nature of the light stimulus typically employed for ERGs. A 1 ms stimulus may not be sufficient to interrogate the role of a feedback signal such as that of the cannabinoid signaling system. Feedback loops require time for the signal to be received by photoreceptors, transmitted across the synapse, for changes in postsynaptic polarization, subsequent changes in calcium and endocannabinoid synthesis, for these lipid messengers to cross the synapse retrogradely and then act on the presynaptic photoreceptors. DSI/DSE, for example generally requires at least stimulation of 100 ms duration to induce and the following responses take place over the course of tens of seconds (e.g., Straiker and Mackie, 2005). However, as it stands there is a disconnect between the global electrical responses and those observed in retinal slice recordings for photoreceptors and bipolar cells.



RETINAL GANGLION CELLS AND CANNABINOID SIGNALING

In the inner retina, bipolar cells and amacrine cells serve to create a balance of excitatory and inhibitory inputs that ultimately determine the likelihood that a given retinal ganglion cell will fire an action potential. The likelihood of firing will therefore depend on the balance of excitatory and inhibitory inputs and the intrinsic membrane properties of the retinal ganglion cell. Several studies have looked at various aspects of this in whole-mount preparations, retinal slices, and acutely dissociated retinal ganglion cells.

Several studies made use of isolated cultured retinal ganglion cells. Lalonde et al. (2006) and Zhang et al. (2013) each examined cannabinoid responses in cultured rat retinal ganglion cells. As noted previously, CB1 receptors in neurons are, as a rule, expressed presynaptically. In the case of retinal ganglion cells, this would place the receptors outside the retina, in target regions of the visual circuitry. So, while interesting, the study of these cells may tell us more about likely function outside the retina. That said, Lalonde et al reported inhibition by the CB1 receptor agonist WIN55212 of high-voltage activated calcium currents in RGCs. Zhang et al. examined an outward potassium current, given the results of prior studies that found cannabinoid effects on potassium channels in goldfish (Fan and Yazulla, 2005). They found that WIN55212 suppressed the potassium current albeit at relatively high concentrations that were not blocked by CB1 or CB2 antagonists and the authors suggested that the effect occurred via a novel receptor target.

Other groups have made use of semi-intact preparations, either whole-mount or slices. Middleton and Protti (2011) showed using whole-mount retinas that spontaneous inputs onto retinal ganglion cells were inhibited by WIN55212. Both excitatory (glutamatergic) and inhibitory (GABAergic) inputs were diminished, though they saw a larger effect on the GABAergic currents in young mice, indicating that there is a variation with age and that the balance between excitatory and inhibitory inputs may change with time. Their results were consistent with a presynaptic expression of CB1 receptors onto the inputs. Jiang et al. (2013) recorded retinal ganglion cell firing properties using current-clamp recordings in retinal slices of rats (3–4 weeks of age) to examine whether the intrinsic firing and membrane properties of retinal ganglion cells were altered by cannabinoids. As noted above, CB1 receptors are typically located at the axon terminal, and so would have been cut away as a part of the slice preparation. Their non-effect is consistent with this, though they report that the action potential itself was altered though it is unclear to what extent the effect is CB1-dependent.

Wang et al. (2016) using retinal slices presented evidence that depolarization of retinal ganglion cells was able to suppress mIPSC inputs to these cells, potentially consistent with depolarization-induced suppression of inhibition (DSI). More recently, Middleton et al. (2019) reported that inputs to a specific population of ganglion cells—ON sustained—saw a CB1-dependent reduction in their spontaneous activity and altered spatial tuning.

Outlook: In reports of ganglion cell function, all cells see alterations of their inputs, suggesting a more global effect of cannabinoids. This may relate to a further caveat of any studies of the IPL in semi-intact or intact preparations, namely, the extent to which responses in cells of the inner nuclear layer and the ganglion cell layer are altered upstream by cannabinoid modulation at the OPL synapses. Because CB1 staining is observed at most or even all presynaptic terminals in the OPL, perfusion with an agonist may have unpredictable consequences for signaling downstream. And those consequences may depend on light levels prior to and during recordings. They may also depend on diurnal factors since cannabinoid levels have been shown to vary by time of day (Valenti et al., 2004), and cycling FAAH levels have been shown to underlie diurnal regulation of anterior eye function (Miller et al., 2016).

Another important question, the answer to which will impact cannabinoid signaling, is the extent to which cannabinoids spread beyond existing synapses. Wilson and Nicoll (2001) showed that cannabinoids can spread and act beyond a given synapse. In the hippocampus, this spread extended as far as 40 microns, enough spread to reach nearly 30 rod photoreceptors in either direction in the mouse (Carter-Dawson and LaVail, 1979). Until very recently, it has not been possible to directly observe the release of eCBs, and studies have been forced to rely on indirect means of detecting the consequences of cannabinoid signaling, but a new modified fluorescing CB1 receptor appears to serve as an endocannabinoid sensor and may at last offer insight into this question (Liput et al., 2019).



HOW DOES THE ROLE OF CB1 COMPARE IN THESE TWO SENSORY SYSTEMS?

At first glance, the visual and olfactory systems would seem to have much in common. In both systems, an external signal must be perceived and converted into an electrochemical signal that can then be processed and interpreted by the downstream neuronal network. The nature of the signal to be interpreted differs fundamentally—the retina captures light, while the olfactory system binds specific volatile chemicals—but in both cases, a dedicated class of sensory neurons plays this role of detecting the stimulus and producing a signal that can be interpreted by a network of downstream neurons. And CB1 receptors are present at several points, including the early synapses, of each sensory system.

But there are also fundamental differences between these systems. Much of this derives from the objective of each sensory system. The chief goal of the olfactory system is to interrogate the volatile chemical environment with its uncountable number of potential chemicals and to derive from this a chemical profile: a specific, recognizable, identifiable scent. The olfactory system accomplishes this by evaluating the collective binding of a given volatile molecule to 500 or so different olfactory receptors (Buck and Axel, 1991; Gilad and Lancet, 2003; Niimura, 2009; Mainland et al., 2013; Hayden and Teeling, 2014). The olfactory system is additionally tasked with locating the direction of the source of the scent. And there is neuronal machinery in place to rapidly desensitize to a specific scent, presumably to allow detection of a sequential series of scents over the course of minutes. An intact olfactory system offers a tremendous benefit for food-seeking, predator aversion, and mating and some species such as rodents rely heavily on this sense to thrive. In contrast, the retina, as the vanguard of the visual system, uses a total of four receptor types with the objective of creating a multi-color, multidimensional representation of the outside world while adjusting for movement both of the observer and of objects in the outside world, and to changes in ambient light. To accomplish this requires highly complex circuitry, encompassing 60 or more neuronal types in the retina alone before preprocessed signals are sent to visual centers in the rest of the brain. Given the considerable differences between these systems, it is possible then that the roles of CB1 will be most comparable at early synapses.

Anatomically there appears to be a clear difference between the two sensory systems. In the retina, there is evidence for a retrograde feedback circuit onto cone photoreceptors and likely rods as well. In the olfactory bulb, this would be most comparable to the synapse between olfactory neurons and second order mitral cells in the glomeruli. Thus far, there is no compelling evidence for an active CB1 cannabinoid component circuit in the glomeruli themselves. Instead, the first defined cannabinoid circuit in the olfactory pathway is found on periglomerular interneurons synapsing onto the dendrites of mitral cells. The CB1 receptors are situated just outside the glomeruli. This circuit likely tempers the inhibitory inputs of these neurons onto mitral cells.

Another point of difference between the two systems has to do with the way they are integrated with the brain, more specifically with centrifugal inputs back to each sensory system. The olfactory bulb is more integrated with the rest of the brain, receiving centrifugal inputs from multiple brain regions (Kiselycznyk et al., 2006) and it has been shown that cannabinoids play a key role in regulating some of these inputs from the rest of the brain, with implications for food intake (Soria-Gómez et al., 2014). The mammalian retina, in contrast, is relatively more isolated from the brain and does not receive such centrifugal inputs, though other species such as birds do (Dillingham et al., 2013).

And lastly, the olfactory bulb includes a separate unit, the accessory olfactory bulb (Wackermannová et al., 2016; Smith and Bhatnagar, 2019). This component of the olfactory bulb receives qualitatively distinct inputs, partly related to pheromones. Though this system appears to have a relatively minor role in humans, in some species the accessory olfactory bulb is important to survival. The role of cannabinoids in this system is still unknown, but the system does not have a correlate in the visual sensory system.

The above-referenced studies on endocannabinoid signaling in the early stages of olfactory and visual signal processing indicate that despite the anatomical and physiological differences between these two sensory systems, CB1 and its associated enzymatic machinery are major players in the regulation of sensory input in both systems. It remains to be determined in future studies how this CB1-mediated regulation plays out at synaptic stages further along the visual and olfactory pathways.

Outlook: A full understanding of the parallels between cannabinoid signaling in the olfactory and visual pathways will require a greatly expanded understanding of the circuitry and function of these receptors in either system. With a few exceptions, the role of the cannabinoid signaling system in the visual pathway is still poorly understood. Though the circuitry at the first synapse is fairly well studied, we know little of the cannabinoid circuitry in the inner plexiform layer. The field also suffers from conflicting anatomical and functional studies, particularly between electrophysiological studies using retinal slices that report clear effects on photoreceptor signaling vs. studies that report no impact of CB1 on the ERG response. Functional studies of how cannabinoid receptors regulate the outputs of identified ganglion cell populations will be an important step toward this end. In both sensory systems, we have a limited understanding of the role of endogenous cannabinoids, which endocannabinoid plays a central role, as well as a detailed understanding of the enzymatic machinery that synthesizes and metabolizes these endocannabinoids. Newer tools such as an endocannabinoid sensor may shed some much-needed light on this subject in both sensory systems.
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A presynaptic neuron can increase its computational capacity by transmitting functionally distinct signals to each of its postsynaptic cell types. To determine whether such computational specialization occurs over fine spatial scales within a neurite arbor, we investigated computation at output synapses of the starburst amacrine cell (SAC), a critical component of the classical direction-selective (DS) circuit in the retina. The SAC is a non-spiking interneuron that co-releases GABA and acetylcholine and forms closely spaced (<5 μm) inhibitory synapses onto two postsynaptic cell types: DS ganglion cells (DSGCs) and neighboring SACs. During dynamic optogenetic stimulation of SACs in mouse retina, whole-cell recordings of inhibitory postsynaptic currents revealed that GABAergic synapses onto DSGCs exhibit stronger low-pass filtering than those onto neighboring SACs. Computational analyses suggest that this filtering difference can be explained primarily by presynaptic properties, rather than those of the postsynaptic cells per se. Consistent with functionally diverse SAC presynapses, blockade of N-type voltage-gated calcium channels abolished GABAergic currents in SACs but only moderately reduced GABAergic and cholinergic currents in DSGCs. These results jointly demonstrate how specialization of synaptic outputs could enhance parallel processing in a compact interneuron over fine spatial scales. Moreover, the distinct transmission kinetics of GABAergic SAC synapses are poised to support the functional diversity of inhibition within DS circuitry.
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INTRODUCTION

Within a neural circuit, divergence permits the activity of one presynaptic cell to influence multiple postsynaptic cell types in parallel. The functional impact of divergence is enhanced if the presynaptic neuron communicates differently to each postsynaptic cell type. For example, the dynamics of transmission (e.g., the characteristics of short-term, use-dependent plasticity) from a presynaptic neuron can vary systematically with the identity of the postsynaptic partner (Muller and Nicholls, 1974; Katz et al., 1993; Davis and Murphey, 1993; Markram et al., 1998; Reyes et al., 1998; Scanziani et al., 1998). Thus, resolving synaptic mechanisms that diversify output signals reveals strategies for information processing within neural circuits.

To investigate synaptic mechanisms for divergent output signals, we leveraged the well-defined connectivity within the direction-selective (DS) circuit of the mature mouse retina. This circuit depends critically on the starburst amacrine cell (SAC), an axon-less, non-spiking interneuron that provides GABAergic inhibition to both neighboring SACs and DS ganglion cells (DSGCs) (Fried et al., 2002; Lee and Zhou, 2006; Kostadinov and Sanes, 2015; Ding et al., 2016), as well as cholinergic excitation to DSGCs but not SACs (Zheng et al., 2004; Lee et al., 2010). Thus, this circuit implements signal divergence at two levels: differences in postsynaptic cell type (i.e., GABAergic SAC→SAC vs. GABAergic SAC→DSGC) and differences in neurotransmitter (i.e., GABAergic vs. cholinergic SAC→DSGC). Previously, we determined that the distinct time courses of GABAergic and cholinergic transmission from SACs to DSGCs can be fully explained by transmitter-specific differences in postsynaptic receptor kinetics (Pottackal et al., 2020). It remains unknown, however, whether GABAergic synapses from SACs onto distinct postsynaptic cell types differ in their computational properties and, if so, whether these differences arise pre- or postsynaptically.

In addition to targeting diverse postsynaptic partners, the output synapses of SACs exhibit diverse visual response properties that map systematically onto cellular morphology. Specifically, each SAC neurite is depolarized preferentially by centrifugal motion (i.e., motion from the soma toward the distal tip of the neurite; Euler et al., 2002; Hausselt et al., 2007; Chen et al., 2016; Vlasits et al., 2016; Koren et al., 2017; Morrie and Feller, 2018). A radially symmetric SAC arbor is thus functionally organized into >20 sectors, each with a distinct direction preference. Additionally, the distal region of each sector contains a cluster of presynaptic active zones that exhibit locally correlated activity over a scale of tens of micrometers (Poleg-Polsky et al., 2018; Figure 1A). Within a sector, though, output synapses are not spatially segregated according to postsynaptic cell type; indeed, intermingled presynapses onto SACs and DSGCs can be separated by <5 μm (Ding et al., 2016; Figure 1A). Thus, if signal processing at GABAergic SAC synapses differs according to the identity of the postsynaptic cell type (i.e., SAC vs. DSGC), functional diversity among SAC outputs may exist on an even finer spatial scale than that defined by activity correlations (Poleg-Polsky et al., 2018). Indeed, GABAergic inhibition from SACs appears to subserve different functions in postsynaptic DSGCs and SACs. In DSGCs, inhibition persists in order to coincide with and counter excitation during null-direction motion (reviewed in Vaney et al., 2012); by contrast, inhibition in SACs precedes excitation, thereby relieving synaptic depression at output synapses onto DSGCs (Chen et al., 2020).
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FIGURE 1. Functional diversity and spatial organization of synaptic outputs in starburst amacrine cells. (A) Diverse properties of synaptic varicosities in a SAC. Left, functional parsing of SAC neurites into sectors with distinct preferences for direction of motion. Varicosity color indicates preferred direction. Arrows indicate cardinal directions. Right, expanded view of varicosities within one neurite sector. Varicosity shape indicates postsynaptic cell type identity. (B) An optogenetic approach to comparing GABAergic transmission from SACs to distinct postsynaptic cell types. (B1) Homotypic inhibition between SACs. Photostimulation of channelrhodopsin-2-expressing (ChR2+) ON SACs evokes reciprocal GABA release onto neighboring ON SACs. (B2) Heterotypic inhibition between SACs and DSGCs. Optogenetic stimulation of ON and OFF SACs evokes GABA release onto ON-OFF and ON DSGCs. Thick dashed lines indicate sparse or absent OFF-layer dendrites in ON DSGCs. Fine dashed lines indicate patch pipettes for targeted whole-cell recording.


To test the hypothesis that SAC output synapses form parallel channels that differ functionally with postsynaptic cell identity, we compared the temporal response characteristics of divergent GABAergic outputs from SACs by combining optogenetics, electrophysiology, and computational analyses. Strikingly, we found that low-pass filtering was more pronounced at GABAergic synapses onto DSGCs than at those onto SACs. Furthermore, this temporal difference between GABAergic SAC synapses appeared to be generated predominantly by presynaptic mechanisms. Thus, a SAC generates parallel GABAergic outputs that differ functionally between postsynaptic cell types, which may support the apparently distinct roles of GABAergic SAC synapses at two loci within DS circuitry.



MATERIALS AND METHODS


Animals

All animal procedures were approved by the Institutional Animal Care and Use Committee at Yale University and were in compliance with National Institutes of Health guidelines. Mice of both sexes were maintained on a C57BL/6 background and studied between postnatal days 28 and 90. All experimental animals were generated by crossing homozygous Chat-ires-cre mice (B6;129S6-Chattm2(cre)Lowl/J; The Jackson Laboratory #006410) with homozygous Ai32 mice [Madisen et al., 2012; B6.Cg-Gt(ROSA)26Sortm32(CAG–COP4 × H134R/EYFP)Hze/J; The Jackson Laboratory #024109] to yield offspring that were heterozygous for both transgenes. In retinas of these mice, Cre expression is driven by endogenous Chat regulatory elements and induces selective expression of a channelrhodopsin-2 (ChR2)/enhanced yellow fluorescent protein (EYFP) fusion protein in ON and OFF SACs.



Electrophysiology

Mice were euthanized following ∼1 h of dark adaptation. Subsequently, both eyes were enucleated and placed in a dissection dish containing Ames medium (A1420, MilliporeSigma) supplemented with 22.6 mM NaHCO3 (MilliporeSigma) and bubbled with 95% oxygen/5% carbon dioxide gas at room temperature. Retinas were dissected under infrared illumination using stereomicroscope-mounted night vision goggles (B.E. Meyers). After removal of the retina from the eyecup, the vitreous humor was stripped away and a single relaxing cut was made along the nasotemporal axis. Retinas were then affixed to mixed cellulose ester filter membranes (HAWP01300, MilliporeSigma) and kept at room temperature until recording. Before recording, filter-mounted retinas were transferred to a custom recording chamber and fastened by a tissue harp. During recording, the chamber was perfused with Ames medium at a flow rate of 4–6 mL/min and a temperature of 32–34°C.

For whole-cell recordings, patch pipettes were pulled from borosilicate glass capillaries (1B120F-4, World Precision Instruments) and had tip resistances of 4–6 MΩ for ganglion cell recordings or 5–8 MΩ for amacrine cell recordings. Patch pipettes were back-filled with internal solutions containing the following (in mM): 120 Cs-methanesulfonate, 5 TEA-Cl, 10 HEPES, 10 BAPTA, 3 NaCl, 2 QX-314-Cl, 4 ATP-Mg, 0.4 GTP-Na2, and 10 phosphocreatine-tris2, at pH 7.3 and 280 mOsm for voltage-clamp recordings; or 120 K-methanesulfonate, 10 HEPES, 0.1 EGTA, 5 NaCl, 4 ATP-Mg, 0.4 GTP-Na2, and 10 phosphocreatine-tris2, at pH 7.3 and 280 mOsm for current-clamp recordings. All compounds in internal solutions were obtained from MilliporeSigma. During all recordings, membrane current or voltage was amplified (MultiClamp 700B, Axon Instruments), digitized at 5 or 10 kHz (Digidata 1440A, Molecular Devices), and recorded (pClamp 10.0, Molecular Devices). During voltage-clamp recordings, inhibitory or excitatory currents were isolated by clamping at the reversal potentials for cations (Ecation; ∼0 mV) or chloride (ECl; ∼−67 mV), respectively. Series resistance (10–25 MΩ) was compensated by 50%, and recordings were corrected for a −9-mV liquid junction potential.

Direction-selective ganglion cells were initially identified by obtaining loose-patch spike recordings of visual responses in unlabeled GCs. Visual stimuli were displayed by a modified video projector (λpeak = 395 nm) focused through a sub-stage condenser lens onto the retina (Borghuis et al., 2013, 2014). Mean luminance was ∼104 photoisomerizations cone–1 s–1 (Borghuis et al., 2014). Putative ON-OFF DSGCs and ON DSGCs were first identified and differentiated according to their distinct spike responses to a light spot (5 s, 400-μm diameter) of positive contrast: ON-OFF DSGCs fired transiently at stimulus onset and offset, whereas ON DSGCs fired in a sustained manner over the duration of the stimulus (Weng et al., 2005; Sun et al., 2006; Dhande et al., 2013). Most putative DSGCs were also presented with drifting gratings to confirm DS spike responses (Park et al., 2014). After establishment of a voltage-clamp recording, DSGC identity was confirmed by the presence of both inhibitory postsynaptic currents (IPSCs) (GABAergic) and excitatory postsynaptic currents (EPSCs) (cholinergic) during optogenetic stimulation of SACs (Sethuramanujam et al., 2016; Hanson et al., 2019; Pottackal et al., 2020). ON SACs were identified by visualizing EYFP+ somata in the ganglion cell layer using a custom-built two-photon laser-scanning microscope controlled by ScanImage (Vidrio Technologies) (Borghuis et al., 2013). Two-photon excitation was provided by a tunable Coherent Chameleon Ultra II laser (λpeak = 910 nm).

Optogenetic stimulation of ChR2+ SACs was performed using an LED (λpeak = 470 nm; M470L3, Thorlabs) projected through the aperture (400-μm diameter) of an iris diaphragm (CP20S, Thorlabs), driven by a T-Cube LED driver (LEDD1B, Thorlabs), and focused through a sub-stage condenser lens onto the retina. The maximum light intensity (Φmax) at the sample plane was 4.8 × 1017 quanta (Q) cm–2 s–1. Stimuli were corrected for a nonlinear relationship between voltage input to the LED driver and light output of the LED, which was measured at the sample plane. Rod- and cone-mediated inputs were silenced by supplementing the bath solution with the following compounds (in μM): 50 D-AP5 (Alomone), 50 DNQX (Alomone), 20 L-AP4 (Alomone), and 2 ACET (Tocris) (Park et al., 2015, 2018, 2020; Pottackal et al., 2020, 2021). During some experiments, N-type voltage-gated calcium channels (VGCCs) were also blocked by adding 0.3 μM ω-conotoxin G6A (Alomone) to the solution described above. For these experiments, both the control and experimental solutions were supplemented with 0.01% cytochrome C (MilliporeSigma) to reduce non-specific adhesion of the peptide antagonist to plastic tubing and glassware. For experiments in which extracellular Ca2+ was varied, Ames medium was replaced by a Ringer solution consisting of the following (in mM): 119 NaCl, 23 NaHCO3, 10 glucose, 2.5 KCl, 2 Na-(L)-lactate, 2 Na-pyruvate, 1.5 Na2SO4, and 1.25 NaH2PO4. CaCl2 and MgCl2 were variably added to the Ringer solution at a fixed total molarity of 4 mM (e.g., 0.5 mM CaCl2 and 3.5 mM MgCl2; Jarsky et al., 2010). All compounds included in the Ringer solution were obtained from MilliporeSigma.



Linear-Nonlinear Cascade Analysis

Linear-nonlinear (LN) cascade analysis was performed as described in detail previously (Jarsky et al., 2011; Pottackal et al., 2020, 2021). Briefly, quasi-white-noise (WN) stimuli were generated by repeated draws from a standard normal distribution and then ideally low-pass filtered at 30 Hz. WN stimuli comprised 10 consecutive 10-s trials, each consisting of 7.5 s of a unique stimulus sequence followed by 2.5 s of a repeated stimulus sequence. For each cell, responses to unique stimuli were used to construct the model, while responses to repeated stimuli were used to assess the accuracy of the model. Trial-to-trial response reliability was measured by computing the Pearson correlation coefficient between each trial’s repeat response and the average of all other trials’ repeat responses and, subsequently, averaging all 10 resulting values. Recordings with response reliability exceeding 0.7 were analyzed further.

To construct an LN model from a recorded response to WN stimulation, a linear filter was first computed by cross-correlating the WN stimulus with the response. Filter width was measured as the full width at 25% of the maximum. For a subset of linear filters (see Figure 7), a biphasicity index bφ was measured as:
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where fmax = max[f(t)] and fmin = |min{0,min[f(t)]}| for 0 < t ≤ 60 ms. The filter was then convolved with the stimulus to generate a linear prediction of the response, which was then plotted against the recorded response for each time point. Plotted points were equally divided into 100 bins along the linear prediction axis. Points within each bin were averaged along both dimensions (i.e., predicted and recorded response axes) to generate 100 points, which were then fit to a Gaussian cumulative distribution function N(x) that acted as the static nonlinearity component of the model. A rectification index irect was computed from N(x) to measure the nonlinearity of each modeled response:
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where rL[bin] is the set of 100 values obtained after binning and averaging along the linear prediction axis. Finally, the linear prediction was passed through this static nonlinearity to generate the output of the LN model. The accuracy of the model was measured as the squared Pearson correlation coefficient (r2) between (1) the model’s response to the repeated stimulus and (2) the mean of 10 recorded responses to the repeated stimulus. For all conditions studied using LN analysis, these r2 values are reported in the corresponding figures. IPSCs recorded from ON-OFF DSGCs during WN stimulation of SACs (Figures 2, 4, 6–8) were included in an earlier study (Pottackal et al., 2020).


[image: image]

FIGURE 2. Computational properties of GABAergic SAC synapses differ with postsynaptic cell type identity. (A) Schematic illustrating generation of a linear-nonlinear (LN) model from a response evoked by white-noise (WN) ChR2 stimulation (see “Materials and Methods section”). (B) Linear-nonlinear models obtained from IPSCs recorded in ON SACs and DSGCs during optogenetic white-noise stimulation of SACs. Black traces indicate averaged response to 10 stimulus repeats [maximum stimulus intensity (Φmax) = 4.8 × 1017 Q cm––2 s–1). Colored traces show LN model output. Dashed horizontal lines indicate the response at a linear prediction of 0 (see C–E). (C–E), Linear filter (left) and static nonlinearity (right) obtained from ON SAC (C), ON-OFF DSGC (D), and ON DSGC (E) in (B). Horizontal line overlaid on each static nonlinearity indicates the response at a linear prediction of 0. (F) Measurements of LN model components obtained from IPSCs recorded in ON SACs (n = 5), ON-OFF DSGCs (n = 10), and ON DSGCs (n = 6). The ON-OFF DSGC shown in (B,D) and data from DSGCs in (F) are re-plotted from Pottackal et al. (2020). n.s., not significant; *p < 0.05; **p < 0.01; and ***p < 0.001.




IPSC Contamination Analysis

An analysis was performed to evaluate the potential impact of unclamped ChR2 current (IChR2) on IPSCs recorded from a ChR2+ SAC clamped at the nominal Ecation. Traces used in the simulation were averages of 10 recorded responses to the repeated WN sequence. Estimates of unclamped ChR2 current at Ecation were constructed by first averaging ChR2 current recorded in 5 ON SACs clamped at ECl during the repeated WN sequence (25 μM gabazine; Figure 3). To estimate the fractional reduction of IChR2 at Ecation, the amplitude (10 ms after stimulus onset) of a saturated IChR2 was measured at Ecation (−8.4 ± 1.7 pA; n = 8 cells) and ECl (−96.3 ± 7.6 pA; n = 3 cells). The ratio of these values (0.088 ± 0.019) provides an estimate of unclamped ChR2 current at Ecation, from which we derived a conservative scaling factor of 0.146 (mean + 3 × SEM), i.e., an upper bound for the contamination. The mean IChR2 trace was then multiplied by this factor to generate an estimate of the unclamped current at Ecation. To reflect potential low-pass filtering due to cable properties of SAC neurites, the downscaled IChR2 trace was convolved with an exponential filter characterized by one of four time constants of decay (τdecay = 10, 31.6, 100, or 316 ms). Filters were normalized to have an integral of 1.
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FIGURE 3. Effective isolation of ChR2- from GABAAR-mediated currents in ON SACs using voltage clamp. (A) ChR2-mediated inward currents recorded in a ChR2+ ON SAC before and after GABAAR blockade. Top, optogenetic white-noise stimulus (Φmax = 4.8 × 1017 Q cm–2 s–1). ChR2-mediated inward currents before (middle) and after (bottom) bath application of gabazine (50 μM). (B) Inter-trial reliability of ChR2-mediated currents in ON SACs (n = 5) before and after gabazine application. (C) Linear filters obtained from ChR2-mediated currents in ON SAC shown in (A) before (thick purple trace) and after (thin gray trace) gabazine application. (D) Peak times (D1) and widths (D2) of linear filters obtained from LN analysis of ChR2-mediated currents in ON SACs before and after gabazine application. n.s., not significant.
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FIGURE 4. Contamination of IPSCs by unclamped ChR2 current in voltage-clamped SACs cannot explain relatively fast transmission kinetics. (A) Comparison of time courses of optogenetic white-noise stimulus sequence (cyan), inverted ChR2 current (black), and IPSC recorded in an ON-OFF DSGC. Gray lines indicate relative peak times for each trace. Each trace is normalized to its peak. ChR2 current trace is the mean of recordings from 5 ON SACs voltage-clamped at ECl during GABAA receptor blockade. (B) Simulating contamination of an IPSC by unclamped ChR2 current. Top, optogenetic white-noise stimulus (Φmax = 4.8 × 1017 Q cm–2 s–1). Middle, IPSC (average of 10 repeated trials) obtained from an ON-OFF DSGC downscaled to match amplitude of an ON SAC IPSC. Bottom, family of ChR2 currents generated by downscaling ChR2 current measured at ECl and applying a family of exponential filters (see section “Materials and Methods”). Resulting ChR2 current traces serve as estimates of ChR2 current at Ecation, which are added to the IPSC to simulate contamination. (C) Expanded view of contaminating ChR2 currents shown in (B). (D) Comparison of SAC IPSCs and “contaminated” IPSCs. Top, optogenetic white-noise stimulus (Φmax = 4.8 × 1017 Q cm–2 s–1). Bottom, optogenetically evoked IPSCs recorded in an ON SAC (blue trace; mean of 10 trials) overlaid with a simulated series of “contaminated” IPSCs (gray traces) generated using an ON-OFF DSGC IPSC. (E) Average changes in squared Pearson correlation coefficients produced by applying the contamination procedure shown in (B). The contamination of a DSGC’s IPSC did not increase its correlation with a SAC’s IPSC (i.e., a positive change in r2 value); indeed, the opposite was true in most cases.
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FIGURE 5. Postsynaptic filtering at GABAergic SAC synapses. (A) Generation of evoked monophasic inhibitory postsynaptic currents (emIPSCs) in an ON SAC. Brief (<10 ms) optogenetic stimulation of presynaptic SACs evokes a small, monophasic IPSC (blue). Following m trials, n monophasic events are distinguished from multiphasic events and failures (gray). Arrowheads indicate unclamped ChR2-mediated photocurrents, which are removed by subtracting the mean of all failures from each emIPSC. (B) Comparison of emIPSCs recorded in DSGCs and ON SACs. Amplitude plotted against decay time constant (τdecay) for emIPSCs recorded in DSGCs (n = 212 events from 4 ON-OFF DSGCs and 1 ON DSGC) and ON SACs (n = 401 events from 8 cells). Marginal probability distributions of emIPSC amplitude and τdecay are shown at right and above, respectively. (C) Averaged time courses of emIPSCs recorded in DSGCs and ON SACs. Top, average of all emIPSCs recorded in DSGCs ([image: image], magenta trace) is fit by a function (dashed black trace; see section “Materials and Methods”) with two exponential decay terms (τdecay(fast) = 11.9 ms; τdecay(slow) = 54.2 ms). Overlaid, the average of all emIPSCs recorded in SACs ([image: image]SAC, blue trace) is fit by a similar function with a single exponential decay term (dashed gray trace; τdecay = 18.1 ms). All traces are normalized to their respective maxima. Bottom, expanded view of boxed period above. Data from DSGCs is re-plotted from Pottackal et al. (2020). n.s., not significant; **p < 0.01.
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FIGURE 6. Postsynaptic dynamics only partially explain postsynaptic cell type-specific filtering at GABAergic SAC synapses. (A) Protocol for generation of hybrid IPSCs. Wiener deconvolution of ON-OFF DSGC IPSCs removes the contribution of postsynaptic dynamics (DSGC emIPSC) to estimate presynaptic release dynamics. The result is convolved with an estimate of SAC→SAC postsynaptic dynamics (SAC emIPSC) to generate hybrid IPSCs. (B) Comparison of recorded and corresponding hybrid IPSC responses to optogenetic WN stimulation of SACs. Top, optogenetic WN stimulus. Maximum light intensity (Φmax), 4.8 × 1017 Q cm–2 s–1. Mean responses (black) and LN models (colored) for IPSCs recorded in an ON SAC (top) and hybrid IPSCs combining (1) presynaptic dynamics of GABAergic transmission to the same ON-OFF DSGC as above with (2) postsynaptic dynamics of GABAergic transmission to ON SACs (bottom). (C) Comparison of linear filters from recorded and hybrid IPSCs. Left, linear filters obtained from GABAergic IPSCs recorded in ON-OFF DSGC (magenta) and ON SAC (blue) in (B), overlaid with linear filter from corresponding hybrid IPSCs shown in (B) (gray). (D) Summary of filter peak times (D1) and widths (D2) from recorded and hybrid IPSCs in ON-OFF DSGCs (n = 10 cells) and ON SACs (n = 5 cells). Data from DSGCS are re-plotted from Pottackal et al. (2020). *p < 0.05; **p < 0.01; and ***p < 0.001.



[image: image]

FIGURE 7. Postsynaptic cell type-specific filtering at GABAergic SAC presynapses. (A) LN analysis of deconvolved presynaptic dynamics of GABAergic SAC synapses (see Figure 5A). Top, optogenetic stimulus. Maximum light intensity (Φmax), 4.8 × 1017 Q cm–2 s–1. Middle, presynaptic dynamics isolated from IPSCs recorded in an ON-OFF DSGC (DSGCpre). Black trace shows averaged response to 10 stimulus repeats. LN model output for the same sequence is overlaid (red). Bottom, same as middle for IPSCs recorded in an ON SAC (SACpre; blue, LN model output). (B) Linear filter (left) and static nonlinearity (right) obtained from SAC→ON-OFF DSGC presynaptic dynamics shown in (A). (C) Same as B for SAC→SAC presynaptic dynamics shown in (A). Black arrowhead indicates negative lobe of linear filter. (D) Measurements of LN model components for presynaptic dynamics from IPSCs recorded in ON-OFF DSGCs (n = 10) or ON SACs (n = 5): filter width (left), filter biphasicity index (middle), and rectification of nonlinearity (right). (E) Frequency analysis of isolated presynaptic dynamics estimated from IPSC recordings of ON-OFF DSGCs and ON SACs. Power spectra are normalized to the power at 2.5 Hz and reflect the entire 100-s recording. **p < 0.01; ***p < 0.001.
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FIGURE 8. GABAA receptor desensitization is unlikely to explain prolonged IPSCs in DSGCs. Analytical procedure for estimating the average number of vesicles driving fast GABAA receptor desensitization at a SAC synapse onto an ON-OFF DSGC. Top, an IPSC is convolved with an exponential filter (peak-normalized), which approximates the time course of fast (τ = 35 ms) GABAA receptor desensitization. Subsequent operations generate a probability distribution of vesicles per synapse. Bottom, average probability distribution for estimated number of vesicles driving fast desensitization at a GABAergic SAC synapse onto an ON-OFF DSGC (mean of 10 cells). Shaded area represents ± SEM.


The next stage of the analysis tested the hypothesis that the relatively fast waveforms of SAC IPSCs, measured in response to WN stimulation of SACs, resulted from slow IPSC waveforms (identical to those measured in ON-OFF DSGCs) that were contaminated with an unclamped ChR2 current. To test this, we took all possible pairs of IPSCs recorded in one SAC (n = 5 cells) and one ON-OFF DSGC (n = 10 cells) and derived a separate scale factor that was computed as the ratio of the standard deviation of each recording (5 × 10 = 50 total scale factors). Each scale factor was used to downscale the ON-OFF DSGC IPSC to have a standard deviation equal to that of the SAC IPSC. The downscaled trace was then summed with one of five variants of the IChR2 trace obtained above: either the unfiltered trace or one of the four filtered traces (5 × 10 × 5 = 250 “contaminated” DSGC IPSCs). The squared Pearson correlation coefficient (r2) was then computed between the corresponding ON SAC IPSC and each contaminated DSGC IPSC to measure the similarity of each pair of waveforms. This procedure was performed for each combination of SAC IPSC, DSGC IPSC, and IChR2 variant (5 × 10 × 5 = 250 r2 values). These values were finally averaged across the 5 SACs to yield the 50 values shown in Figure 4E. This procedure evaluated whether contaminating a DSGC IPSC with a ChR2 current could increase its similarity to a measured SAC IPSC.



Event Analysis

Evoked monophasic IPSCs (emIPSCs) were elicited in a DSGC or an ON SAC by brief (<10 ms) optogenetic stimulation of SACs, as reported previously (Pottackal et al., 2020). Briefly, stimulus intensity and duration were adjusted for each cell so that approximately one-third of trials failed to evoke an IPSC. For each trial, the trace was filtered and thresholded to detect rapid rising phases indicative of evoked IPSCs. An event with exactly one suprathreshold rising phase was identified as a monophasic IPSC. In some ChR2+ ON SACs, emIPSCs were partially contaminated by an unclamped inward ChR2 current. In such cases, “failed” trials (i.e., those with no detectable IPSC) were averaged together to isolate the ChR2 current, which was then subtracted from each individual emIPSC recorded in the same cell. For an individual emIPSC, amplitude was measured at its peak, and time constant of decay (τdecay) was measured by fitting an exponential function to its decay phase. Prior to averaging, emIPSCs were aligned to the first point at which the amplitude of each filtered event exceeded the detection threshold. For DSGCs and ON SACs, the averages of all aligned emIPSCs were computed separately and fit with functions of the following forms:
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where ai are amplitude-scaling constants and τi are time constants. emIPSCs from DSGCs were included in an earlier study (Pottackal et al., 2020).



Wiener Deconvolution

As described previously (Pottackal et al., 2020), Wiener deconvolution was used to isolate presynaptic dynamics from IPSCs measured in either ON-OFF DSGCs or ON SACs during optogenetic WN stimulation of SACs. Briefly, a recorded IPSC was deconvolved with the average emIPSC corresponding to its cell type. A noise estimate, which is essential for Wiener deconvolution, was obtained from a 1-s sample of the pre-stimulus baseline. In net, this procedure yielded a times series consisting of delta function-like events, scaled in amplitude, which putatively correspond to bursts of vesicle release from presynaptic neurons (James et al., 2019). These time series were either: (1) convolved with the emIPSC of the opposing cell type to generate hybrid IPSCs (Figure 6), which were then analyzed; or (2) analyzed directly (Figure 7). A key assumption of this procedure is approximately linear summation of unitary emIPSCs, which is supported by the weak correlations between amplitude and decay time constant in emIPSCs recorded in DSGCs (Kendall’s τ coefficient = 0.025, p = 0.596; Figure 5B) and ON SACs (Kendall’s τ coefficient = 0.098, p = 0.003; Figure 5B) (James et al., 2019; Pottackal et al., 2020).



Estimation of GABAA Receptor Desensitization

A simulation was performed to estimate the potential impact of GABAA receptor desensitization on the kinetics of IPSCs measured in DSGCs during WN stimulation of SACs. Each ON-OFF DSGC IPSC (response to full 100-s WN sequence) was first convolved with a peak-normalized exponential filter chosen to match the time course of fast GABAA receptor desensitization (τdecay = 35 ms) described by Jones and Westbrook (1995). Following convolution, the resulting trace was divided by the charge transfer of the mean emIPSC measured in DSGCs (1.4 pC per vesicle) and an estimate (500) of the average number of SAC synapses onto an ON-OFF DSGC (∼300–1000 synapses; Briggman et al., 2011; Sigal et al., 2015; Sethuramanujam et al., 2021). The resulting trace had units of vesicles per synapse, which were interpreted as the time-weighted mean number of vesicles interacting to drive fast desensitization at a single synapse at each point in time. A histogram was then computed from this time series. Finally, histograms were averaged across ON-OFF DSGCs (n = 10 cells; Figure 8).



Statistics

Consistent with comparable studies, each experimental group comprised 4–10 cells from at least two mice of either sex. Unless otherwise stated, summary values are reported as mean ± SEM and statistical comparisons were performed using two-tailed Student’s t-tests. Exact p-values are reported up to p < 0.001. Statistical significance levels are indicated in figures as follows: ∗p < 0.05, ∗∗p < 0.01, and ∗∗∗p < 0.001.



RESULTS


Computational Properties of GABAergic SAC Synapses Differ According to Postsynaptic Cell Type

To evaluate the possibility that GABAergic SAC synapses differ systematically according to postsynaptic cell type, we combined optogenetic stimulation of SACs with linear systems analysis of IPSCs evoked in SACs and DSGCs (Figure 1B). In each experiment, a local network of ChR2+ SACs was stimulated with a spot (400-μm diameter) of blue light (λpeak = 470 nm) whose intensity was temporally modulated by a quasi-white-noise (WN) sequence (30-Hz cut-off; Pottackal et al., 2020). To block responses mediated by conventional photoreceptors (i.e., rods and cones), glutamate receptor drugs were applied throughout the recording period (see section “Materials and Methods”). Optogenetically evoked IPSCs recorded in either a SAC or a DSGC were quantified using LN cascade analysis, which generates a computational model consisting of two components: (1) a linear filter, which captures kinetic properties of the modeled synapse; and (2) a static nonlinearity, which captures time-independent properties of the synapse, including rectification and saturation (Figure 2A; Pottackal et al., 2020). Compared to a frequency-based analysis of a raw signal, an LN model-based analysis enables isolation of linear filtering from nonlinear properties. For example, a rectified signal features rapid changes above a threshold, which would increase the high-frequency content of the signal independently of any underlying linear filtering process. The time courses of IPSCs recorded in SACs and DSGCs were well-captured by LN models, which explained over 75% of the variance in an IPSC, on average (Figure 2B).

Using this paradigm, we compared GABAergic transmission at SAC synapses onto ON SACs and ON-OFF DSGCs. LN analysis revealed distinct computational properties in each postsynaptic cell type, such that low-pass filtering was significantly stronger in DSGCs than in SACs. Specifically, compared to linear filters obtained from ON SAC IPSCs, filters from ON-OFF DSGC IPSCs peaked later (25.2 ± 0.6 vs. 22.2 ± 0.5 ms; p = 0.003, t = 3.6) and were ∼70% wider (58.3 ± 2.2 vs. 33.5 ± 0.7 ms; p < 0.001, t = 10.9; Figures 2C,D,F). Additionally, comparison of static nonlinearities showed that IPSCs exhibited more rectification in ON-OFF DSGCs than in ON SACs (0.72 ± 0.05 vs. 0.51 ± 0.05; p = 0.012, t = 3.0; Figures 2C,D,F). We considered that the distinct temporal filters in the two cell types could reflect a difference in their synaptic input: ON-OFF DSGCs receive input from both ON and OFF SACs, whereas ON SACs receive input from ON, but not OFF, SACs (Briggman et al., 2011; Ding et al., 2016). We therefore studied ON DSGCs (Figures 2B,E), which receive input primarily from ON SACs (Yonehara et al., 2009; Dhande et al., 2013; Bae et al., 2018). Compared to IPSCs in ON-OFF DSGCs, those in ON DSGCs yielded similar filter peak times (26.6 ± 1.0 ms; p = 0.29, t = 1.1), filter widths (50.1 ± 3.0 ms; p = 0.052, t = −2.2), and rectification (0.62 ± 0.05; p = 0.25, t = −1.2; Figures 2C–E). Moreover, linear filters obtained from ON DSGC IPSCs were significantly delayed (p = 0.006, t = 3.8) and wider (p = 0.002, t = 5.3; Figures 2C,E,F) compared to those obtained from ON SAC IPSCs. These data suggest that computations performed by GABAergic SAC synapses are postsynaptic cell type-specific; i.e., they differ according to the postsynaptic cell type (SACs vs. DSGCs).

The above conclusions depend on the LN model to measure IPSC kinetics. To complement this approach, we compared the waveforms of IPSCs using two LN model-independent analyses. First, we computed normalized power spectra directly from each IPSC recording, which confirmed stronger low-pass filtering in IPSCs of ON-OFF DSGCs (5–35 Hz, p < 0.001) and ON DSGCs (10–35 Hz, p < 0.001) than in those of ON SACs (Supplementary Figure 1). Additionally, we computed the squared Pearson correlation coefficient r2) between each pair of IPSC recordings across cell types to test whether IPSCs were more similar within each group of postsynaptic cells (i.e., SACs or DSGCs) than between groups. For this analysis, r2 values were computed using the mean response to the repeated stimulus sequence in order to reduce noise in individual trials. The average r2 value within each group (SAC, ON-OFF DSGC, and ON DSGC) was >0.80, and the correlations within each DSGC group were similar to the correlations between DSGC groups (Supplementary Figure 1). By contrast, r2 values between SAC IPSCs and IPSCs of either DSGC type were significantly lower (SAC vs. ON-OFF DSGC: r2 = 0.58 ± 0.03, p < 0.001; SAC vs. ON DSGC: r2 = 0.61 ± 0.03, p = 0.003; Supplementary Figure 1). Thus, three distinct analytical approaches support the notion that computational properties of SAC synapses vary with postsynaptic cell type, with relatively strong low-pass filtering at synapses onto DSGCs.



Fast Kinetics of IPSCs Measured in ChR2+ SACs Cannot Be Explained by Unclamped ChR2 Currents

We tested whether the relatively fast kinetics of IPSCs in a SAC could be explained by inadequate voltage-clamp, leading to distortive interactions between GABAergic and ChR2 currents in the recorded cell. Indeed, if the recorded SAC is not adequately voltage-clamped within compartments that contain both GABAARs and ChR2, co-activation of the associated conductances could systematically distort measurements of one or both conductances (Poleg-Polsky and Diamond, 2011). If this were the case, activation of one conductance could artificially accelerate the measured time course of the other conductance. Absent the ability to selectively block ChR2 in a recorded SAC while measuring IPSCs, we first evaluated this possibility by measuring ChR2 currents before and after blocking IPSCs (Figure 3A). WN-evoked ChR2 currents in SACs were equally reliable whether IPSCs were intact or blocked (p = 0.663, t = 0.47; Figure 3B). Critically, linear filters obtained from these currents were not prolonged under GABAAR blockade: filter peaks were not significantly delayed (p = 0.983, t = −3.1), and filter widths were not significantly increased (p = 0.896, t = −1.5, one-tailed Student’s t-tests; Figures 3C,D). The apparent capacity of voltage clamp to effectively null GABAergic currents in SACs is consistent with the particular spatial arrangement of inhibitory synapses onto SAC neurites in mice: a SAC receives a large majority of its inhibitory inputs on low-order neurites within 50 μm of its soma (Ding et al., 2016), relatively close to the recording site.

In contrast with inhibitory input synapses, ChR2 is distributed throughout the SAC arbor. In particular, because the distal tips of SAC neurites are likely under incomplete voltage clamp (Ding et al., 2016; Chen et al., 2020), the presence of ChR2 in these compartments could generate unclamped inward currents while recording IPSCs at the nominal Ecation. To estimate whether contamination of GABAergic IPSCs by unclamped ChR2 currents could artificially accelerate IPSC kinetics, we performed a simulation (see section “Materials and Methods”). For this simulation, we considered the possibility that slow IPSCs recorded in ON-OFF DSGCs represent the “true” IPSC waveform which, in SACs, is distorted due to contamination by fast unclamped ChR2 currents (Figures 4A–C). However, when summed with (i.e., contaminated by) traces estimating unclamped ChR2 currents (see section “Materials and Methods”), IPSCs recorded in DSGCs did not increase in similarity to those recorded in SACs (Figures 4D,E). Although this analysis considers only linear interaction between IPSCs and unclamped ChR2 currents in SACs, several features of our experimental paradigm reduce the likelihood of nonlinear interactions mediated by voltage-gated ion channels (see section “Discussion”). Overall, the results in Figures 3, 4 suggest that imperfect voltage-clamp of SACs cannot explain the relatively fast kinetics of WN-evoked IPSCs recorded in SACs compared to DSGCs (Figure 2).



Measurement and Comparison of Postsynaptic Filtering at GABAergic SAC Synapses

We next evaluated whether the specificity of temporal filtering at GABAergic SAC synapses could be explained by a postsynaptic mechanism, e.g., differential kinetics of GABA receptors on the postsynaptic cell types. To test this, we examined the unitary waveforms of IPSCs recorded from SACs and DSGCs to assess postsynaptic GABA receptor dynamics. We did not measure spontaneous miniature IPSCs (mIPSCs) for this purpose because both SACs and DSGCs receive additional inhibitory synapses from ACs other than SACs (Park et al., 2015; Pei et al., 2015; Ding et al., 2016; Bleckert et al., 2018; Huang et al., 2019). Instead, we briefly (<10 ms) stimulated ChR2+ SACs to evoke small, mIPSC-like events in ON SACs and DSGCs (Pottackal et al., 2020; Figure 5A), which we refer to as evoked monophasic IPSCs (emIPSCs). Following automated detection, sorting, and alignment of these emIPSCs, we measured individual and averaged emIPSCs recorded in both ON SACs and DSGCs.

Individual emIPSCs recorded from ON SACs (n = 401 events from 8 cells) and DSGCs (n = 212 events from 4 ON-OFF DSGCs and 1 ON DSGC; Pottackal et al., 2020) exhibited waveforms with similar decay kinetics (p = 0.075, D = 0.108, Kolmogorov–Smirnov test; Figure 5B). The emIPSC average in DSGCs, however, exhibited a prolonged “tail” during the decay phase, which was obscured by noise in individual emIPSCs but could be identified by a second, slow exponential decay term in the averaged waveform (τdecay(fast) = 11.9 ms; τdecay(slow) = 54.2 ms; Figure 5C; Pottackal et al., 2020). The ON SAC emIPSC average lacked this tail and therefore was well fit by a single exponential decay term (τdecay = 18.1 ms; Figure 5C). These results suggest that postsynaptic mechanisms produce moderately stronger low-pass filtering for GABAergic transmission in DSGCs than in ON SACs.



Pre- and Postsynaptic Contributions to Postsynaptic Cell Type-Specific Filtering at SAC Synapses

We next determined the extent to which differences in postsynaptic filtering (Figure 5) could explain overall differences in temporal filtering at SAC synapses (Figure 2). To this end, a Wiener deconvolution-based procedure was first used to estimate instantaneous presynaptic release rates from GABAergic IPSCs recorded in ON-OFF DSGCs during WN stimulation of presynaptic SACs (see section “Materials and Methods”; James et al., 2019; Pottackal et al., 2020). We then used the output of this procedure to generate “hybrid” IPSCs, which combined estimates of pre- and postsynaptic dynamics measured at the two types of GABAergic SAC synapse; i.e., the instantaneous presynaptic release rates at SAC→DSGC synapses were convolved with the postsynaptic filter (average emIPSC) at SAC→SAC synapses (Figure 6A). These hybrid IPSCs were then subjected to the LN analysis described above. If postsynaptic filtering (i.e., emIPSC waveform) suffices to explain postsynaptic cell type-specific filtering at SAC synapses, then the linear filters of hybrid IPSCs should match those of IPSCs with the same postsynaptic, rather than presynaptic, dynamics. Specifically, the wider (i.e., slower) linear filter for SAC→DSGC transmission should be “converted” to the narrower (i.e., faster) linear filter for SAC→SAC transmission.

We applied this analysis to test whether the moderate prolongation of the DSGC emIPSC compared to the SAC emIPSC (Figure 5C) could explain stronger low-pass filtering observed in SAC→DSGC IPSCs (Figure 2). This clearly was not the case, as linear filters extracted from SAC→SAC IPSC recordings were significantly narrower than those from hybrid IPSCs generated by combining SAC→DSGC presynaptic dynamics with SAC→SAC postsynaptic dynamics (p < 0.001, t = −8.8; Figures 6B–D). Filters from hybrid IPSCs were slightly (<5 ms) but significantly narrower than those from corresponding IPSCs recorded in ON-OFF DSGCs (p < 0.001, t = −15.3; Figures 6B–D); overall, however, differences in emIPSC waveform between GABAergic SAC→SAC and SAC→DSGC synapses play a relatively minor role in shaping the overall filtering properties revealed by LN analysis. Instead, the difference between filtering at these synapses appears to depend on distinct presynaptic properties.

To quantify postsynaptic cell type-specific temporal differences at SAC presynapses, we applied LN analysis directly to the estimates of instantaneous release rates extracted by Wiener deconvolution of IPSC recordings (Figures 7A–C). Strikingly, whereas presynaptic SAC→DSGC linear filters exhibited a monophasic waveform indicative of low-pass filtering (Figure 7B), presynaptic SAC→SAC linear filters exhibited a biphasic waveform indicative of band-pass filtering (Figure 7C). SAC→DSGC presynaptic filters were consistently wider (p < 0.001, t = 7.4; Figures 7B–D) and less biphasic (p < 0.001, t = −9.5; Figures 7B–D) than SAC→SAC presynaptic filters. Additionally, SAC→DSGC presynapses exhibited stronger rectification than SAC→SAC presynapses (p = 0.004, t = 3.7; Figures 7B–D). Independently of LN analysis, direct frequency analysis of the estimated instantaneous release rates confirmed the low- and band-pass characteristics of SAC presynapses onto DSGCs and SACs, respectively: whereas, on average, normalized power spectra of SAC→DSGC presynapses decreased monotonically with frequency, those of SAC→SAC presynapses peaked near 20 Hz and, overall, more effectively passed frequencies between 10 and 35 Hz (p < 0.001; Figure 7E). Collectively, these analyses suggest that SAC presynapses exhibit distinct computational properties that co-vary with the identity of the postsynaptic cell type.

Because fast desensitization of GABAA receptors can prolong receptor deactivation and the decay of macroscopic IPSCs (Jones and Westbrook, 1995; Haas and Macdonald, 1999), an alternative explanation for postsynaptic cell type-specific GABAergic transmission is that vesicle release at individual SAC→DSGC synapses strongly drives fast GABAA receptor desensitization, which in turn prolongs IPSC decay. Specifically, fast desensitization (τ∼ 10’s of ms) drives IPSC prolongation by increasing the relative contribution of the slower component of biexponential IPSC decay (Jones and Westbrook, 1995; Haas and Macdonald, 1999; Bianchi et al., 2007). To gain insight into whether postsynaptic receptor desensitization at SAC→DSGC synapses could explain the relatively strong filtering at these synapses, we analyzed IPSCs recorded in ON-OFF DSGCs during WN stimulation of SACs. By combining these IPSCs with measurements of single-vesicle charge transfer and estimated counts of SAC input synapses to a DSGC (see section “Materials and Methods”), we estimated the average number of vesicles per synapse interacting over a time scale typical of fast GABAA receptor desensitization (τ = 35 ms; Jones and Westbrook, 1995). The analysis yielded an estimated median of 0.005 (interquartile range: 0.002–0.013) vesicles per synapse interacting via fast desensitization at any given time (Figure 8). This result suggests that vesicle release at an individual SAC synapse occurs at a low rate in our WN paradigm, likely rendering fast GABAA receptor desensitization negligible. Thus, we conclude that postsynaptic GABAA receptor desensitization is highly unlikely to account for postsynaptic cell type-specific transmission at SAC synapses.



Distinct VGCC Populations Mediate Release From SAC→DSGC and SAC→SAC Presynapses

The analyses above support a model wherein the transmission dynamics of GABAergic SAC presynapses correspond with postsynaptic cell type, suggesting that synaptic protein expression could likewise vary between SAC presynapses (Cohen, 2001; Lee et al., 2010). We tested this possibility by determining whether the same VGCCs mediate neurotransmitter release from SAC presynapses onto SACs and DSGCs. The N-type VGCC antagonist ω-conotoxin G6A (ctx G6A) reduced peak amplitudes of ChR2-evoked PSCs for all of three cases: IPSCs in ON-OFF DSGCs (p = 0.004, t = −4.6), EPSCs in ON-OFF DSGCs (p = 0.002, t = 5.5), and IPSCs in ON SACs (p = 0.003, t = −6.5; Figures 9A,B). However, whereas ChR2-evoked IPSCs (41.5 ± 8.8%) and EPSCs (41.1 ± 7.0%) in ON-OFF DSGCs were similarly and only partially reduced (p = 0.89, t = −0.15; Figure 9C), IPSCs were far more severely reduced in ON SACs (95.3 ± 6.8%) than in ON-OFF DSGCs (p < 0.001, t = 4.9; Figure 9C). Ctx G6A sensitivities of cholinergic and GABAergic transmission at SAC→DSGC synapses were highly correlated in individual cells (PSC peak amplitude: r = 0.95, p = 0.001; PSC charge transfer: r = 0.92, p = 0.004; Figure 9D), supporting a model in which ACh and GABA are released at the same presynapses onto DSGCs (Figure 10A; Pottackal et al., 2020). Thus, transmission at SAC→DSGC and at SAC→SAC synapses rely on distinct VGCC populations, with either partial (DSGC) or near-complete (SAC) dependence on N-type VGCCs. Interestingly, fluorescence imaging of ACh at varicosities of individual SACs suggests that only a subset of varicosities detectably release ACh (Sethuramanujam et al., 2021), which could in principle reflect a subpopulation of SAC output synapses that release only GABA onto SACs (Figure 10A).
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FIGURE 9. Distinct VGCC populations mediate transmitter release from SAC synapses onto DSGCs and SACs. (A) ChR2-evoked IPSCs (A1) and EPSCs (A2) in ON-OFF DSGCs and IPSCs in ON SACs (A3) before and during bath application of ω-conotoxin G6A (ctx G6A, 300 nM), an N-type VGCC blocker. (B) Peak amplitudes (Ipeak) of ChR2-evoked IPSCs (B1, n = 7) and EPSCs (B2, n = 7) in ON-OFF DSGCs and IPSCs in ON SACs (B3, n = 5) before and during ω-conotoxin G6A application. (C) Residual fractions of peak amplitude following ω-conotoxin G6A application. (D) ω-conotoxin G6A sensitivities of ChR2-evoked GABAergic IPSCs (IGABA) and cholinergic EPSCs (IACh) measured in the same ON-OFF DSGCs (n = 7). Residual fractions of peak amplitude (Ipeak) or charge transfer (Qtrans) during ctx G6A application. n.s., not significant; **p < 0.01; ***p < 0.001.
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FIGURE 10. Proposed model for postsynaptic cell type-specific computation at GABAergic SAC synapses. (A) Summary diagram illustrating distinct molecular composition of SAC output synapses. Two neighboring output varicosities on a presynaptic SAC neurite participate in separate synapses with a direction-selective ganglion cell dendrite (DSGC, blue) and a SAC neurite (SAC, yellow). Synaptic transmission onto DSGCs is mediated by a heterogeneous population of VGCCs. Extrasynaptic localization of nicotinic ACh receptors reflects a presumed paracrine mode of ACh transmission (Pottackal et al., 2020; Sethuramanujam et al., 2021). By contrast, synaptic transmission onto SACs is mediated by a homogenous population of VGCCs. (B) Computational description of SAC synapses. At DSGC synapses, SAC presynapses perform low-pass filtering with relatively strong rectification, followed by additional low-pass filtering by postsynaptic mechanisms. Postsynaptic low-pass filtering is stronger for GABAergic transmission than for cholinergic transmission. By contrast, at synapses onto SACs, SAC presynapses perform fast band-pass filtering with milder rectification, followed by additional postsynaptic low-pass filtering.


Differential VGCC expression, however, does not appear to explain postsynaptic cell type-specific filtering at GABAergic SAC presynapses, as LN analysis of IPSCs recorded in ON-OFF DSGCs during N-type VGCC blockade yielded linear filters with widths similar to controls (p = 0.45, t = −0.80; Supplementary Figure 2). Likewise, the sensitivity of ChR2-evoked IPSCs to varying extracellular (Ca2+) did not differ in ON SACs and ON-OFF DSGCs (Supplementary Figure 3), suggesting that functionally similar calcium-sensing proteins mediate release at SAC presynapses onto each cell type. Thus, it is likely that additional, unidentified molecules are differentially expressed within SAC presynapses to enable postsynaptic cell type-specific computations. Though the precise molecular correlates of postsynaptic cell type-specific filtering remain to be elucidated, overall, the apparently heterogeneous profiles of VGCC expression in SAC synaptic terminals support the more general notion that properties of SAC presynapses vary in a systematic (i.e., postsynaptic cell type-specific) manner.



DISCUSSION

We investigated parallel computation at outputs of the SAC, a retinal interneuron that makes closely spaced synapses—from the same neurite and separated by only a few micrometers—onto neighboring SACs and DSGCs (Ding et al., 2016). Within small regions of SAC neurite, [Ca2+] changes uniformly in response to visual stimulation (Poleg-Polsky et al., 2018). At a finer scale, however, the dynamics of GABAergic transmission differ according to the postsynaptic cell type: specifically, dynamics at SAC→SAC synapses are accelerated compared to those at SAC→DSGC synapses (Figure 2). Our experimental and computational analyses suggest that this difference arises primarily at a pre- rather than postsynaptic locus (Figures 5–8). Thus, adjacent SAC presynapses likely act as distinct temporal filters that differ with the identities of their postsynaptic cell types (Figure 10B).


Candidate Mechanisms for Postsynaptic Cell Type-Specific Filtering at GABAergic SAC Synapses

Temporal filtering at a synapse depends, in part, on the initial release probability (Pr) of vesicles docked at the release site: high Pr generally promotes low-pass filtering, arising from short-term depression; whereas low Pr generally promotes high- and band-pass filtering, arising from a combination of short-term facilitation and depression (Zucker and Regehr, 2002; Abbott and Regehr, 2004; Körber and Kuner, 2016). Initial Pr depends on mechanisms including the presynaptic Ca2+ sensor and associated proteins, biophysical properties of presynaptic VGCCs, and VGCC-release site coupling (Stanley, 2016; Kaeser and Regehr, 2017; Jackman and Regehr, 2017; Dittman and Ryan, 2019). Differences in Pr could distinguish SAC→DSGC and SAC→SAC presynapses: for example, our results predict that initial Pr would be higher at SAC→DSGC presynapses (low-pass filtering) than at SAC→SAC presynapses (band-pass filtering) (Figure 7). The differences in temporal filtering we observed at the two types of SAC presynapse, however, do not appear to depend on differential properties of either VGCCs (Supplementary Figure 2) or calcium-sensing proteins (Supplementary Figure 3).

Additionally, postsynaptic cell type-specific differences in the geometric volume of individual SAC presynapses could contribute to distinct temporal filtering profiles, as has been observed at axon terminals of single bipolar cells (BCs) in zebrafish retina (Baden et al., 2014). In these BCs, large terminals exhibit low-pass filtering, whereas smaller terminals tend toward band-pass filtering. If presynaptic geometry similarly tunes temporal filtering at SAC synapses, we would predict that stronger low-pass filtering at SAC→DSGC presynapses associates with a larger geometric volume. Interestingly, SAC→DSGC presynaptic varicosities characteristically wrap around postsynaptic DSGC dendrites (Yamada et al., 2003; Briggman et al., 2011), which could in turn increase terminal volume. The geometry of SAC→SAC synapses has not been described as extensively; consequently, additional ultrastructural analysis will be required to evaluate whether postsynaptic cell type-specific differences in terminal volume could reliably shape temporal filtering at SAC synapses.

In theory, postsynaptic cell type-specific synaptic filtering could arise from a circuit-level mechanism, i.e., distinct presynaptic inhibitory input to the different types of SAC presynapse. This seems unlikely, however, because inhibitory inputs are localized almost exclusively to the proximal third of SAC neurites, near the soma; whereas SAC output synapses are localized to the distal third of neurites, near their tips (Ding et al., 2016). This stands in contrast to axon terminals of single BCs in salamander retina, where inhibitory inputs target subsets of presynaptic release sites and apparently can differentiate release at individual synapses (Asari and Meister, 2012).

We also identified a modest prolongation of postsynaptic GABAAR-mediated current decay kinetics at SAC→DSGC synapses compared to those at SAC→SAC synapses (Figure 5); this difference in kinetics could reflect differential expression and/or localization of GABAAR subunits in DSGCs and SACs (Brandstätter et al., 1995; Auferkorte et al., 2012). Analogously, at glutamatergic synapses from cone photoreceptors to distinct OFF BC types, postsynaptic cell type-specific expression of AMPA and kainate receptors enables differential filtering of cone input (DeVries, 2000; Puller et al., 2013; Lindstrom et al., 2014; Ichinose and Hellmer, 2016; but see Borghuis et al., 2014; Puthussery et al., 2014).



Potential Consequences for Retinal Direction-Selective Circuit Function

Direction selectivity first emerges in the DS circuit at the level of GABA release from SACs. The DS tuning of GABA release depends on several mechanisms, including the spatiotemporal integration of excitatory input from presynaptic BCs, intrinsic properties of SAC neurites, and inhibitory synapses onto SACs (Euler et al., 2002; Lee and Zhou, 2006; Hausselt et al., 2007; Kim et al., 2014; Vlasits et al., 2016; Ding et al., 2016; Chen et al., 2016; Fransen and Borghuis, 2017). DS tuning is subsequently transferred to the DSGC by asymmetric wiring at GABAergic SAC→DSGC synapses: a DSGC that prefers motion in one direction (e.g., leftward) receives GABAergic synapses selectively from SAC neurites that prefer motion in the opposite direction (e.g., rightward) (Fried et al., 2002; Lee et al., 2010; Wei et al., 2011; Briggman et al., 2011; Morrie and Feller, 2015).

We observed that GABAergic SAC→DSGC synapses exhibit stronger low-pass filtering than GABAergic SAC→SAC synapses (Figure 2), primarily due to band-pass filtering at SAC→SAC presynapses (Figure 7). Functionally, SAC→DSGC inhibition serves to “veto” excitation during null-direction motion and, thus, acts critically to shape the DS spike output of DSGCs. In this context, relatively prolonged kinetics would enable inhibition to fully outlast coincident excitatory input to DSGCs generated by glutamate release from BCs and ACh release from SACs. By contrast, SAC→SAC inhibition appears to be dispensable for generating direction selectivity in SAC neurites (Chen et al., 2016). Instead, SAC→SAC inhibition appears to promote direction selectivity in DSGCs by transiently hyperpolarizing SACs, thereby relieving synaptic depression at GABAergic SAC→DSGC synapses in response to motion on a noisy background (Chen et al., 2020). Milder low-pass filtering at SAC→SAC synapses, then, may enable the relief of synaptic depression at SAC→DSGC synapses over a relatively wide range of stimulus velocities.



Optogenetically Evoked IPSC Recordings in SACs Are Minimally Impacted by ChR2 Expression

To study inhibitory synaptic input to SACs, we recorded optogenetically evoked IPSCs in cells that expressed ChR2. In theory, the ChR2 current should have been neutralized by clamping the membrane potential at Ecation. Given the complex geometry of the SAC dendritic tree, however, we considered the presence of an unclamped ChR2 current and its possible impact on the measurement of IPSC kinetics. In our analysis (Figure 4), we assume that the interaction between unclamped ChR2 currents and IPSCs in SACs is linear, despite the presence of both voltage-gated sodium channels (VGSCs) and VGCCs in these cells (Cohen, 2001; Kaneda et al., 2007; O’Brien et al., 2008; Lee et al., 2010; Oesch and Taylor, 2010; Koren et al., 2017; Pottackal et al., 2020). In principle, activation of ChR2 in poorly clamped distal neurites could generate non-linear interactions with VGSCs and/or VGCCs. However, for multiple reasons, it seems likely that both VGSCs and VGCCs are effectively neutralized under our recording conditions. First, we included in the recording pipette the VGSC blocker QX-314, which effectively blocks the tetrodotoxin-resistant Nav 1.8 type of VGSC (Leffler et al., 2005; Johansson et al., 2019) that is expressed by SACs (O’Brien et al., 2008; Oesch and Taylor, 2010). In support of this point, current-voltage relationships measured in mouse SACs loaded with 2–3 mM QX-314 are highly linear (Stincic et al., 2016; Fransen and Borghuis, 2017). Second, voltage-clamp of SACs at depolarized potentials (>−30 mV) for 1–10 s is sufficient to abolish regenerative currents generated by VGCCs (Fransen and Borghuis, 2017; Koren et al., 2017), presumably via voltage-dependent inactivation. By comparison, in our paradigm, SACs were clamped near Ecation for >120 s. Although GABAA receptors in distal neurites could provide sufficient hyperpolarization to deinactivate local VGCCs, there is only sparse spatial overlap between synaptic outputs and inhibitory synaptic inputs in SAC neurites (Ding et al., 2016), decreasing the likelihood that such VGCC deinactivation is prevalent. Moreover, because ChR2 stimulation alone is sufficient to drive VGCC-dependent release from SACs (Sethuramanujam et al., 2016; Hanson et al., 2019; Pottackal et al., 2020), it seems plausible that the concerted action of local ChR2 activation and somatic current injection would sufficiently depolarize distal SAC neurites to prevent VGCCs from deinactivating appreciably. Overall, our analysis shows that any impact of unclamped ChR2 current in SACs cannot explain the relatively fast kinetics of IPSCs in response to WN stimulation (Figures 3, 4).



CONCLUSION

Retinal interneurons feature several mechanisms for parallel processing at unusually fine spatial scales. For example, output synapses from single, narrow-field retinal interneurons can exhibit functional diversity (Asari and Meister, 2012; Baden et al., 2014; Lee et al., 2016; Tien et al., 2016). In these cases, a key question is whether diverse synaptic outputs map systematically onto diverse postsynaptic cell types. Indeed, at least one retinal interneuron uses either glycine or glutamate at its output synapses in a postsynaptic cell type-specific manner (Lee et al., 2016; Tien et al., 2016). The present study builds conceptually upon this work by demonstrating that postsynaptic cell type-specific differences in synaptic computation can be implemented presynaptically, likely by intrinsic mechanisms. Finally, our work also suggests that the SAC combines at least two distinct parallel processing strategies, operating over different spatial scales, to diversify its output: (1) functional compartmentalization of its neurites (Euler et al., 2002; Koren et al., 2017; Poleg-Polsky et al., 2018; Morrie and Feller, 2018) and (2) postsynaptic cell type-specific filtering at synaptic terminals within each compartment (Figure 10).
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Synaptic signaling complexes are held together by scaffold proteins, each of which is selectively capable of interacting with a number of other proteins. In previous studies of rabbit retina, we found Synapse-Associated Protein-102 (SAP102) and Channel Associated Protein of Synapse-110 (Chapsyn110) selectively localized in the tips of horizontal cell processes at contacts with rod and cone photoreceptors, along with several interacting ion channels. We have examined the equivalent suites of proteins in mouse retina and found similarities and differences. In the mouse retina we identified Chapsyn110 as the scaffold selectively localized in the tips of horizontal cells contacting photoreceptors, with Sap102 more diffusely present. As in rabbit, the inward rectifier potassium channel Kir2.1 was present with Chapsyn110 on the tips of horizontal cell dendrites within photoreceptor invaginations, where it could provide a hyperpolarization-activated current that could contribute to ephaptic signaling in the photoreceptor synapses. Pannexin 1 and Pannexin 2, thought to play a role in ephaptic and/or pH mediated signaling, were present in the outer plexiform layer, but likely not in the horizontal cells. Polyamines regulate many ion channels and control the degree of rectification of Kir2.1 by imposing a voltage-dependent block. During the day polyamine immunolabeling was unexpectedly high in photoreceptor terminals compared to other areas of the retina. This content was significantly lower at night, when polyamine content was predominantly in Müller glia, indicating daily rhythms of polyamine content. Both rod and cone terminals displayed the same rhythm. While polyamine content was not prominent in horizontal cells, if polyamines are released, they may regulate the activity of Kir2.1 channels located in the tips of HCs. The rhythmic change in polyamine content of photoreceptor terminals suggests that a daily rhythm tunes the behavior of suites of ion channels within the photoreceptor synapses.

Keywords: horizontal cell, KIR2.1, polyamine, Chapsyn110, feedback, rod, cone, rhythm


INTRODUCTION

The visual world presents an enormous diversity of experience across intensity, spatial and temporal scales, presenting great challenges to extract useful information. Among the myriad mechanisms to enhance transmission of useful information is the establishment of antagonistic surround receptive fields that highlight the difference of the center signal from that detected nearby. At the first synapse in the visual system, that between the retinal photoreceptors and downstream bipolar and horizontal cells, an antagonistic surround is imposed on photoreceptor output (Thoreson and Mangel, 2012). The network of electrically coupled horizontal cells samples visual information from a wide area of retina and imposes feedback correlated to the average of the sampled area onto each individual photoreceptor synapse. This enhances contrast of local features and provides gain control at the photoreceptor output synapses.

The mechanisms of horizontal cell feedback to photoreceptors have been debated for decades. This is in part due to the fact that the “inverted polarity” of operation of vertebrate photoreceptors necessitates “inhibitory” signaling that defies traditional concepts of synaptic transmission. It is now widely accepted that the primary target of horizontal cell feedback is the photoreceptor voltage-gated calcium channel (Verweij et al., 1996; Kamermans and Spekreijse, 1999; Barnes et al., 2020), modulation of which alters the rate of photoreceptor transmitter release. Two mechanisms have emerged that have gained substantial experimental support: a proton-mediated mechanism in which modulation of the local pH within the photoreceptor synapse alters the degree of inhibition of the voltage-gated calcium channel (Hirasawa and Kaneko, 2003; Vessey et al., 2005; Vroman et al., 2014; Wang et al., 2014; Warren et al., 2016a; Grove et al., 2019), and an ephaptic mechanism in which ion channels in horizontal cell processes support electrical currents through the extracellular space of the invaginating synapse that create a voltage drop sensed by the photoreceptor voltage-gated calcium channel (Kamermans et al., 2001; Fahrenfort et al., 2005; Klaassen et al., 2011). Both cone and rod photoreceptors experience the same type of feedback (Thoreson et al., 2008; Babai and Thoreson, 2009), but the diversity of mechanisms reported from different groups of vertebrates and widely differing experimental measures of the weighting and even presence of the two core mechanisms in different species (Vroman et al., 2014; Warren et al., 2016b; Grove et al., 2019; Barnes et al., 2020) make it unclear how widely the mechanisms are conserved.

Both proton-mediated and ephaptic feedback mechanisms have characteristics that are enhanced by the unique structure of the deeply invaginated photoreceptor synapse complex. Localization of proteins that mediate some aspects of feedback mechanisms to this invaginating synapse is essential for the mechanisms to work. Indeed, localization of several proteins to horizontal cells processes within the invaginating synapses of photoreceptors has been taken as important evidence of the existence of proposed feedback mechanisms (Kamermans et al., 2001; Prochnow et al., 2009; Grove et al., 2019). In an earlier study, we have examined the distribution of MAGUK scaffold proteins that may anchor ion channels and other proteins in strategic locations that would allow them to be involved in horizontal cell feedback signaling in the rabbit retina (Vila et al., 2017). This study identified the scaffolds SAP102 and Chapsyn110 to be localized selectively in the tips of horizontal cell processes where they make invaginating contacts with rod and cone photoreceptors. Furthermore, the study identified known interacting partners of these scaffolds, including kainate receptor Glur6/7 and inward rectifier potassium channel Kir2.1, to be associated with this complex. The present study examines this suite of proteins in the mouse retina, finding the localization of a subset of these proteins to be conserved.

The inward rectifier potassium channel Kir2.1 generates a hyperpolarization-activated potassium conductance that, in principle, could provide an ephaptic feedback signal within the photoreceptor invaginating synapses (Vila et al., 2017). Rectification of inward rectifier potassium channels results from voltage-dependent channel block by intracellular polyamines (Williams, 1997; Baronas and Kurata, 2014). In this study, we also examine the distribution of intracellular polyamines and potential polyamine handling mechanisms. We find an unusually high concentration of polyamines unexpectedly in photoreceptor synaptic terminals, as well as a pronounced daily variation in this content.



MATERIALS AND METHODS


Animals

Wild type (WT) C57BL/6J mice from Jackson Laboratory (Bar Harbor, ME; IMSR Cat# JAX:000664, IMSR_JAX:000664) were used for this study. All mice used were between 1.5 and 4 months of age; both male and female mice were used without preference. Mice were housed in a 12 h light/12 h dark cycle (lights on at 7:00 a.m.) for at least 2 weeks before an experiment. For experiments examining polyamine content of photoreceptors, some animals were maintained in a reversed light cycle for 2 weeks prior to experiments to facilitate collection of tissue in the night phase. Mice were sacrificed either 1 h before noon or 1 h past midnight, corresponding to daytime and nighttime, respectively. Day and night animals were used on different days. The day of the experiments, mice in the inverted cycle condition were kept inside black boxes until collection of retinal tissue was performed. The animals from both groups were sacrificed and tissue processed under infrared illumination with the assistance of night vision equipment as previously described (Li et al., 2013; Jin and Ribelayga, 2016). Mice were anesthetized by isoflurane inhalation and sacrificed by cervical dislocation. All procedures were approved by the Institutional Animal Care and Use Committee at the University of Texas Health Science Center at Houston and conform to National Institutes of Health (NIH) guidelines.



Tissue Preparation and Immunohistochemistry

The eyes were enucleated, cut around the ora serrata, and the anterior segment and lens removed, resulting in a retina-sclera preparation. To prepare tissue sections, the retina-sclera preparation from the left eye was oriented by virtue of the insertion of the superior rectus muscle, cut in half on the nasal-temporal axis and the tissue pieces maintained in carboxygenated (95% O2 + 5% CO2) Ames’ medium (Sigma-Aldrich, St. Louis, MO) at ambient temperature. For light microscopy, the superior retina portion was immersion fixed in either 4% (w/v) paraformaldehyde (PFA) or 4% N-(3-dimethylaminopropyl)-N′-ethylcarbodiimide hydrochloride (EDAC; Sigma-Aldrich) in 0.1 M phosphate buffer (PB; pH 7.4). We found 30 min in 4% EDAC fixation followed by 10 min in 4% PFA was the best condition to visualize synaptic proteins. To visualize polyamine immunolabeling, the best condition was 4% PFA fixation for 45 min. Retinal pieces were cryoprotected in 30% sucrose in PB overnight at 4°C, embedded in OCT (Sakura Finetek, Torrance, CA), and sectioned vertically at 12 μm on a cryostat. For whole mount preparations, the right eye of each animal was dissected to make a retina-sclera preparation as above. Retinas were isolated from the retina-sclera preparation, flattened onto black nitrocellulose filter paper (EMD Millipore, Billerica, MA) and fixed in either 4% EDAC or 4% PFA for 1 h to preserve tissue integrity. The superior portion of the retina was used for imaging.

Retinal sections were treated with 0.3% Triton X-100 (Sigma-Aldrich) in Dulbecco’s Phosphate Buffered Saline (PBST), blocked with 3% Donkey Serum in PBST at room temperature (RT), and incubated overnight with primary antibodies in PBST + 3% Donkey Serum. For flat mount preparations, retinal pieces were incubated for a minimum of 5 days in a rotator at 4°C. Antibodies used included rabbit anti-SAP-102 (Thermo Fisher Scientific, Waltham, MA; AB_2546592), goat anti-SAP-102 (Abcam, Cambridge, MA; AB_777828), mouse anti-SAP-97 clone K64/15 (UC Davis/NIH NeuroMab Facility, Davis, CA; AB_2091920), mouse IgG1 anti-Chapsyn-110 clone N18/30 (UC Davis/NIH NeuroMab Facility; AB_2277296), mouse IgG2a anti-PSD-95 clone K28/43 (UC Davis/NIH NeuroMab Facility; AB_444362), mouse anti-CASK (Antibodies-online, Inc., Limerick, PA), sheep anti-mGluR6 (gift of Dr. Catherine Morgans; Morgans et al., 2007), mouse anti-GluR6/7 clone NL9 (Millipore-Sigma, Burlington, MA; Cat# 04-921, AB_1587072), rabbit anti-Kir2.1 (Alomone, Jerusalem, Israel; AB_2040107), guinea pig anti-Kir2.1 (Alomone; AB_2340970), rabbit anti-Connexin 57 (Invitrogen, Camarillo, CA; AB_2314266), rabbit anti-Pannexin 1 (Alomone; AB_2340917), rabbit anti-Pannexin 2 (Thermo Fisher Scioentific; AB_2533518), rabbit anti-Calbindin (Swant, Bellinzona, Switzerland; AB_1000034), mouse anti-Calbindin (Abcam; AB_1658451), mouse anti-Glutamine Synthetase (Millipore-Sigma; AB_2110656), and rabbit anti-SLC18B1 (Sigma Life Sciences, St. Louis, MO; AB_10600797). To visualize polyamines antibodies used included rabbit anti-Spermine (1:500; Novus, Littleton, CO; AB_10002326) and rabbit anti-Spermine (1:500, Abcam; AB_470871). Both antibodies recognize polyamine species including spermine, spermidine, and putrescine and their immunoreactivity was identical. The tissues were rinsed extensively in PBST following labeling. Additional information about the antibodies is given in Table 1 below.


TABLE 1. Antibodies used in this study.

[image: Table 1]Most secondary antibodies were raised in donkeys and affinity purified. These included Alexa Fluor 488 and/or Cy3 anti-goat IgG (1:1,000; Jackson Immunoresearch, West Grove, PA), Alexa 488 and/or Cy3 anti-rabbit IgG (1:500; Molecular Probes, Eugene, OR) and DyLight 647 anti-mouse IgG (1:500; Jackson Immunoresearch). Additionally, anti-mouse IgG subtype specific secondary antibodies raised in goats were used at times to double label with two mouse monoclonals. These included Alexa 488 anti-mouse IgG1 and Cy3 anti-mouse IgG2a (1:500; Jackson Immunoresearch). Sections were incubated in secondary antibodies for 1 h at room temperature, and wholemount pieces of retina were left in secondary antibody for 1 day at 4°C, followed by extensive washes in PBST. Tissues were coverslipped in Vectashield mounting medium with DAPI (Vector Laboratories, Burlingame, CA).



Confocal Microscopy

Image acquisition was performed with a Zeiss LSM 510 META or LSM 780 laser scanning confocal microscope (Carl Zeiss, Thornwood, NY). All sections were imaged with dye-appropriate filters (405 nm excitation, 440–460 nm emission for DAPI; 488 nm excitation, 530–550 nm emission for Alexa 488; 542 nm excitation, 590–620 nm emission for Cy3; 633 nm excitation, long-pass 650 nm emission for Dyelight 647). The detector gain and offset parameters were adjusted so that the intensity of most pixels fell within the dynamic range of the detector and the intensity of the most brightly labeled immunoreactive puncta within regions of interest to be examined showed very limited saturation. In some cases, large areas of labeling such as somata were saturated so that fine structures such as dendritic tips could be seen. Images were acquired with a 40× or 63× oil-immersion objectives as a series of optical sections ranging between 0.25 and 0.5 μm in step size. Each marker was assigned a pseudocolor and the images were analyzed as single optical sections and as stacks of optical sections projected along the y or z-axis. All images were processed in Adobe Photoshop (Adobe Systems CS5, San Jose, CA) to enhance brightness.



Intensity Measurements of Polyamines at Different Times of the Day

To measure polyamine levels, 12 μm cryostat sections of superior retina were immunostained with rabbit anti-Spermine (1:500; Novus; AB_10002326) and mouse IgG2a anti-PSD-95 clone K28/43 (UC Davis/NIH NeuroMab Facility; AB_444362) antibodies. Five areas of the retina were scanned from at least three sections per animal; 4 animals were used for each experimental condition. 8-bit images from single confocal slices were analyzed with SimplePCI software (Hamamatsu Photonics, Bridgewater, NJ). The fluorescence intensity of Cy3 anti-spermine label was measured within circular regions of interest (ROIs) centered on photoreceptor terminals identified by labeling with anti-PSD95 antibodies. The mean intensity of polyamine labeling within ROIs was measured in both cones and rods, treating them as separate populations. In order to compare conditions, the average of polyamine labeling intensity from the photoreceptors of all 5 images was used to represent the polyamine labeling intensity in each animal. Identical acquisition settings were used to measure polyamine levels from animals in both conditions. Changes in average polyamine label intensity were evaluated between day and night conditions using two-way ANOVA with factor 1 being the time of day (day or night) and factor 2 being photoreceptor type (rods or cones), followed by Tukey’s multiple comparison tests.



Analysis of Mouse Retina Single-Cell Transcriptome Data

Mouse retinal single-cell transcriptome data from Hoang et al. (2020) were accessed via the St. Jude Children’s Research Hospital ProteinPaint website.1 The data examined combine 11 datasets containing 1,702–5,966 cells each. 7 of these datasets derive from light-damaged retina, so the average gene expression reported includes both light-damaged and non-damaged retina. Individual genes of interest were queried and mean expression level data by cell type were captured. These data were replotted as heat maps using Prism software (GraphPad, San Diego, CA).



RESULTS


Synaptic Scaffolds Occupy Distinct Niches in Photoreceptor Synapses

We have previously examined the distribution of synaptic scaffold proteins in rabbit photoreceptor synapses (Vila et al., 2017), finding that the membrane-associated guanylate kinase (MAGUK) scaffold proteins Synapse-Associated Protein 102 (SAP102 or Dlg3) and Channel Associated Protein of Synapse-110 (Chapsyn110 or Dlg2; also known as PSD93) assembled a complex of ion channels in the tips of horizontal cells. This complex is presumed to play a role in synaptic signaling between photoreceptors and horizontal cells. To have a better understanding of the conservation of this complex among species, we pursued a similar examination of synaptic scaffold proteins in the mouse retina.

The MAGUK scaffolding protein Post-Synaptic Density Protein 95 (PSD95 or Dlg4) is well-known to have a pre-synaptic distribution in photoreceptor terminals in mammalian retina (Koulen, 1999; Li et al., 2013; Vila et al., 2017). In keeping with this, we observed PSD95 to clearly outline rod photoreceptor terminals in the outer plexiform layer (OPL) of mouse retina (Figures 1A,B). Little to no PSD95 was detectable in the inner plexiform layer (IPL). Two other synaptic scaffolds gave immunolabeling consistent with a pre-synaptic distribution in the OPL. Synapse-Associated Protein 97 (SAP97 or Dlg1) was previously seen to be widely distributed in both OPL and IPL of rat and rabbit retina (Koulen, 1999; Vila et al., 2017). In mouse, we found SAP97 immunoreactivity to be widespread and partially punctate in the IPL (Figure 1C), and rather diffuse and poorly delimited in the OPL (Figure 1D). SAP97 also labeled thick processes descending through the inner nuclear layer (INL), raising the possibility that this protein is also present in Müller glial cells. Finally, the MAGUK family member Calcium/Calmodulin-Dependent Serine Protein Kinase (CASK) was abundantly present throughout the IPL (Figure 1E) and present in dense blobs consistent with photoreceptor terminals in the OPL (Figure 1F). This is consistent with previous studies demonstrating its presence in photoreceptor terminals (Nuhn and Fuerst, 2014). Note that antibodies to PSD95 and CASK used were mouse antibodies, so labeling of blood vessels in Figures 1A,E (examples marked with asterisks) is a non-specific result of secondary antibody binding.
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FIGURE 1. Localization of synaptic scaffolds PSD95, SAP97, and CASK in the mouse retina. (A) Immunostaining for PSD95 (green) with DAPI counterstaining (blue). Labels for retinal nuclear layers are: ONL, outer nuclear layer; INL, inner nuclear layer; GCL, ganglion cell layer. PSD95 labeling was prominent in the outer plexiform layer (OPL—between ONL and INL) and very weak in the inner plexiform layer (IPL—between INL and GCL). Two examples of non-specific labeling of blood vessels by the secondary antibody are indicated by asterisks. Two μm confocal stack. (B) Higher magnification view of the OPL showing PSD95 labeling of rod and cone terminals. Single confocal section. (C) SAP97 immunostaining revealed punctate and diffuse labeling in both OPL and IPL. Retinal layers are aligned as in (A). One μm confocal stack. (D) Higher magnification view of the OPL shows SAP97 labeling to be diffusely distributed throughout the layer. One μm confocal stack. (E) CASK immunostaining revealed moderately strong labeling in the OPL and very strong labeling throughout the IPL. Retinal layers are aligned as in (A). Two examples of non-specific labeling of blood vessels by the secondary antibody are indicated by asterisks. Two μm confocal stack. (F) Higher magnification view of the OPL shows CASK labeling to be diffusely distributed throughout the layer. Two μm confocal stack. (G) Average mRNA expression levels of PSD95 (Dlg4), SAP97 (Dlg1) and CASK (Cask) in mouse retina by single-cell RNA Sequencing. Of note in the OPL is some expression of PSD95 in horizontal cells, broad, low-level expression of SAP97, and expression of CASK most prominently in bipolar cells. Data adapted from Hoang et al. (2020). See section “Materials and Methods” for caveats about data interpretation. Abbreviations used: RPE, retinal pigmented epithelium; V/E cells, vascular endothelial cells; RGC, retinal ganglion cells; AC, amacrine cell; BC, bipolar cell; MG, Müller glia.


As an alternative strategy to investigate expression of these scaffolds in retinal cell types, we examined mouse retinal single-cell transcriptome data (Hoang et al., 2020), accessed through https://proteinpaint.stjude.org/F/2019.retina.scRNA.html. These data derive from light damage experiments and represent an average of data from undamaged, light damaged and recovering retina. In these datasets, PSD95 was present most abundantly in rod and cone photoreceptors, consistent with immunolabeling, but transcripts were also detected in horizontal cells and several types of bipolar cell (Figure 1G). Transcripts for SAP97 and CASK were also detected in a number of cell types contributing to the OPL. SAP97 was most abundant in Off bipolar cells, horizontal cells, rods and Müller glia, while CASK was most abundant in Off and On bipolar cells and Müller glia, with lower transcript levels in cones and rods. These data are partially consistent with the immunolabeling we found, and provide insight into why specific structures were difficult to resolve by immunostaining.

We were particularly interested in the complex of proteins assembled in horizontal cell dendritic and axon terminal tips, so we also examined the distributions of SAP102 and Chapsyn110, previously found to anchor this complex in rabbit B-type horizontal cells (Vila et al., 2017). Unlike its restricted distribution in rabbit retina, SAP102 immunoreactivity was found diffusely in the mouse OPL (Figure 2A). SAP102 was also widespread and partially punctate in the IPL (Figure 2A), similar to the distribution of SAP97. At higher magnification it is evident that SAP102 was present within photoreceptor terminals labeled with anti-PSD95 (Figure 2B). However, additional labeling below the photoreceptor terminals in the OPL suggests that SAP102 was also diffusely present in horizontal cells, or perhaps Müller glial cells. Examination of single-cell transcriptome data (Figure 2C) revealed that SAP102 was expressed at quite low levels overall, but most prominently in horizontal cells, consistent with the prior rabbit retina results. Lower expression was noted in Müller glia, Off bipolar cells and rods. In contrast to the diffuse distribution of SAP102, Chapsyn110 immunoreactivity in mouse retina was sharply punctate in the OPL (Figure 2D). This distribution resembles that of metabotropic glutamate receptor mGluR6 at the tips of ON bipolar cell dendrites. However, Figure 2E shows that Chapsyn110 immunolabeling only weakly co-localized with that of mGluR6. Almost every ON bipolar cell dendritic tip labeled with mGluR6 was paired with a prominent spot of Chapsyn110, which was generally localized slightly above the mGluR6. This was true both for tight clusters of mGluR6 derived from ON cone bipolar cells contacting cone terminals (arrowheads) and for mGluR6 doublets derived from rod bipolar cells contacting rod spherules (most other signals in Figure 2E). Examination of single-cell transcriptome data (Figure 2C) revealed that Chapsyn110 was expressed at a high level in horizontal cells, and at a lower level in On cone and rod bipolar cells, consistent with the immunolabeling seen in the OPL.
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FIGURE 2. Localization of synaptic scaffolds SAP102 and Chapsyn110 in the mouse retina. (A) Immunostaining for SAP102 (green) with DAPI counterstaining (blue). Labels for retinal nuclear layers are as in Figure 1. SAP102 displayed partially punctate and partially diffuse labeling throughout both inner and outer plexiform layers. Five μm confocal stack. (B) Higher magnification view of the OPL labeled for SAP102 (green) and PSD95 (red). Two μm confocal stack. (C) Average mRNA expression levels of SAP102 (Dlg3) and Chapsyn110 (Dlg2) in mouse retina from single-cell transcriptome data. SAP102 displayed low levels of expression in horizontal cells and Müller glia, and lower levels in rods and cones. Chapsyn110 displayed prominent expression in horizontal cells and some expression in bipolar cells, particularly ON types. Data adapted from Hoang et al. (2020). (D) Immunostaining for Chapsyn110 revealed a sharply punctate distribution in both the outer and inner plexiform layers. Retinal layers are aligned as in (A). Several prominent blood vessels non-specifically labeled by the secondary antibody are present, with two denoted by asterisks. Five μm confocal stack. (E) Higher magnification view of the OPL labeled for Chapsyn110 (green) and mGluR6 (red), labeling the tips of On bipolar cell dendrites. Chapsyn110 aligned closely with mGluR6, but did not co-localize with it. Arrowheads point to clusters of labeling for both markers at a cone pedicle. Three μm confocal stack.




Chapsyn110 Is Associated With Horizontal Cell Dendritic and Axon Terminal Tips

In the mouse retina, a unique type of axon-bearing horizontal cell, which is morphologically similar to B-type horizontal cells in the rabbit, sends dendritic processes contacting cone pedicles and axon terminal processes contacting rod spherules (Peichl and Gonzalez-Soriano, 1994). The non-overlapping, close association of Chapsyn110 immunoreactivity with that of mGluR6 strongly suggests that Chapsyn110 is located in the tips of the horizontal cell processes where they form the lateral elements of the synaptic complexes with photoreceptors. To examine this association, we labeled horizontal cells with antibodies to Calbindin (Figure 3Ai). This labeling displays the long, thin axon terminal extensions of horizontal cells that reach up to contact each rod spherule (arrows). In addition, the horizontal cells also contact cone pedicles in dense clusters of short dendritic extensions (arrowheads). Figure 3Aii shows that Chapsyn110 labeling closely followed the labeling of horizontal cells, with visible clusters in positions near the tips of the horizontal cell processes. The merged view (Figure 3Aiii) shows that Chapsyn110 labeling co-localized with the tips of the horizontal cell processes. Figure 3B shows a higher magnification view of this co-localization. Chapsyn110 labeling was particularly dense at the tips of dendrites contacting cone pedicles (arrowheads), although it was clearly present as well at axon terminal tips contacting rods (arrows). Note that the large spot of label in the Chapsyn110 channel (asterisk) is a blood vessel non-specifically labeled by the anti-mouse secondary antibody.
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FIGURE 3. Association of scaffold Chapsyn110 with mouse horizontal cells. (Ai) Immunostaining for Calbindin (red) labels horizontal cells in the OPL. Fine processes rising up are axon terminal processes contacting a single rod at hook-like ending (arrows). Arrowheads point to clusters of dendritic processes contacting cone pedicles. Five μm confocal stack. (Aii) Chapsyn110 immunostaining (green) shows dense clusters of strong labeling (arrowheads) corresponding to locations of cone pedicles and small, isolated clusters of labeling corresponding to the tips of horizontal cell axon terminal processes (arrows). A blood vessel non-specifically labeled by the secondary antibody is marked with an asterisk. (Aiii) Merged view of Calbindin and Chapsyn110 labels reveals co-localization at tips of horizontal cell processes contacting both rods and cones. (Bi) Higher magnification view of horizontal cell processes contacting rods and cones. Labeling scheme is the same as in (A). (Bii) Chapsyn110 labeling in isolation. Chapsyn110 clustered in direct association with horizontal cell process tips, but also in adjacent non-horizontal cell spaces, most likely representing tips of ON-type rod and cone bipolar cells. 0.5 μm confocal stack.




Ion Channels Associated With Horizontal Cells

Synaptic scaffolds anchor many proteins, including ion channels, in locations necessary for their functions. In a previous study in rabbit retina (Vila et al., 2017), we had identified the inward rectifier potassium channel Kir2.1, a known binding partner of Chapsyn110 and SAP102 (Leonoudakis et al., 2004; Leyland and Dart, 2004), as a partner in the complex of proteins at horizontal cell dendritic tips. We examined Kir2.1 distribution in mouse retina. Figures 4A,B show that immunolabeling with a rabbit antibody to Kir2.1 was particularly abundant in the OPL, below the level of photoreceptor terminals labeled for PSD95. Labeling was diffuse around the somas of horizontal cells, but also included clusters of puncta in the OPL. Kir2.1 labeling was sparser and more punctate in the outermost portion of the OPL. Labeling for Kir2.1 was also evident at the inner limiting membrane (Figure 4A, arrowheads), indicative of some expression in Müller glial cells. Because labeling with the rabbit anti-Kir2.1 antibody was somewhat ill-defined, we also examined labeling with a guinea pig anti-Kir2.1 antibody. The guinea pig antibody revealed the same overall distribution (not shown). Double-labeling with anti-Calbindin antibodies to label horizontal cells revealed that a substantial portion of the Kir2.1 labeling in the OPL was associated with horizontal cell somas and processes (Figure 4C). The guinea pig antibody was not particularly sensitive and did not reveal the sparse, punctate labeling in the outer OPL seen with the rabbit antibody. So, to further examine the association of Kir2.1 with horizontal cells, we labeled sections with the rabbit anti-Kir2.1 antibody and anti-Calbindin antibodies (Figure 4D). Antibodies to mGluR6 were also included to reveal positions of On bipolar cell dendritic contacts with cone and rod terminals (Figures 4Di,iii). Tight clusters of small mGluR6 puncta indicate cone terminals (three examples indicated with paired arrowheads), with closely associated horizontal cell dendritic processes (Figure 4Di). Kir2.1 labeling was very weak at the tips of these horizontal cell dendritic processes that contact cones. Kir2.1 labeling was more evident in the vicinity of the numerous horizontal cell axon terminal processes contacting rod spherules (Figures 4D,E). Most horizontal cell axon terminal tips contacting rod spherules displayed a punctate spot of Kir2.1 labeling (Figure 4E, arrowheads), although additional diffuse labeling spread beyond horizontal cell processes and may be associated with another cell, such as Müller glial cells. This distribution is less clearly defined than the distinct punctate clusters of Kir2.1 on horizontal cell dendritic and axon terminal tips previously detected in the rabbit retina (Vila et al., 2017). Analysis of single-cell transcriptome data (Figure 4F) confirmed prominent expression of Kir2.1 in horizontal cells, but revealed essentially none in Müller glia, inconsistent with our immunostaining results.
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FIGURE 4. Localization of inward rectifier potassium channel Kir2.1 in mouse retina. (A) Immunostaining for Kir2.1 (rabbit antibody; red) with DAPI counterstaining (blue) and PSD95 (green) to label photoreceptor terminals. Labels for retinal nuclear layers are as in Figure 1. Kir2.1 is diffusely present in the IPL, but strongly labeled at the inner limiting membrane (arrowheads) and in the OPL. Five μm confocal stack. (B) Higher magnification view of the OPL reveals Kir2.1 (red) labeling largely below the photoreceptor terminals (green; PSD95 labeling), but with some diffuse and punctate labeling among the terminals. Two μm confocal stack. (Ci) Kir2.1 labeling (guinea pig antibody; red) colocalizes with Calbindin labeled horizontal cells (green) in the OPL. (Cii) Kir2.1 labeling in isolation. (Di) Another view of horizontal cells in the OPL (Calbindin labeling; green) along with mGluR6 labeling (magenta) to show locations of On bipolar cell dendritic tips. Clusters of mGluR6 label indicate cone terminals; three examples are indicated with paired arrowheads. Six μm confocal stack. (Dii) Kir2.1 labeling (rabbit antibody; red) in the same section. (Diii) Merged view of all three labels. Kir2.1 shows both diffuse and punctate labeling in the vicinity of horizontal cell axon terminal projections contacting rods, but little labeling near clusters of dendritic processes contacting cones. (Ei) Higher magnification view of a horizontal cell labeled with Calbindin antibody (green). Several representative axon terminal tips are highlighted with arrowheads. One μm confocal stack. (Eii) Kir2.1 labeling in the same section. (Eiii) Merged view of the two labels shows that tips of horizontal cell axon terminal processes contain punctate clusters of Kir2.1 labeling (arrowheads). (F) Average mRNA expression levels of Kir2.1 (Kcnj2) and kainate receptor subunits GluR6 (Grik2) and GluR7 (Grik3) in mouse retina from single-cell transcriptome data. Kir2.1 is most prominently expressed in horizontal cells and essentially absent from Müller glia. The kainate receptor subunit GluR6 is also found in horizontal cells and Off bipolar cells, but GluR7 is absent from these cell types. Data adapted from Hoang et al. (2020).


In our previous study in rabbit retina (Vila et al., 2017), we had also identified kainate receptors labeled with antibodies to GluR6/7 selectively localized at the tips of horizontal cell processes. We attempted to label mouse retina with these antibodies, but did not detect any labeling (data not shown). Examination of single-cell transcriptome data (Figure 4F) did reveal the presence of transcripts for GluR6 in horizontal cells, but not GluR7. This provides some support for the presence of GluR6 kainate receptors in horizontal cells, although we cannot provide insight into their localization.

Horizontal cell feedback to cones is a complex process that may involve ephaptic communication and localized changes in pH within the photoreceptor synaptic cleft (Kamermans and Fahrenfort, 2004; Thoreson and Mangel, 2012; Vroman et al., 2014; Wang et al., 2014; Barnes et al., 2020). One type of channel thought to support ephaptic currents and ATP release to modulate pH is pannexin channels (Prochnow et al., 2009; Cenedese et al., 2017). We found strong labeling in the OPL for both Pannexin 1 and Pannexin 2 (Figures 5A,B). This is consistent with a previous finding of Pannexin 1 expression at some of the horizontal cell lateral elements of the photoreceptor triad synapse, as well as some bipolar cell dendrites in mouse retina (Kranz et al., 2013). Single-cell transcriptome data (Figure 5C) revealed only minimal expression of Pannexin 1 in horizontal cells and no Pannexin 2. Instead Pannexin 1 was most strongly expressed in Off bipolar cells in the OPL and in retinal ganglion cells. This pattern is consistent with our immunostaining (Figure 5A), which included labeling in ganglion cell somas. Pannexin 2 was also expressed strongly in retinal ganglion cells and to a lesser extent in amacrine cells, neither of which is consistent with our immunostaining (Figure 5B). The discord between Pannexin 2 immunostaining and transcriptome data make it difficult to draw conclusions about presence of this protein in OPL compartments.
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FIGURE 5. Pannexin labeling in mouse retina. (A) Immunostaining for Pannexin 1 in mouse retina revealed strong labeling in the outer plexiform layer and weaker labeling in the inner nuclear layer and ganglion cell layer. Three μm confocal stack. Labels for retinal nuclear layers are as in Figure 1. (B) Immunostaining for Pannexin 2 displayed strong labeling in the OPL and weaker labeling in the INL and photoreceptor layer. Three μm confocal stack. (C) Average mRNA expression levels of Pannexin1 and Pannexin2 in mouse retina from single-cell transcriptome data. In the OPL, the most prominent expression of Pannexin1 is in Off cone bipolar cells, with very weak expression in horizontal cells. Pannexin2 expression is largely absent from horizontal cells, but weakly present in On and Off bipolar cells. Data adapted from Hoang et al. (2020).


Gap junction hemichannels comprised of connexins have been identified in horizontal cell processes contacting photoreceptors in fish and turtles (Kamermans et al., 2001; Pottek et al., 2003; Shields et al., 2007) and shown to play a role in ephaptic feedback (Klaassen et al., 2011). In rabbit retina, we previously found Cx57 and Cx59 to be present in horizontal cell gap junctions, but not to be detectable in the scaffolded complex at the tips of horizontal cell processes (Vila et al., 2017). We examined the distribution of Cx57 in mouse retina. Unfortunately, the antibodies we used did not produce labeling in mouse retina, so we were not able to assess the presence of hemichannels in horizontal cell processes.



Daily Rhythms of Polyamine Content in the OPL

Many channels are regulated by polyamine binding. Inward rectifier potassium channels acquire their rectification through voltage-dependent polyamine block of the channel: channels are blocked when the cell is depolarized and become unblocked and allow current flow when the cell hyperpolarizes (Baronas and Kurata, 2014). We hypothesized that polyamine content could regulate the activity of horizontal cell Kir2.1 channels and other ion channels in the OPL synaptic complex. To examine polyamine content, we labeled retina with antibodies to spermine, which detect various polyamine species including spermine, spermidine, and putrescine. Figure 6A shows that polyamine immunolabeling was widespread in the mouse retina. A substantial portion of the labeling coincided with the locations of Müller glia (Figures 6B,C), consistent with the relatively high accumulation of polyamines in retinal glia (Skatchkov et al., 2000). However, some labeling did not coincide with Müller cells, indicating polyamine presence in neurons, as has also been reported previously (Valentino et al., 1996). Double labeling with antibodies to Calbindin to label horizontal cells revealed at best a modest amount of polyamine content in the horizontal cells (Figures 7A,B). However, in retina collected in the daytime, there was strong polyamine labeling in the OPL above horizontal cells, suggestive of photoreceptor terminals (Figures 7A,B). Labeling with PSD95 to outline photoreceptor terminals revealed that this prominent polyamine content was indeed located within photoreceptor terminals (Figure 7C).
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FIGURE 6. Polyamine labeling in the mouse retina. (A) Labeling for polyamines, as detected by an anti-Spermine antibody (red), was spread throughout all retinal layers. Labels for retinal nuclear layers are as in Figure 1. Eleven μm confocal stack. (B) Immunostaining for Glutamine Synthetase (green) labels Müller glia. (C) Merged view of the two labels shows that a substantial portion of polyamine labeling is co-localized with Müller glia.
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FIGURE 7. Differences in polyamine distribution between daytime and nighttime mouse retina. (A) Double labeling for polyamines (red) and Calbindin to label horizontal cells (green) in a retina sampled in photopic light 5 h after light onset (Day). Polyamine labeling is particularly prominent in the OPL. Five μm confocal stack. (B) Higher magnification view of the OPL in daytime retina. Prominent polyamine labeling is just above the horizontal cells (green; Calbindin label). Five μm confocal stack. (C) Double labeling for polyamines (red) and PSD95 (green) reveals that polyamines are located within photoreceptor terminals. Single confocal section. (D) Double labeling for polyamines (red) and Calbindin to label horizontal cells (green) in a retina sampled in darkness 5 h after light offset (Night). Polyamine labeling is overall less intense with distinctly less labeling in the OPL. Seven μm confocal stack. (E) Higher magnification view of the OPL in nighttime retina. Polyamine labeling (red) above horizontal cells (green) is far less prominent than in the daytime. Five μm confocal stack. (F) Double labeling for polyamines (red) and PSD95 (green) reveals that the reduced polyamine labeling in the nighttime OPL is still contained within photoreceptor terminals. Single confocal section. (G) Quantitative assessment of average polyamine labeling intensity in rod and cone terminals in day and night conditions. Points represent mean labeling intensity for all terminals measured for an individual animal (see section “Materials and Methods”). *p < 0.05, **p < 0.01, 2-way ANOVA with Tukey’s multiple comparisons.


In retina collected in nighttime, polyamine labeling differed strikingly, being lower overall and showing less apparent concentration in the OPL in photoreceptor terminals (Figures 7D–F). To examine this difference quantitatively, we measured fluorescence intensity of spermine immunoreactivity in regions of interest within photoreceptor terminals identified by PSD95 labeling (Figure 7G) (see section “Materials and Methods” for details). In rod terminals, polyamine immunoreactivity was significantly higher in the daytime than at night (2-way ANOVA with Tukey’s multiple comparisons: mean difference 58.8; 95% confidence interval of difference 15.0–102.7; p = 0.0085; n = 4 animals in each condition). Cone terminals measured in the same images displayed the same effect (2-way ANOVA with Tukey’s multiple comparisons: mean difference 44.1; 95% CI of difference 0.3–88.0; p = 0.0482; n = 4 animals in each condition). There was no significant difference between rods and cones in either daytime or nighttime conditions. Thus, photoreceptor terminals displayed a strong daily rhythm of polyamine content, with much higher concentration present in the daytime than at night.

The high polyamine content in photoreceptor terminals led us to question whether polyamines could be released from photoreceptors into the extracellular space, where they might either regulate ion channels locally or be taken up into neighboring cells where they may regulate channels from the intracellular space. Polyamine packaging in synaptic vesicles and release in the brain has been recognized for some time (Masuko et al., 2003). Recently, the orphan transport protein SLC18B1 has been identified as a vesicular polyamine transporter (Hiasa et al., 2014). We labeled mouse retina sections with antibodies to SLC18B1. Labeling for SLC18B1 was evident primarily in the OPL and near the inner limiting membrane (Figure 8A). To evaluate whether SLC18B1 labeling in the OPL was associated with photoreceptors, we double-labeled with antibodies to PSD95 to outline photoreceptor terminals. Figure 8B shows that SLC18B1 was not specifically localized to photoreceptor terminals, but rather was spread throughout the OPL both above and below the terminals. Labeling was evident in some stout processes ascending into the ONL (Figure 8B, arrowhead), suggestive of Müller glial cells. This would be consistent with labeling near the inner limiting membrane (Figure 8A, arrowheads), which includes the Müller cell endfeet. In the single-cell transcriptome data, SLC18B1 mRNA was present at very low levels in many cell types throughout the retina (Figure 8C). Rods contained a modest amount of the transcript, but higher levels were detected in horizontal cells and Müller glia. Thus, it is feasible that polyamines found in photoreceptor terminals could be packaged into vesicles, but a more prominent role for the vesicular polyamine transporter may occur in the Müller cells, which also harbor some of the highest polyamine labeling (Figure 6).
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FIGURE 8. Localization of vesicular polyamine transporter SLC18B1 in mouse retina. (A) SLC18B1 immunostaining (red) with DAPI counterstain (blue). Labels for retinal nuclear layers are as in Figure 1. SLC18B1 was present diffusely through most of the retina, with more prominent labeling in the OPL and at the inner limiting membrane (arrowheads). Four μm confocal stack. (Bi) Higher magnification view of the OPL double labeled for Slc18B1 (red) and PSD95 (green) to label photoreceptor terminals. Eight μm confocal stack. (Bii) SLC18B1 labeling in isolation. Labeling is diffuse throughout the area of photoreceptor terminals and below them. Some areas of dense labeling (arrowhead) resemble Müller glial cell processes ascending through the ONL. (C) Average mRNA expression level of SLC18B1 in mouse retina from single-cell transcriptome data. SLC18B1 is present at very low levels in most retinal cell types, with horizontal cells and Müller glia showing somewhat higher levels. Rods also contained SLC18B1 transcripts. Data adapted from Hoang et al. (2020).




DISCUSSION

Synaptic scaffolds bind a variety of proteins, assembling suites of proteins together, anchoring them in particular locations and coordinating synaptic functions (Montgomery et al., 2004; Oliva et al., 2012). We previously identified a synaptic scaffold complex in the rabbit retina that displayed a highly restricted distribution in the dendritic and axon terminal tips of B-type horizontal cells, where they form invaginated contacts with cone and rod photoreceptor terminals, respectively (Vila et al., 2017). By inference of the location of these complexes and the inclusion of selectively active channels such as kainate-type glutamate receptors and inward rectifier potassium channels, the complexes were hypothesized to contribute to synaptic signaling within the photoreceptor synapses. The present study was undertaken to assess the conservation of the suite of proteins that forms this synaptic complex in the mouse, in which the availability of genetic tools would facilitate further investigation of these hypotheses. This study confirmed the presence of key members of the suite of proteins, but also differences from the suite detected in the rabbit retina.

When compared to the rabbit retina (Vila et al., 2017), distributions of the MAGUK scaffolds PSD95 and Chapsyn110 in mouse retina were largely the same. In the outer plexiform layer, these two scaffolds had very clear distributions presynaptically in photoreceptor terminals and postsynaptically in the tips of horizontal cell processes, respectively. This suggests that certain proteins anchored by these scaffolds play conserved roles in signaling around the photoreceptor synapse. While none of the proteins we examined had distributions similar to PSD95, the plasma membrane calcium ATPases (predominantly PMCA1 and PMCA4) are distributed in precisely the same pattern in the OPL (Morgans et al., 1998; Krizaj et al., 2002; Haverkamp et al., 2003; Johnson et al., 2007), and PMCA4 is known to bind to PSD95 (DeMarco and Strehler, 2001). Thus, the critical role of calcium extrusion from the photoreceptor terminals is likely to be facilitated by this presynaptic scaffolded complex.

On the postsynaptic side, the restricted distribution of Chapsyn110 in small clusters at the tips of horizontal cell processes that invaginate into cone and rod photoreceptor terminals, conserved in both mouse and rabbit, suggests that the complex that it assembles plays a conserved role. Our previous work in rabbit retina identified two ion channels associated with this scaffold, inward rectifier potassium channel Kir2.1 and a kainate-type glutamate receptor labeled with antibodies against GluR6/7 (Vila et al., 2017). Antibodies to GluR6/7 that we used did not work in mouse (data not shown), so we were not able to assess whether this glutamate receptor was present in the tips of horizontal cell processes. However, conditional knockout of AMPA receptor GluA4 in mouse horizontal cells revealed a small remaining kainate receptor current (Stroh et al., 2013), indicating that a kainate receptor is present. Furthermore, kainate receptors labeled with antibodies to GluR6/7 have been observed in tips of horizontal cell processes in rat (Brandstatter et al., 1997), cat (Vardi et al., 1998), and macaque (Haverkamp et al., 2000; 2001), suggesting a conserved organization. Finally, kainate receptor subunit GluR6 was found in horizontal cells in mouse retina single-cell transcriptome data (Figure 4F; Hoang et al., 2020), suggesting that this organization is conserved in the mouse as well. On the other hand, Kir2.1 was clearly present in small clusters at the tips of the horizontal cell processes, as it was in the rabbit. Kir2.1 is known to bind to Chapsyn110 (Leyland and Dart, 2004), further suggesting that the presence of this scaffold in this restricted location may cluster Kir2.1 channels there. While we did not examine it, it is noteworthy that the GABAC receptor ρ2 subunit also displays a restricted distribution in the tips of horizontal cell processes in mouse retina, comparable to that of Chapsyn110 (Grove et al., 2019; see also Haverkamp and Wassle, 2000). This GABA receptor has been proposed to play a central role in pH-mediated feedback to photoreceptors in mammalian retina (Grove et al., 2019; Barnes et al., 2020). Direct interactions between Chapsyn110 and GABA receptor subunits have not been reported. Finally, pannexins have also been proposed to play central roles in horizontal cell feedback signaling to photoreceptors in fish retina by releasing ATP into the synaptic cleft (Vroman et al., 2014; Cenedese et al., 2017). Pannexin1 has been identified in mouse horizontal cells and its knockout results in a small increase in ERG b-wave amplitude, possibly consistent with reduction of a feedback signal (Kranz et al., 2013). Our immunostaining results provide support for the presence of both Pannexin1 and Pannexin2 in OPL processes. However, mouse retina single-cell transcriptome data we examined (Figure 5C; Hoang et al., 2020) do not support their expression in horizontal cells, but rather in Off cone bipolar cells. Thus, it is unclear that pannexins contribute to the signaling within horizontal cell processes in the mouse retina.

In the rabbit retina, SAP102 also displayed a restricted postsynaptic distribution in the tips of B-type horizontal cell processes, but in mouse retina its distribution in the OPL was more diffuse, including presynaptic labeling in photoreceptor terminals and without clear clusters in horizontal cell processes. This suggests that the suites of proteins assembled at the photoreceptor synapses are likely to differ to some extent, but we have not yet performed an adequately extensive survey to determine how these complexes differ.

Perhaps the most novel finding of this study was the presence of a strong daily variation in polyamine content in rod and cone photoreceptor terminals. Polyamines have been detected chemically (Ientile et al., 1986; Withrow et al., 2002) and histologically (Valentino et al., 1996; Skatchkov et al., 2000; Withrow et al., 2002) in a number of cell types in the retina, including photoreceptors, ganglion cells, amacrine cells and Müller glia. Polyamine content in several cell types has been found to vary over the course of retinal development in rabbit (Withrow et al., 2002), declining somewhat in adults. Rather significantly, liver cellular polyamine content varies with time of day and can directly interact with core circadian clock components (Zwighaft et al., 2015). Such variation in polyamine content of photoreceptors has the potential to regulate a variety of processes.

Polyamines are produced naturally from metabolism of L-ornithine, first by decarboxylation to putrescine, followed by sequential N-alkylation reactions with S-adenosylmethionine to form spermidine and spermine. Polyamines have very diverse roles in metabolism, but perhaps some of the most relevant to this study are prominent effects on a number of ion channels (Williams, 1997; Pegg, 2016). The steep, voltage-dependent rectification of inward rectifier potassium channels is caused by channel block by intracellular polyamines (Ficker et al., 1994; Lopatin et al., 1995; Nichols and Lee, 2018). Somewhat similar open channel block also occurs in some kainate and calcium-permeable AMPA receptors (Bowie, 2018), NMDA receptors and a variety of other cation-selective channels (Skatchkov et al., 2014; Pegg, 2018). Among these is the photoreceptor cyclic nucleotide-gated channel (Lu and Ding, 1999); polyamine block of this channel is proposed to suppress noise in the phototransduction cascade.

Intracellular spermine has also been found to efficiently block Connexin 40 (Cx40) gap junctions in a voltage-dependent manner (Musa and Veenstra, 2003), while spermine and spermidine enhance coupling and reduce pH-induced closure of Cx43-containing channels (Skatchkov et al., 2015). Thus, effects on gap junctions cannot be directly predicted; the effects of polyamines on the Cx36 gap junctions present in photoreceptors have not been studied. Finally, polyamines have been found to inhibit the GTPase activity of Gi proteins (Daeffler et al., 1999). The elevated daytime concentration of polyamines in photoreceptor terminals would increase the persistence of Gi signaling driven by dopamine, which would reinforce the potent diurnal gap junction uncoupling observed among photoreceptors of most vertebrate species (Ribelayga and O’Brien, 2017; O’Brien, 2019).

While ion channels regulated by polyamines have not been specifically identified in photoreceptor terminals, several such channels are present postsynaptically. If photoreceptor polyamines were to regulate these channels, it would be necessary for them to be released. There is some evidence that polyamines can be packaged into vesicles with neurotransmitters and be released by neurons (Moriyama et al., 2020). We did not find clear evidence for the recently identified vesicular polyamine transporter SLC18B1 in photoreceptor terminals, but instead found that it is likely to be present in Müller glia. However, it has been shown that the properties of polyamine transporters in brain synaptic vesicles and syanptosomes differ from those in glial cells (Masuko et al., 2003), suggesting that a different, as yet unidentified polyamine transport mechanism may still be present in synaptic vesicles of photoreceptors. Furthermore, the single-cell transcriptome data (Hoang et al., 2020) that we analyzed revealed a low level of SLC18B1 transcript in rods, implying that this transporter could be expressed there. Finally, it has been observed that polyamines can be transported both into and out of cells through a variety of plasma membrane organic cation transporters (Moriyama et al., 2020), providing an alternative mechanism through which polyamines may be released.

Extracellular polyamines can be transported through several types of ionotropic glutamate receptors (Bowie, 2018), pannexins and connexin hemichannels (Skatchkov et al., 2014), potentially providing a path for uptake locally into horizontal cell dendritic tips where Kir2.1 is situated. If such a pathway functions in the retina, it would be unlikely to influence the large population of Kir2.1 covering the horizontal cell soma and proximal dendrites. Extracellular polyamines can also have direct modulatory functions on several ion channels (Moriyama et al., 2020). Extracellular polyamines potentiate Glur6-containing kainate receptors by relieving proton block (Mott et al., 2003). This effect is independent of the open channel block of the pore by intracellular polyamines. Extracellular polyamines also potentiate NMDA receptors at low concentrations (Ogden and Traynelis, 2011). In the photoreceptor synaptic complex, GluR6/7-containing kainate receptors found on the tips of rat, cat, macaque and rabbit horizontal cell processes (Brandstatter et al., 1997; Vardi et al., 1998; Haverkamp et al., 2000, 2001; Vila et al., 2017) could be subject to this type of regulation. We cannot exclude this mechanism from functioning in the mouse, as functional kainate receptors are present in mouse horizontal cells (Schubert et al., 2006; Stroh et al., 2013; Feigenspan and Babai, 2015) and GluR6 transcript is present (Hoang et al., 2020).

Our study found significant polyamine labeling and the presence of the vesicular polyamine transporter SLC18B1 in Müller cells. Müller glia display regional variation in polyamine content that closely correlates to the degree of rectification of inward rectifier potassium currents, with the highest content and greatest rectification at the endfeet (Skatchkov et al., 2000). Our finding of the presence of the vesicular polyamine transporter suggests that Müller cells have the ability to release polyamines into the retina. With many potential targets, the effects of such release on retinal functions may be complex. Indeed, knockout of SLC18B1 in mice has been shown to result in short- and long-term memory deficits (Fredriksson et al., 2019), indicating that vesicular release of polyamines elsewhere in the CNS has important consequences.

Our study in mouse retina reveals that a suite of proteins restricted to the tips of horizontal cell processes is conserved among mammals. Conserved elements of this suite are Chapsyn110, Kir2.1 and likely a kainate receptor. The presence of a suite of proteins narrowly restricted to horizontal cell dendritic and axon terminal tips suggests a function specific to synaptic communication with photoreceptors. Because this suite is localized deep within the synaptic invagination of photoreceptors, we presume that it may function in feedback signaling from horizontal cells to photoreceptors, as well as feedforward signaling from the photoreceptors to horizontal cells. This study makes possible further investigation of the functional significance of this suite in the genetically tractable mouse model.
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Olfactory stimuli are encountered across a wide range of odor concentrations in natural environments. Defining the neural computations that support concentration invariant odor perception, odor discrimination, and odor-background segmentation across a wide range of stimulus intensities remains an open question in the field. In principle, adaptation could allow the olfactory system to adjust sensory representations to the current stimulus conditions, a well-known process in other sensory systems. However, surprisingly little is known about how adaptation changes olfactory representations and affects perception. Here we review the current understanding of how adaptation impacts processing in the first two stages of the vertebrate olfactory system, olfactory receptor neurons (ORNs), and mitral/tufted cells.
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INTRODUCTION

Adaptation modulates the input-output transformation of a neuron or brain region based upon the recent history of an organism’s sensory experience (Barlow, 1961; Wark et al., 2007; Whitmire and Stanley, 2016; Weber and Fairhall, 2019; Benda, 2021). Nearly all sensory systems exhibit some form of adaptation in which prolonged exposure to a stimulus evokes a change in the neural response. Defining the functional transformation(s) that take place as a result of adaptation remains a fundamental field of study in neuroscience and a critical step in understanding sensory processing.

Sensory stimuli are experienced across a large range of intensities, but peripheral sensory neurons usually have a relatively small dynamic range. One function of adaptation is to shift this dynamic range toward relevant stimuli, a process that both expands the coding capacity of the sensory system and optimizes it (Barlow, 1961; Brenner et al., 2000; Wark et al., 2007; Whitmire and Stanley, 2016; Weber and Fairhall, 2019). For example, light can be experienced across ~10 log units of stimulus intensity (Skalicky, 2016), yet individual photoreceptors saturate across ~1–2 log units of light intensity located within their receptive field (Boynton and Whitten, 1970; Normann and Perlman, 1979; Valeton and van Norren, 1983; Perlman and Normann, 1998). Changing the background luminance level causes the sensitivity range of photoreceptors to shift along the intensity axis (Figure 1A; Boynton and Whitten, 1970; Normann and Perlman, 1979; Valeton and van Norren, 1983; Fain et al., 2001). This transformation allows a match between the photoreceptor coding capacity and the mean stimulus intensity. However, a changing neural response does not always reflect a shift in the dynamic range of a neuron. For example, the auditory system deals with a similar dynamic range problem (Viemeister, 1988; Chepesiuk, 2005) as auditory nerve fibers saturate within ~3–4 log units of sound intensity at their characteristic frequency, but the presence of a background stimulus causes reductions in auditory nerve spiking rather than a change in sensitivity (Figure 1B; Smith, 1977, 1979; Smith et al., 1983; but see Wen et al., 2009, 2012). Auditory neurons that exhibit dynamic range shifts exist, but at later stages of processing in the inferior colliculus and cortex (Dean et al., 2005; Nagel and Doupe, 2006; Watkins and Barbour, 2008). In general, matching the sensor’s dynamic range to the stimulus and optimizing its encoding in neural activity is the major goal of an adaptive change in sensory processing. But can we make similar observations in olfaction? Does adaptation adjust the dynamic range of olfactory neurons? And if so, which features of an odor stimulus are optimally encoded?
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FIGURE 1. Two ways adaptation can transform neural responses. (A) Background stimuli of higher intensity (color coded) shift the neuron dynamic range toward higher concentrations, lowering its sensitivity to the stimulus. (B) Background stimuli of higher intensity (color coded) compress the dynamic range of the neuron. The neuron sensitivity is not changed, but the response saturates earlier, and the coding capacity is lower.



For many animals, the sense of smell is critical to recognize and locate food, mates, and dangers. Recognition requires the identification of a specific smell embedded in a complex chemical context. Localization, instead, requires the animal to extract information from a concentration profile that varies in time and space depending on the fluid-dynamic regime of the medium that transports these volatile molecules (Celani et al., 2014; Connor et al., 2018). The olfactory system, therefore, faces three challenges: (1) it has to segment the perception of a specific cue from other chemical stimuli present in the environment; (2) it has to maintain an invariant representation of the odor of interest when its concentration changes, and (3) at the same time, it has to recognize the direction of the changing gradient (Linster et al., 2007; Uchida and Mainen, 2007; Homma et al., 2009; Gottfried, 2010; Rokni et al., 2014). In this review, we summarize the functional changes in odor encoding driven by adaptation to sustained stimuli and discuss which cellular and network mechanisms could support background segmentation, concentration invariance, and contrast coding in the vertebrate olfactory system.

Olfactory receptor neurons (ORNs) located in the olfactory epithelium send their axons to one or two glomeruli in the Olfactory Bulb (OB; Ressler et al., 1994; Vassar et al., 1994; Zapiec and Mombaerts, 2015) where they synapse on Mitral and Tufted Cells (MTCs), which then project to the olfactory cortices (Figure 2, green processes, Sosulski et al., 2011; Imamura et al., 2020). The OB input-output transformation is shaped by a complex synaptic network that includes many different populations of interneurons that surround each glomerulus (Parrish-Aungst et al., 2007; Nagayama et al., 2014; Burton, 2017), and granule cells that form dendro-dendritic synapses with the lateral processes of MTCs (Rall et al., 1966; Yokoi et al., 1995; Figure 2, blue and black cells and processes). Adaptation of ORNs has been extensively studied, although the functional role of the identified mechanisms remains a source of debate. Since odor stimuli are encoded combinatorially in populations of ORNs, the adaptation of olfactory representation likely involves coordinated changes across this population of cells, mediated by lateral connections within the OB. Moreover, in breathing animals, respiration plays a key role in modulating the sampling of the stimulus by controlling the times and durations of the odorous plumes that reach the sensory neurons. Here, we will compare results from in vitro experimental approaches that recorded odor responses from ORN somata in the epithelium, and in vivo experiments in breathing animals that quantified the response of the ORNs at their presynaptic site in the OB and the response of their postsynaptic MTCs. We will describe the concentration dependency of the response dynamics of these neurons and then focus on the changes in activity induced by repeated and sustained odor stimuli. These changes can occur over a wide range of timescales (seconds to days; Wang et al., 1993; Dalton and Wysocki, 1996; Chaudhury et al., 2010; Kass et al., 2016), but here we will focus on relatively short–term adaptation that is most likely to be relevant for odor navigation. Moreover, we focus on the vertebrate literature as adaptation in invertebrates has been recently covered (Brandão et al., 2021).
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FIGURE 2. Schematic of the Olfactory Bulb (OB; adapted from Storace and Cohen, 2017). Panel (B) reflects an expansion of the box in panel (A). nc, nasal cavity; oe, olfactory epithelium; ob, olfactory bulb.





CONTROVERSY AND CONSENSUS ON ORN ADAPTATION


Transient Firing Dynamics vs. Tonic Presynaptic Activity of ORN Odor Responses

In vertebrates, olfactory stimuli are detected by ORNs that express one out of a large family (>1,000) of odorant receptors (ORs; Buck and Axel, 1991; Ngai et al., 1993; Ressler et al., 1994). ORNs extend cilia into the olfactory mucosa, where they are exposed to odor molecules. In vitro voltage or current clamp experiments from isolated ORNs allowed the identification of key players in the signaling cascade activated by an odor response (Schild and Restrepo, 1998). In short, the binding of an odor molecule to the receptor triggers the activation of a metabotropic pathway that leads to the increase of cAMP and opening of cyclic nucleotide gated (CNG) channels (Kleene, 2008). Calcium influx through CNG channels further enhances ORN depolarization by activating a Cl− current (Reisert and Zhao, 2011). This amplification step is responsible for a large percentage of the odorant-induced transduction current. Consistent with classical models of receptor-ligand binding kinetics (Dougherty et al., 2005), the amplitude of the transduction current associated with this signaling cascade exhibits a sigmoidal monotonic relationship with odor concentrations, with most studies reporting a dynamic range of ~10-fold (Firestein et al., 1993; Menini et al., 1995; Kurahashi and Menini, 1997; Ma et al., 1999; Reisert and Matthews, 2001b; but see Grosmaitre et al., 2006). Before additional mechanisms kick in, ORN peak firing rates also show a similarly narrow dynamic range (Reisert and Matthews, 1999, 2001a,b; Bozza et al., 2002). However, the dynamics of the transduction current is concentration-dependent and develops a faster transient component at higher concentrations (Menini et al., 1995; Reisert and Matthews, 1999). Driven by the transduction current, ORN firing rates also become more transient and the overall number of elicited spikes decreases for stronger stimuli, eventually reducing to only a few spikes at the onset of a high odor concentration (Getchell and Shepherd, 1978a,b; Duchamp-Viret et al., 1999, 2003; Reisert and Matthews, 1999, 2001a,b; Figure 3A). Current injection in ORNs induces much less complex firing dynamics (Ma et al., 1999) demonstrating a key role for the transduction current in determining ORN response dynamics.
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FIGURE 3. Comparisons of olfactory receptor neurons (ORNs) odor responses measured from the soma and at their glomerular projections in the olfactory bulb. (A) Odor stimuli elicit transient response dynamics as concentration increases, resulting in higher firing rates elicited in a very short time window and an overall decrease in the number of spikes fired. Cartoon inspired to data from Reisert and Matthews (1999). (B) Calcium measurements from ORN glomerular projections do not show transient dynamics nor reduced calcium levels at higher odor concentrations. Data reproduced from Storace et al. (2019). (C) Paired-pulse experiments showing two ORNs with different sensitivity and response dynamics. Consistent with published data, ORN1 is more sensitive to the odor and its response to a consecutive odor pulse is attenuated (2 s interstimulus). ORN1 response fully recovers in 4 s. ORN2 is less sensitive and does not show paired-pulse response attenuation. (D) Prediction of the response of the two ORNs to a continuous stimulus inhaled through several respiratory cycles (respiratory traces are unpublished data from D.A. Storace).



Recording from isolated ORNs allows for the tight control of the stimulus and direct quantification of their electrical properties but shortcuts several steps that are important in vivo, such as respiration and the absorption of odor molecules in the mucus (Reisert and Matthews, 1999). For example, testing an odor response requires delivering odors in solution rather than as a volatile airborne stimulus. Electrode measurements from ORNs in vivo are possible (Duchamp-Viret et al., 1999), but the approach is not widely used due to the technical challenges posed by the physical organization of the ORNs and the location and structure of the olfactory mucosa (Duchamp-Viret and Chaput, 2018). Calcium imaging offers an alternative approach for quantifying ORN responses in vivo. ORNs can be anatomically labeled with organic dyes (Friedrich and Korsching, 1997; Ma and Shepherd, 2000; Wachowiak and Cohen, 2001; Fried et al., 2002; Wachowiak et al., 2002; Korsching, 2005), and genetic targeting strategies have used the olfactory marker protein (OMP) promoter (Farbman and Margolis, 1980; Danciger et al., 1989) to generate transgenic mice expressing different reporters of neural activity in ORNs (Bozza et al., 2004; McGann et al., 2005; Albeanu et al., 2018; Dewan et al., 2018; Platisa et al., 2020).

Functional imaging from single cells in the olfactory epithelium in vivo has reported monotonic relationships between calcium transients and odor concentration for many odor-receptor combinations (Inagaki et al., 2020, 2021; Xu et al., 2020; Zak et al., 2020). This is in agreement with the role of calcium in the initial amplification step in the signaling cascade (Leinders-Zufall et al., 1997, 1998). However, these measurements of somatic calcium dynamics did not show the transient activity measured in electrophysiological experiments (Reisert and Matthews, 1999, 2001a,b) and thus may not be an appropriate reporter of ORN firing rates.

How do peripheral firing dynamics translate to synaptic inputs to the bulb? Functional imaging has been widely used to quantify the neural activity measured from ORN axon terminals innervating the glomerular layer. ORN glomerular imaging trades single-cell resolution for a gain of information at the population level measured across the ~200 glomeruli that are located on the dorsal surface of the OB (Vincis et al., 2012). Measurements from the ORN glomerular projections reflect some combination of ORN firing activity as well as modulation by the OB network via presynaptic GABA and dopamine receptors expressed on the ORN axon terminals (Nickell et al., 1991, 1994; Wachowiak and Cohen, 1998, 1999; Koster et al., 1999; Berkowicz and Trombley, 2000; Ennis et al., 2001; McGann, 2013). In principle, pooling the response of the multiple ORNs within a single glomerulus (Cleland and Linster, 1999; Cleland et al., 2011; Cleland and Borthakur, 2020), as well presynaptic modulation at the axon terminals (Cleland and Linster, 2012; McGann, 2013) should broaden the dynamic range of the glomerular ORN response. However, a direct comparison between calcium transients measured from ORN somata and from their terminals in the OB revealed no major differences (Zak et al., 2020). Importantly, with one exception (Lecoq et al., 2009), all these studies reported primarily monotonic relationships between presynaptic activity and odor concentration and tonic responses dynamics, in contrast with the concentration dependency of ORN somatic firing patterns (Figures 3A,B). These differences could appear to be a minor discrepancy, but understanding the response dynamics of ORNs to changes in stimulus intensity is critical for understanding their adaptive features.



Response to Dynamic Stimuli: What Goes Through the ORNs?

Natural odor stimuli are carried by air, often in turbulent regimes that break diffusive odor signals into filaments of different sizes. This has the effect of generating an intermittent and stochastic concentration profile (Celani et al., 2014; Connor et al., 2018). Moreover, in breathing animals, respiration modulates the sampling of an odor stimulus by controlling the times and durations of the odor plumes that reach the ORNs. Consequently, nearly no odor stimulus is sensed in complete isolation, and it is, therefore, crucial to understand how ORN responses are affected by stimulus history.

Paired-pulse experiments have been used to mimic the arrival of consecutive plumes or the intermittency imposed by respiration on odor perception. Measurements in vitro show that ORNs exhibit a form of adaptation that attenuates their response up to inter-stimulus intervals of 6–10 s (Kurahashi and Menini, 1997; Leinders-Zufall et al., 1998; Ma et al., 1999). This is a surprisingly long timescale and suggests that in freely breathing animals ORN responses should change drastically across breathing cycles (Figures 3C,D). As one would expect, this effect depends on the odor concentration and the stimulation or respiratory rate. ORNs reliably fire spikes in vitro at every odor pulse of a moderate concentration when delivered at 2 Hz intervals, but spiking is less reliable and firing responses attenuate and eventually disappear at higher stimulation rates (5 Hz) or at higher odor concentrations (Ghatpande and Reisert, 2011). Although an exact quantification of the ORN integration time has not been attempted in vertebrates, these experiments show that it likely falls in the range of the respiratory period (200–500 ms). Whether this is a limitation of the olfactory periphery in precisely encoding odor stimuli or serves a functional role in filtering sensory inputs sent to the brain remains unclear. The in vitro data suggest that for a fixed stimulation frequency, only the ORNs that are mildly activated by the odor would contribute to encoding the full stimulus sequence, while more sensitive ones would signal only the onset of the sequence and remain otherwise silent (Figure 3D, compare ORN1 and ORN2).

Stimulus-driven changes in response do not only originate at the periphery. In vitro and in vivo studies have shown that repeated electrical stimulation of the olfactory nerve (which shortcuts peripheral adaptation) affects the amount of glutamate released onto post-synaptic neurons (Aroniadou-Anderjaska et al., 2000; Ennis et al., 2001; Murphy and Isaacson, 2003). Consistently, calcium imaging from ORN terminals in vitro and in vivo reported adaptation to paired-pulse electrical stimulation of the olfactory nerve that recovered with interstimulus intervals longer than 1 s (McGann et al., 2005; Wachowiak et al., 2005; Pírez and Wachowiak, 2008). This adaptation appears to be due to depression at the level of the ORN terminals as it similarly affects simultaneously recorded post-synaptic neurons (Murphy et al., 2004). Application of a GABA antagonist reduced the effect of the paired-pulse depression and increased the rate of recovery to paired-pulse stimulation in vitro (Aroniadou-Anderjaska et al., 2000; Ennis et al., 2001; Wachowiak et al., 2005), suggesting a key role for inhibition in the temporal filtering of olfactory information. Similarly, studies in insects have shown that depression at the synapses between ORNs and PNs (the invertebrate homolog of MTCs) act on multiple time scales to filter incoming signals (Kazama and Wilson, 2008; Martelli and Fiala, 2019), while the dynamics of lateral inhibition controls the width of these filtering steps (Nagel et al., 2015). The dynamic interplay between feedforward depression and lateral inhibition remains to be investigated in the mammalian brain in vivo, especially in the context of adaptation in breathing animals.

The combination of peripheral and central mechanisms that attenuate the response to consecutive odor pulses should lead to a major change in the OB activation across consecutive respiratory cycles. However, in vivo imaging from the ORN terminals in awake and anesthetized rats and mice reported attenuation only for high respiratory frequencies (>4 Hz) and for specific odor receptor combinations (Verhagen et al., 2007; Carey et al., 2009; Carey and Wachowiak, 2011). Inter-stimulus intervals of 330–1,000 ms, which corresponds to respiratory frequencies of 1–3 Hz, have been reported to induce substantial depression in vitro (Kurahashi and Menini, 1997; Leinders-Zufall et al., 1998; Zufall and Leinders-Zufall, 2000; Wachowiak et al., 2005), but similar rates only evoke minor effects in the activity measured from the glomeruli in vivo (Verhagen et al., 2007; Carey and Wachowiak, 2011). It is unclear whether these inconsistencies are due to different experimental conditions or due to odor-driven and state-dependent presynaptic processing in the bulb. More specific approaches are needed to understand the relationship between the peripheral processes and the presynaptic activity in the bulb. One key open question is whether the OR expressed plays a significant role in determining the ORN response dynamics. If this is not the case, then one could conclude that differences in the activity of different glomeruli depend on lateral connectivity. Most of the earliest studies have been performed from randomly selected cells, but the development of transgenic animals with genetically labeled ORN types allows for a comparison of the same receptor types across preparations (Bozza et al., 2002; Grosmaitre et al., 2006; Ghatpande and Reisert, 2011). This approach could be further exploited to investigate receptor-specific response properties and would clarify the contribution of intrinsic cellular mechanisms that originate at the periphery and presynaptic modulation which is mediated by lateral inputs in the OB.



Background Segregation and Contrast Detection in ORN Populations

A classical approach to study adaptive properties of sensory neurons is to compare the response to a stimulus presented in isolation and on a background. Experiments in vitro showed that adaptation to an odor background lowers the ORN transduction current, as well as the firing rate response to an odor (Reisert and Matthews, 1999, 2000). In adapted conditions, response saturation is reached at lower peak firing rates and at similar concentrations than in the absence of a background, causing a compression of the ORN dynamic range. Similar results were reported in Drosophila ORNs (Martelli et al., 2013; Brandão et al., 2021).

The functional consequences of a decreased dynamic range remain unclear. Such compression does not support contrast invariant responses, and therefore single ORNs likely do not signal stimulus contrast. However, the data indicate that in the presence of a background, ORN firing is more parsimonious, consisting of transient responses of a smaller number of spikes (Figure 3A). Therefore, at the population level, this could still constitute a strategy to efficiently signal changes in concentration and segregate relevant stimuli from the background. Indeed, odors are detected by a large array of ORNs, each expressing an odorant receptor with a different affinity to odor molecules. Therefore, the olfactory system is, by constitution, endowed with a large array of sensors tuned to different intensities of the same stimulus (i.e., different concentrations of a monomolecular odorant; Cleland et al., 2011; Zak et al., 2020). For example, when the background is too high an ORN will go silent, rather than shifting its dynamic range, which is energetically convenient given that the system can rely on the activation of other ORNs of lower sensitivity. Thus, adjusting the dynamic range of the response of single sensory neurons may not be the primary function of adaptation in olfaction.

Such hypotheses should be tested at the level of the OB by quantification of the population response to stimuli presented in isolation or on a background. However, the stimulus protocol can hardly be the same in vivo and in vitro, as respiration adds a level of complexity to the encoding of odor information. Respiratory frequency determines the degree by which adaptation affects the response to a chemically different odor superimposed on a background (Verhagen et al., 2007). At low inhalation rates, glomeruli that are sensitive to both background and test odors responded strongly to their superposition, but higher respiratory rates caused significant adaptation to the background and a highly attenuated response to the test odor. Unfortunately, the interpretation of these results cannot be solely based on adaptation, as mixture interaction at the level of olfactory receptor activation and at the OB local network could have effects on the observed dynamics (Inagaki et al., 2020; Xu et al., 2020; Zak et al., 2020). However, the data suggest so far that at low respiratory frequencies, ORNs have enough time to recover from adaptation during the exhalation phase. This would mean that tuning respiration could be used as a tool to adapt and dis-adapt the sensory neurons, facilitating background segregation in one direction and enhancing mixture integration in the other. Stimulus-specific adaptation should be further investigated using background stimuli of the same chemical identity as the test one.



The Controversial Function of Molecular Mechanisms Involved in ORN Adaptation

The molecular bases of olfactory transduction have been investigated extensively over many decades. In short, calcium has been identified as a key player in suppressing ORN responses in paired-pulse experiments (Zufall et al., 1991; Kurahashi and Menini, 1997). The calcium-calmodulin (Ca2+-CaM) complex had been originally proposed as the main modulator of cAMP affinity to the CNG channels (Chen and Yau, 1994; Bradley et al., 2001). However, a subsequent study showed that the Ca2+-CaM feedback does not regulate cAMP sensitivity of the channel, but rather controls response termination (Song et al., 2008). Similarly, a genetic approach has revealed a minor role for the Ca2+-CaM feedback on ACIII (Reisert and Zhao, 2011), a molecular pathway that had been initially proposed as a mechanism to adapt sensitivity in the presence of prolonged stimulation (Leinders-Zufall et al., 1999). Mechanisms involved in the hydrolyzation of cAMP and in the removal of ciliary calcium have been proposed as important regulators of ORN response termination that requires the closing of CNG channels and calcium dependent Cl− channels (Reisert and Zhao, 2011).

Whether it is possible to mechanistically separate response termination from an adaptation of sensitivity remains unclear. These two phenomena remain coupled if their dynamics are not taken experimentally apart. Paired-pulse experiments, for example, do not allow a net separation of the two mechanisms as the response to following stimuli could be lowered either by a slow response termination or by a change in sensitivity. However, this is crucial in the context of breathing animals, and it makes sense that the olfactory system has implemented mechanisms to control the speed of response onset and termination (rather than to adjust sensitivity), as this is fundamental to the perception of stimuli wrapped in the inhalation phases. Failure to keep up with respiration can lead to unreliable responses. Whether these response mechanisms are adaptive in the sense that their properties adjust to the respiratory cycle or are just limited by respiratory frequency remains unclear. An analysis of the temporal aspects of ORN firing rate responses with more complex stimuli is needed to further understand the peripheral processing of odor stimuli and the specific role of identified molecular pathways.




SPATIOTEMPORAL FEATURES OF ADAPTATION IN POPULATIONS OF MTCS


Reformatting Information About Stimulus Concentration in Populations of MTCs

Experiments across a variety of different model organisms, preparation types, and experimental techniques reported a complex and heterogeneous relationship between MTC activity and odor concentration. Individual cells exhibit excitatory or inhibitory responses and cell-specific temporal dynamics to different concentrations of the same odor. Electrophysiological studies have shown that there is no obvious rule for the encoding of stimulus concentration in the firing rate of single MTCs (Sirotin et al., 2015). Some MTCs show monotonic (increasing or decreasing) responses to changes in stimulus concentration, some MTCs show nonmonotonic responses, and others have concentration invariant responses (Mathews, 1972; Kauer, 1974; Kauer and Shepherd, 1977; Meredith and Moulton, 1978; Mair, 1982; Meredith, 1986; Reinken and Schmidt, 1986; Chaput and Lankheet, 1987; Hamilton and Kauer, 1989; Motokizawa, 1996; Chalansonnet and Chaput, 1998; Niessing and Friedrich, 2010; Banerjee et al., 2015; Yamada et al., 2017). Similar diversity is observed in 2-photon imaging experiments that quantified activity from the MTC dendritic arborizations in the glomerular layer (Economo et al., 2016; Moran et al., 2019; Storace et al., 2019). This range of concentration dependence across MTCs is strikingly wider than what has been observed in the ORN input to the glomerular layer, which is mostly monotonic with odor concentration (Figure 3B). This suggests a major function of the OB circuit in shaping the encoding of odor concentration.

Maintaining both a concentration-invariant representation of an odor as well as concentration-specific information are both critical for robust and flexible behavior (Figure 4A). Can these aspects of an odor stimulus be decoded from the population activity of the OB rather than from single MTCs? Clearly, information about absolute concentration is not discarded in the OB since animals can discriminate different concentrations of the same odor (Jordan et al., 2018a) and use concentration information for tracking an odor to its source (Catania, 2013; Findley et al., 2021). Information about concentration is retained in the combinatorial activity of the glomeruli (Storace and Cohen, 2017; Storace et al., 2019). Higher odor concentrations not only recruit ORNs with lower sensitivity (Wachowiak and Cohen, 2001; Bozza et al., 2004) but also drive more lateral inputs in the OB (Banerjee et al., 2015; Storace et al., 2019). Thus, concentration changes will activate both excitatory and inhibitory synapses, which will affect the overall MTC population activity. In zebrafish, MTC population responses have been shown to be robust within a certain range of odor concentrations (Niessing and Friedrich, 2010). However, studies in mice did not confirm these observations and rather show that different odor concentrations elicit a continuum of distinguishable representations at the population level (Bathellier et al., 2008). Therefore, it seems too simplistic to try to assign a single function to the OB circuit.
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FIGURE 4. (A) In order to localize an odor source, the animal should keep a concentration invariant representation of the odor stimulus, while tracking its changing concentration and segmenting the source-specific smell from other background odors. (B) Three kinds of transformations that occur in the olfactory bulb could support these computations. (Top) Global interglomerular inhibition performs a divisive normalization of the OB output. Increasing odor concentration increases feedforward excitation and lateral inhibition leading to a concentration invariant representation in MTCs. (Middle) Specific interglomerular inhibitory inputs may support background segmentation. (Bottom) Intraglomerular inhibition could shift the sensitivity of MTCs, which would allow them to retain contrast information in different odor backgrounds.



There are at least three types of lateral inputs with possibly different functions in the OB (Figure 4B). First, lateral inhibitory neurons that broadly innervate the OB rescale the excitatory feedforward responses of individual glomeruli by the overall activation of the bulb (Cleland and Sethupathy, 2006; Banerjee et al., 2015). Similar to the insect antennal lobe network, this kind of connectivity could support a canonical computation, named divisive normalization (Olsen et al., 2010; Carandini and Heeger, 2011). Theoretical considerations suggest that divisive normalization may lead to concentration invariant representations in the OB output (Figure 4B, top). Dual-color voltage and calcium imaging have shown that odor representations become indeed more concentration-invariant across this synaptic step (Storace and Cohen, 2017; Storace et al., 2019). However, in addition to broad inhibitory inputs, several examples of selective inhibitory inputs have been reported, which most likely play a key role in shaping odor-specific OB output activity patterns (Fantana et al., 2008; Economo et al., 2016). As proposed in a model of the OB (Koulakov and Rinberg, 2011), this kind of inhibitory feedback could lead to transient output responses and, therefore, enhance segregation of background from foreground stimuli (Figure 4B, middle). Finally, the OB output is modulated by high-sensitivity periglomerular interneurons that can suppress MTC responses to weak ORN input within a single glomerulus, shifting their sensitivity to higher concentrations (Gire and Schoppa, 2009; Cleland and Linster, 2012). This sensitivity shift could, in principle, support contrast invariant responses of MTCs (Figure 4B, bottom). These three computations probably run in parallel, as none of them seem to be sufficient to explain the response of all MTCs.

We conclude that, even though the architecture of the OB circuit can support both concentration invariance, background segmentation, and contrast encoding (Figure 4), it remains unclear whether these three computations lead to distinct parallel readouts at the level of the OB or rather require further processing downstream of the OB. Better insight into the function of the OB circuit should be obtained by looking at the adaptive changes in the function of these circuit motifs and how they shape MTC responses to sustained and repeated stimulation.



Temporal Properties That Lead to Integration and Differentiation of Odor Stimuli

How do MTCs respond to a sustained odor stimulus? Because subsets of MTCs are strongly coupled to inhalation, population activity on short timescales is driven by the respiration frequency, and population dynamics elicited by a continuous odor stimulus evolves on cyclic patterns (Bathellier et al., 2008). Single MTCs show a large diversity of responses across these breathing cycles. Relatively sustained spiking activity has been observed in rats when using an artificial sniffing paradigm at rates between 2–5 Hz (Sobel and Tank, 1993), and in freely breathing rats in response to 40–50 s long odor stimuli (Wilson, 1998; Cang and Isaacson, 2003; Kadohisa and Wilson, 2006). However, other studies reported marked attenuation of MTC firing rates in the presence of continuous or repetitive odor stimulation (Potter and Chorover, 1976) and similarly in freely breathing mice across respiratory cycles (Meredith and Moulton, 1978; Døving, 1987; Sobel and Tank, 1993; Wilson, 2000; Margrie et al., 2001; Sirotin et al., 2015; Bolding and Franks, 2018; Ogg et al., 2018; Moran et al., 2019; Parabucki et al., 2019).

Can the large diversity of temporal integration properties in MTCs be quantified? Similarly to results from insect olfactory projection neurons (Geffen et al., 2009; Martelli and Fiala, 2019), convolution of the stimulus with a linear filter is sufficient to predict the response of single MTCs to odor pulses of different lengths and temporal dynamics (Gupta et al., 2015). Each MTC-odor pair can be fitted by a linear filter of a specific shape: some with a positive polarity indicating excitatory responses, and some with a negative polarity indicating inhibitory responses. In most cases, these linear filters are biphasic (i.e., with a positive lobe followed by a smaller negative one, or vice versa), which suggests that these neurons calculate a derivative of the incoming stimuli. In other words, at least a subset of MTCs respond to changes in concentration and adapt their firing to a sustained stimulus.

Although the shape of the linear filters is variable across cells, in most cases they are about 0.5–1 s wide, indicating that filtering and integration of the stimulus occur on timescales longer than a single respiratory cycle. This is consistent with the observation that population dynamics evolve on timescales longer than the respiratory frequency (Bathellier et al., 2008). On the contrary, MTC linear filters extracted in response to current injection when all synaptic inputs were blocked, have much shorter integration times on the order of 20 ms (Padmanabhan and Urban, 2010), which argues for a major role of synaptic inputs in determining MTC dynamics on longer timescales. The linear filters however do not predict the response to different concentrations of the same stimulus, confirming again the non-linearity of MTC responses to odor intensity and suggesting that scaling odor concentration does not simply scale feedforward signals. Importantly, MTC responses in breathing animals can be predicted by the convolution of the cell-odor specific filter with the respiratory flow (Gupta et al., 2015), and therefore the actual odor reaching the receptor neurons can be assumed to be a simple product of odor stimulus and respiration. This model predicts that if the breathing period is shorter than the filter width, then the response to consecutive inhalations will fuse, resulting in a reduced locking of the response to respiration. Different degrees of respiration locking have been observed across individual MTCs (Patterson et al., 2013; Eiting and Wachowiak, 2020), but whether this linear model captures such a broad spectrum of properties has not been tested. Specifically, mitral cells exhibit longer response durations than tufted cells (Short and Wachowiak, 2019), and tufted cells are more locked to respiration (Nagayama et al., 2004; Igarashi et al., 2012; Díaz-Quesada et al., 2018; Eiting and Wachowiak, 2020). One interesting possibility is that the degree of respiration locking depends on the integration timescale (i.e., the width of the linear filter) of different cells. A shorter integration time would lead to stronger respiratory coupling, but a lower capability to compare stimuli across respiratory cycles. Whether these different dynamics could reflect intrinsic properties of mitral and tufted cells or different synaptic inputs in these cell types remain an open question.

Further analysis is required to identify cell-intrinsic and network mechanisms that determine the different temporal properties of mitral and tufted cells. But do these properties imply that different information about the stimulus is encoded in different MTCs?



Different Subsets of MTCs Encode Contrast, Concentration, and Intensity Invariant Information

Delivering an isolated odor pulse involves presenting a new chemical at some concentration. Is the response of a neuron determined by the specific odor, its absolute intensity, or the relative change in concentration compared to the background? Very few studies have quantified how MTCs respond to changes in odor stimuli starting from an adapted state. One study reported that MTCs show minimal adaptation to a background odor and respond to the addition of a second odor as the sum of the response to the two odors presented individually (Kadohisa and Wilson, 2006). However, this seems to be a special case. More recent investigations clarified that generally, background odor adaptation significantly affects MTC responses in a cell- and odor-dependent manner (Vinograd et al., 2017; Parabucki et al., 2019). Three types of MTCs have been identified based on their functional response to step increases in odor concentration. Type I encodes absolute concentration, type II is concentration invariant, and type III responds to relative changes in concentration (Parabucki et al., 2019). These, however, are not genetically distinct cell types with assigned functions, as the same MTC can be concentration invariant or encode concentration changes depending on the specific stimulus delivered. These observations are therefore consistent with the diversity of dynamics described in the previous paragraph, with a range of capabilities to differentiate and integrate incoming stimuli in a cell- and odor-specific manner.

One possibility is that the OB network is designed to encode different features of a smell in different subsets of MTCs: stimulus intensity in type I responses, stimulus identity in type II responses, and stimulus contrast in type III responses. But further experiments are needed to understand whether these categories are robust to larger concentrations ranges, respiration rates, and odor identity. Since these functional classes of MTC responses do not seem to define cell types, they are most likely determined by lateral connectivity and the specific activation within their local network. One exciting possibility is that the majority of lateral inputs on a MTC differs in different contexts (Figure 4B). This hypothesis further raises the question of whether these MTC subtypes belong to the same glomerulus or rather sibling MTCs from the same glomerulus are wired to inhibitory neurons of different classes.



Temporal Decorrelation and Categorization of Odor Representations

Following the diverse dynamics of single neurons, the odor representation in the population of MTCs evolves spatially over breathing cycles. Several studies have shown that the correlation between the current population response and the initial response decays over breathing cycles (Cleland and Linster, 2012; Patterson et al., 2013; Friedrich and Wiechert, 2014; Díaz-Quesada et al., 2018; Eiting and Wachowiak, 2020). This indicates an overall reorganization of the OB activity that is not a simple linear attenuation. But where does this transformation lead to? One possibility is that odor representations evolve based on a categorization process, somehow intrinsic to the OB network connectivity and driven by the coactivation of certain glomerular patterns. Morphing experiments have been used to quantify the degree of categorization within the OB using a continuum of proportional mixtures of two odors. In Zebrafish it was shown that temporal decorrelation in population activity supports the classification of gradually changing stimuli into discrete output patterns (Niessing and Friedrich, 2010). However, a similar approach in rats reached opposite conclusions (Khan et al., 2008), suggesting that categorization might or might not occur depending on the specific concentration range or odorant mixtures used. Even so, it remains clear that this time-dependent and stimulus-induced population plasticity could help disentangle temporally intermingled odor stimuli as they occur in the wild (Figure 4A). One possibility is that the autocorrelation of distinct odor sources will drive adaptation in different odor-specific sets of coactivated glomeruli that will independently evolve in different directions in the response space, leading to the separate categorization of coherent components from non-coherent ones. This process would support background segregation of complex chemical mixtures.



Active Sampling as a Mechanism to Tune Adaptation in The Olfactory Pathway

One intriguing aspect of olfactory coding in breathing vertebrates is the capability of animals to modulate respiration in a task-dependent manner to sample odor stimuli (Verhagen et al., 2007; Wesson et al., 2008; Koldaeva et al., 2019). Differences in respiration determine differences in the statistics of the perceived odor stimuli. The example in Figure 5 shows that the mean stimulus intensity, as well as the shape of the stimulus distribution, strongly depend on the respiration pattern [here we assumed that the odor concentration activating the ORNs is a simple product of odor stimulus and inhalation airflow (Gupta et al., 2015)]. The distribution of the inputs determines the degree of adaptation and stimulus-driven plasticity in sensory pathways, and therefore modulation of sniffing changes both the input stimulus as well as the OB network state that processes incoming stimuli.
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FIGURE 5. Respiratory rate shapes the statistics of the stimulus reaching the ORNs. (A) Example of odor stimulus reaching the animal: (left) constant concentration, (right) random flickering odor stimulus with the same fixed concentration. (B) Time-dependent odor concentration reaching the ORNs calculated as the product between the inhalation phase of the normalized respiratory trace and the odor stimulus. (C) Distribution of the odor concentration reaching the ORNs. Different stimulation protocols and respiratory patterns give rise to different distributions even though the delivered odor concentration was the same.



As with ORNs, the respiratory rate also influences MTC activity (Carey and Wachowiak, 2011; Díaz-Quesada et al., 2018) with diverse effects across individual MTCs. Increased respiration rate can drive a decrease or an increase in firing rate, or in some cases induce a higher degree of locking to the inhalation phase. The timescales on which these changes occur have not been explicitly quantified, but it seems unlikely that the data can be explained with a single mechanism. Rather, a range of different mechanisms that act on multiple timescales up to several seconds seems to be activated depending on the respiration rate (Díaz-Quesada et al., 2018). These observations challenge the linear filter model of MTC responses, which would only fit dynamics up to 1 s, and suggest that they probably only capture steady-state properties of MTCs. While some of the stimulus-induced changes in MTCs may reflect ORN adaptation (Ogg et al., 2015), MTCs can exhibit attenuated responses even when the corresponding presynaptic input is sustained (Storace and Cohen, 2019). Moreover, the preferred phase of individual MTC responses shift with inhalation frequency (Díaz-Quesada et al., 2018), a property that has not been observed in ORNs and is thus unlikely to be inherited from the periphery.

In general, higher inhalation frequencies result in stronger changes in MTC activity, but other parameters such as inhalation duration or amplitude might play an important role in freely breathing animals (Courtiol et al., 2011a,b). Changes in sniffing can mimic the effect of increased concentration on MTC firing, even though at the behavioral level information about odor concentration remains intact (Jordan et al., 2018a). This implies the existence of a mechanism to decouple the effect of respiration from the odor stimulus and suggests an important role of respiratory-driven MTCs in odor information transmission. Animals tune their respiration in a task-specific manner (Jordan et al., 2018b), and therefore, respiration could be modulated to shape the statistics of the perceived odor stimulus without compromising its information content (Figure 5). It would be interesting to understand how the different features of respiration (i.e., inhalation frequency, duration, and amplitude) differently affect adaptation in olfactory processing. In principle, longer inhalation should drive more activity-dependent plasticity, while higher frequencies should engage mechanisms for response termination and, finally, inter-inhalation times should allow for recovery from adaptation. Respiration is a filter imposed on a stimulus already rich in dynamics, although the stimulus properties that drive a change in respiration remain unclear. This feedback modulation of the sampling strategy is likely accompanied by top-down processes that serve to modulate odor inhalation and odor processing in a task-specific manner (Reisert et al., 2020), and based on the saliency of the specific odor and previous experience (Wesson et al., 2008; Jordan et al., 2018b).



Cell Intrinsic and Network Mechanisms Underlying MTC Adaptation

Adaptation of MTCs is to some degree due to adaptation inherited from presynaptic ORNs and further modulated by properties of feedforward synapses (such as depression). However, three other mechanisms might contribute to the adaptive responses of MTCs: (1) cell-intrinsic physiological mechanisms; (2) integration of lateral inputs; and (3) feedback modulation from other brain areas.

MTCs express many different receptors and channels which underlie diverse intrinsic biophysical and functional properties (Angelo and Margrie, 2011; Angelo et al., 2012). Injecting current into MTCs can evoke diverse responses from periodic bursts of firing (Chen and Shepherd, 1997; Desmaisons et al., 1999; Balu et al., 2004), to more sustained spiking activity that gradually declines (Fadool et al., 2011; Tucker et al., 2013; Burton and Urban, 2014). These properties are still visible when synaptic transmission is pharmacologically blocked suggesting that they reflect intrinsic biophysical properties of MTCs (Burton and Urban, 2014). MTCs express the Kv1.3 potassium channel (Fadool et al., 2000, 2004), which can be locked in an inactive state in response to repeated stimulation (Marom and Levitan, 1994) and could play a role in adaptation. However, Kv1.3 knockdown also changes the OB glomerular structure (Fadool et al., 2004), therefore the precise functional role in odor encoding is hard to pinpoint. It would be interesting to know whether differences between mitral and tufted cells can be attributed to different expression levels of this or other channels.

The dynamic evolution of OB odor representations is certainly strongly determined by the dynamics of specific types of lateral inputs. MTC adaptation was reduced by the application of the GABA-A antagonist bicuculine (Margrie et al., 2001), and similarly by the NMDA antagonists MK-801 in vivo (Chaudhury et al., 2010). Moreover, lateral inhibition acts with its own temporal dynamics. For example, synapses between GABAergic granule cells and mitral cells exhibit significant paired-pulse depression for inter-stimulus intervals up to 10 s (Dietz and Murthy, 2005). Understanding the dynamics of different inhibitory neurons and manipulating their connectivity in a cell-specific manner would shed light on their functional role in the context of olfactory adaptation.

Finally, the OB receives feedback projections from other brain areas (Macrides et al., 1981; Luskin and Price, 1983; Petzold et al., 2009; Rothermel et al., 2014; In’t Zandt et al., 2019; Padmanabhan et al., 2019; Schneider et al., 2020), some of which are related to state-dependent modulation (Linster and Cleland, 2016; McIntyre et al., 2017), for example in the context of feeding regulation (Pager et al., 1972; Wu et al., 2020), and therefore are not strictly stimulus-driven. Centrifugal feedback to the bulb can modulate the response to sustained or repeated odor presentation on long timescales, between minutes or days in the context of habituation (Wilson, 2009; Ogg et al., 2018), associative learning (Kiselycznyk et al., 2006), or context-specific behavior (Yamada et al., 2017). Most of these studies, however, focused either on response attenuation or pattern separation in the context of odor discrimination and stimulus salience. An exciting possibility is that behavioral state or behavioral outcome can alter temporal processing of odor stimuli in the OB via these feedback pathways, similarly to behaviorally dependent processing that has been described in the visual system (Maimon, 2011). However, the specific role(s) of centrifugal mechanisms in adaptive coding remains to be investigated.




CONCLUSIONS AND OUTLOOK

This review was motivated by the need to define the current understanding of the role of adaptation in olfactory coding and to identify the directions in which further research should be aimed to link cellular and circuit mechanisms to their behavioral function. In other sensory systems, peripheral adaptation mediates a shift of the sensory response to match stimulus statistics (Figure 1A). However, only a handful of studies have experimentally approached olfactory adaptation asking whether it fulfills a similar role. This is likely due to the combinatorial and temporal complexity of the olfactory system. Combinatorial complexity is associated with the large repertoire of odorant receptors, which participate in odor coding when their sensitivity matches the stimulus concentration. Temporal complexity is related to the nature of the stimuli (volatile molecules transported by air flow), as well as to the filtering function applied by respiration in breathing animals. These two special aspects of the olfactory system suggest that we should think about adaptation differently than in other sensory modalities. What can we conclude from these observations? First, the computational role of peripheral ORN adaptation does not seem to be a shift in sensitivity. From electrophysiological studies, strong stimulus intensity, as well as sustained stimulation, reduces ORN responsiveness, either through saturation or adaptation. Although ORN adaptation has been quantified in a relatively small number of experimental paradigms, the data mostly support a model in which ORN adaptation reduces coding capacity by compressing the dynamic range of the response (Figure 1B). In this context, it remains unclear to which degree ORN firing rates encode stimulus intensity or contrast and further experiments are necessary to answer this question. Moreover, mechanisms that had been proposed to mediate a change in response sensitivity have been subsequently associated with response termination, a crucial step to control the temporal precision of odor perception, specifically in breathing animals. The field certainly calls for a better characterization of ORN firing dynamics by means of more complex stimuli that would mimic natural statistics and the modulations imposed by respiration. The possibility to genetically target specific ORNs should further unveil the degree of diversity of responses across the repertoire of receptors.

Our second observation is a degree of inconsistency between ORN response dynamics reported in electrophysiological studies and those quantified in vivo from the corresponding calcium transients in imaging experiments in the bulb (Figure 3). If we were to extrapolate from firing rate properties of single ORNs, we would predict a major rearrangement of ORN population activity depending on the stimulus. For example, the response of the most sensitive glomeruli should be extremely transient because at saturating concentrations ORNs only fire a few spikes and then go silent. Similarly, adaptation to a background should lead to no response from the most sensitive glomeruli. On the contrary, functional calcium imaging studies in the OB reported more robust and less adaptive ORN responses than expected. Although this reflects in some degree methodological differences, we believe that a major role is played by multimodal regulation of presynaptic calcium signaling. Studies in insects have attributed a major role in odor coding to presynaptic processing. In vertebrates, ORN glomerular activity is often considered the input into the olfactory system, however, it should be investigated as the output of the first processing step in olfaction. Specifically, it would be important to clarify how molecular mechanisms for ORN response adaptation and termination identified in vitro affect calcium dynamics in the bulb in vivo, especially in the context of combinatorial coding and breathing modulation. Additionally, the dynamics and adaptive properties of lateral inputs on ORN presynaptic terminals deserve further investigation.

Our third observation is that coding principles of single MTC responses hardly generalize to other MTCs. This population of cells is diverse not only intrinsically (mitral and tufted cells are genetically different) but also functionally. The function of single MTCs depends on the specific stimulus used and the animal’s state (e.g., respiration) and therefore can be only interpreted with respect to the whole population. In this context, asking whether single MTCs adapt to sustained stimuli by shifting or by compressing their dynamic range might not be the right question. One possibility is that MTCs can be flexibly assigned to different subpopulations with distinct functions: reporting breathing rate, encoding odor identity, or changes in concentration. These functional differences should be associated with different temporal properties and possibly regulated by the activation of lateral inputs in a stimulus-specific manner. This points to the need of analyzing the coding properties of single MTCs while selectively perturbing synaptic inputs.

While the different coding functions of single MTCs might reflect the way in which they integrate synaptic inputs on short timescales (<1 s), there is plenty of evidence that MTC responses evolve over longer times (1–10 s) with a consequent rearrangement of the combinatorial representation. The timescales on which these changes occur depend on breathing rate, indicating that they are indeed stimulus-driven and controllable by the animal (Figure 5). This poses two important questions: what is changing in terms of information content (about the current stimulus) and what is changing in terms of coding capacity (of future stimuli) at the population level? One possibility is that these adaptive changes mediate task-specific categorization of the odor representation. For example, in morphing experiments, adaptive changes can support the formation of mixture categories, in odor-background segregation tasks the identification of the stimulus of relevance, and in learning experiments the separation of rewarded from not-rewarded stimuli. These situations will differentially enroll stimulus-driven feedforward mechanisms (synaptic depression and lateral local inputs in the OB) and state-driven top-down regulation (from cortical areas to the OB). While tracking an odor cue to the source, modulation of sniffing could be used to better separate the target odor from a background by tuning the degree of adaptation in the OB circuit and following the increasing gradient as encoded in MTC subpopulations. Understanding the physiological bases and context-dependent role(s) of these adaptive mechanisms remains the major goal in the field.
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A chemical synapse is either an action potential (AP) synapse or a graded potential (GP) synapse but not both. This study investigated how signals passed the glutamatergic synapse between the rod photoreceptor and its postsynaptic hyperpolarizing bipolar cells (HBCs) and light responses of retinal neurons with dual-cell and single-cell patch-clamp recording techniques. The results showed that scotopic lights evoked GPs in rods, whose depolarizing Phase 3 associated with the light offset also evoked APs of a duration of 241.8 ms and a slope of 4.5 mV/ms. The depolarization speed of Phase 3 (Speed) was 0.0001–0.0111 mV/ms and 0.103–0.469 mV/ms for rods and cones, respectively. On pairs of recorded rods and HBCs, only the depolarizing limbs of square waves applied to rods evoked clear currents in HBCs which reversed at −6.1 mV, indicating cation currents. We further used stimuli that simulated the rod light response to stimulate rods and recorded the rod-evoked excitatory current (rdEPSC) in HBCs. The normalized amplitude (R/Rmax), delay, and rising slope of rdEPSCs were differentially exponentially correlated with the Speed (all p < 0.001). For the Speed < 0.1 mV/ms, R/Rmax grew while the delay and duration reduced slowly; for the Speed between 0.1 and 0.4 mV/ms, R/Rmax grew fast while the delay and duration dramatically decreased; for the Speed > 0.4 mV/ms, R/Rmax reached the plateau, while the delay and duration approached the minimum, resembling digital signals. The rdEPSC peak was left-shifted and much faster than currents in rods. The scotopic-light-offset-associated major and minor cation currents in retinal ganglion cells (RGCs), the gigantic excitatory transient currents (GTECs) in HBCs, and APs and Phase 3 in rods showed comparable light-intensity-related locations. The data demonstrate that the rod-HBC synapse is a perfect synapse that can differentially decode and code analog and digital signals to process enormously varied rod and coupled-cone inputs.

Keywords: retina, photoreceptor, bipolar cell, glutamate synapse, dual-cell patch-clamp, light response, ganglion cell


HIGHLIGHTS


-It is unclear how a chemical synapse deals with both graded and spiking drives.

-It is uncertain how rod pathways mediate excitatory transient OFF visual signals.

-Hyperpolarizing bipolar cells (HBCs) were found to encode rod depolarization speed.

-Rod-HBC ribbon synapses outputted analog and digital-like signals.

-Rod and coupled cone inputs each fall in both the analog and digital zones.





INTRODUCTION

Chemical synapses have long been classified as either action potential synapses or graded potential synapses (Wilson, 2004; Sterling and Matthews, 2005; Heidelberger, 2007). At action potential synapses, presynaptic neurons typically encode neuronal information into the frequency of action potentials, which pass the long axons to elicit action potentials in postsynaptic neurons. In such conventional action potential synapses, graded potentials are generated in presynaptic neurons but do not reach postsynaptic neurons. In contrast, in graded potential synapses, such as ribbon synapses, presynaptic neurons typically encode neuronal information into both amplitude and frequency (Baden et al., 2013; Grabner et al., 2016) of graded potentials, which, by modifying neurotransmitter release at the axonal terminals, could reach postsynaptic neurons and be spatially and temporally integrated there. Action potential and graded potential synapses use different mechanisms for neurotransmitter release. At action potential synapses, an action potential triggers a brief burst of exocytosis of neurotransmitters (Bean, 2007; Plomp et al., 2018), while synaptic ribbons in photoreceptors maintain glutamate release in darkness, which is graded with respect to Ca2+ influx induced by the presynaptic membrane depolarization (Heidelberger, 2007; Sanes and Zipursky, 2010) and/or Ca2+-independent (Chen et al., 2014). Therefore, as two distinct categories of neuronal structure, synaptic signals appear to be digital in the action potential synapse but analog at the graded potential synapse. However, in the central nervous system, some neurons using ribbon synapses have been found to generate both graded potentials and action potentials, such as photoreceptors (Fain et al., 1980; Kawai et al., 2001, 2005) and cone bipolar cells (Protti et al., 2000; Saszik and DeVries, 2012). In the explanted frog sacculus, hair cells can generate both spikes and fast membrane oscillations, mediating the periodic afferent activity (Rutherford and Roberts, 2009). While these studies point out that digital and non-digital inputs may both influence the synaptic output, it remains a fundamental question of how a chemical synapse encodes both spikes and the graded analog input into the analog or digital output signal (Baden et al., 2013).

Rods represent the majority of retinal photoreceptors, and they initiate scotopic vision. Rods primarily respond to light ON signals, which raises an essential question whether or how the excitatory scotopic OFF-center response observed in retinal ganglion cells (RGCs) and amacrine cells (Hensley et al., 1993; Volgyi et al., 2004; Pang et al., 2010b, 2016) could be generated in rod pathways (Wassle et al., 2009; Dowling, 2012; Masland, 2012) in the vertebrate retina. Rods make sign-preserving electrical synapses with cones and ribbon synapses with retinal bipolar cells (Rao-Mirotznik et al., 1995; Sterling and Matthews, 2005), the sign-preserving chemical synapse in the hyperpolarizing bipolar cell (BC) (HBC, OFF BC), and the sign-inverting one in the depolarizing BC (DBC). In photoreceptors, light closes cGMP-gated cation channels and hyperpolarizes the membrane, which reduces glutamate release to activate mGluR6 in DBCs and inhibit iGluRs in HBCs (Cadetti et al., 2005; Li et al., 2010). The connection between the rod—rod BC—AII amacrine—cone BC forms the so-called primary rod pathway, which is unique for mammals and critical for the excitatory ON signaling. The rod-cone coupling and the rod-HBC route are known as the secondary (Wu and Yang, 1988; Yang and Wu, 1989; Bloomfield and Dacheux, 2001) and tertiary (Soucy et al., 1998; Hack et al., 1999; Tsukamoto et al., 2001; Li et al., 2004; Pang et al., 2004) rod pathway, respectively, which are shared among vertebrates (Wassle et al., 2009; Dowling, 2012; Masland, 2012). Rod pathways had long been thought to be pure ON pathways until the rod ribbon synapse was found in HBCs (Soucy et al., 1998; Hack et al., 1999; Tsukamoto et al., 2001; Li et al., 2004; Pang et al., 2004). Since then, rod-HBC synapses have been believed to mediate OFF response in RGCs. Consistent with this idea, the vesicle fusion and turnover in mammalian rod ribbons were found to be fast, and rod synapses are further postulated to mediate rapid rod signaling (Rabl et al., 2006; Li et al., 2010). However, although rods and cones can both quickly hyperpolarize at the light onset to accurately signal light onset, rod repolarization often falls behind light offset (Toyoda et al., 1970; Xu et al., 2005; Pang et al., 2012b; Fortenbach et al., 2015), and cones presumably provide no signals to rods in the scotopic range. Thus, whether and how the well-accepted second and tertiary rod pathways mediate the excitatory scotopic OFF visual signal (Hensley et al., 1993; Volgyi et al., 2004; Pang et al., 2010b; Pan et al., 2016) remains an essential gap in visual neuroscience yet to be filled.

We hypothesize that the rod-HBC synapse mediates the scotopic OFF response and uses both analog and digital inputs and outputs. We studied the signal transmission at the rod-HBC synapse with dual-cell patch-clamping techniques and rod action potentials and light responses of rods, BCs, and RGCs with single-cell patch-clamp techniques in dark-adapted salamander retinas, given the similarity of the rod-HBC synapse (Pang et al., 2004) and rod-cone coupling (Wu and Yang, 1988; Yang and Wu, 1989; Gao et al., 2013) with the tertiary and the secondary pathways of mammals.



RESULTS

To understand the signal transmission of the rod-HBC synapse, we first studied the synaptic input by analyzing the waveform and time course of light responses of rods and cones. Based on the values of the rod and cone signals, we then designed electric stimuli that mimicked the light responses of photoreceptors to stimulate rods and quantified the input-output relationship of the rod-HBC synapse. The light response of rods, HBCs, and RGCs were recorded and further analyzed to determine the role of the rod-HBC synapse and the rod action potential in scotopic OFF signaling.


Dark-Adapted Rods Responded to Light With Graded and Action Potentials

We first quantified the physiological signals feeding to the rod-HBC synapse by examining light-evoked currents (Figures 1B–D) at the membrane potential level (−40 mV) and light-evoked potentials (Figure 1E) at different light intensities at the holding current (Ih = 0) in rods (Figure 1). The light-evoked responses were primary graded responses, characterized by a progressively larger amplitude (Figure 1C) and longer duration (Figure 1D) upon increasing the light intensity. Light also evoked action potentials APs of a stable amplitude and duration after the light offset (Figure 1E). The leading edge of a depolarization step (Figure 1F) and a trailing edge of a hyperpolarization step (Figure 1G) both evoked APs. In Figure 1G, the stimulus was designed to have variable depolarizing slopes at the end to mimic the light response of rods at different light intensities. APs were evoked at the beginning of the ramp depolarization. The results indicate that both analog and digital inputs are present for the rod-HBC synapses.


[image: image]

FIGURE 1. Light- and electric stimulus-evoked graded and action potentials (APs) in dark-adapted rods. Rods were recorded under whole-cell voltage- (B, Vh = –40 mV) and current-clamp modes (E). (A) A recorded rod was filled with Lucifer yellow, and the scale bar is 20 μm. (B) Rods respond to 0.5 s light steps of various light intensities (in log unit, log I) generally with the outward current/hyperpolarization, which shows a progressively larger amplitude (C) and longer duration (D) with the increase of light intensity. (E) Light also evokes APs (arrow) after the light offset. The black and gray traces illustrate two trials recorded under the same light intensity (B,E). The delay of APs evoked by the light offset shows some variation. Asterisk: a brief “nose” appears upon the photopic light onset. (F–J) The leading edge of the supra-threshold square-wave depolarization (F) and the trailing edge of the hyperpolarization specially designed to simulate rod light response (G) both evoked action potentials (arrow) of a stable amplitude (H), duration (J), and the rising and decay slopes (I), consistent with the “all-or-none” principle of APs. (F) The voltage-dependent activation of APs in a rod with a resting potential of –46 mV and the threshold of the AP at ∼–36 mV. (G) The depolarizing ramp of various slopes at the end of the hyperpolarizing step of –15 pA, which mimics the rod Phase 3, elicits a single AP in rods (subthreshold stimuli are not presented). Vh-holding potential. The intensity of unattenuated [0 in log unit (log I)] 500 nm light from a halogen light source was 4.4 × 105 photons.μm–2.s–1.


In the dark-adapted rods, APs showed a duration of 241.8 ± 6.4 ms (n = 12), rising speed of 4.43 ± 0.19 mV/ms, decaying speed of 4.58 ± 0.2 mV/ms, and amplitude of 31.53 ± 0.54 mV. The delay time was shorter at lower light intensities. The electric-stimulus-evoked APs in rods showed voltage-dependent activation with a threshold of ∼−36 mV (Figure 1F), and the amplitude, duration, and slope of APs were stable (Figures 1F–J), consistent with the “all-or-none” property. About 67% rods did not show light-evoked APs, which was probably due to the presence of a stronger electrical coupling.



The Comparison of the Kinetics and Delay of the Depolarization at the Light Offset With That of the Hyperpolarization at Light Onset in Photoreceptors

To better understand the synaptic input in the rod-HBC synapse, we divided the light response of photoreceptors into four phases per the polarity, polarization speed, and delay (Figure 2). Phase 1 included the transient outward current/hyperpolarization evoked by the light onset, which began from 10% of the peak and ended at 100% of the peak, and the delay was measured from light onset to 10% of the peak. Phase 2 was the portion with the sustained outward current/hyperpolarization after Phase 1, which began from 100% of the peak to where the sustained component reduced by 10%. Phase 3 began from 90% of the sustained outward current/hyperpolarization peak and ended at the turning point, whose delay was measured from light offset to 90% of the peak of the sustained current. Phase 4 is the small slow outward current/repolarization after Phase 3, which began from the turning point and ended at the resting level. The rising slope for Phase 1 and Phase 4 and the decaying speed for Phase 3 were measured between 30 and 70% of related limbs, where the slope was usually the steepest. The response of rods to brighter light often showed a “nose” between Phase 1 and Phase 2 (Figure 1E, asterisk), a fast brief hyperpolarization at the light onset, whose duration measured 31.97 ± 4.28 ms (n = 7) at the base.
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FIGURE 2. Kinetics and latency of the light response of photoreceptors. (A) The light-evoked current of rods and cones are described by Phase 1–4. Rods (A–E) or cones (F,G) were recorded under whole-cell voltage- (A,B,D,E,G, Vh = –40 mV) and current-clamp modes (A,C,F). (B,C) The slope of light-evoked graded currents (B) and potentials (C) was exponentially correlated with light intensity in Phase 1 (diamond, p < 0.0001 and p = 0.001, respectively) and Phase 4 (triangle, p = 0.021 and p = 0.416, respectively) and linearly correlated with light intensity in Phase 3 (square, p = 0.004 and p = 0.041, respectively). (D,E) In rods, the delay time of Phase 1 (D) and Phase 3 (E) are exponentially negatively and positively correlated with the light intensity (log I), respectively (both p < 0.0001). Black circles and lines display the averaged delay (mean, SEM) and the fitting curve of data from individual rods (color dots and lines), respectively. (F,G) Light-evoked potentials (F) and currents (G) at –3 and –4 log I in cones. (F) Phase 3 slope of cones is ∼10 times faster than that of rods (C). (G) The cone Phase 3 delays ∼10 times shorter than that of the rod Phase 3 (E), while the delay of Phase 1 under photopic light is similar for rods (D) and cones. Vh-holding potential. The intensity of unattenuated [0 in log unit (log I)] 500 nm light from a halogen light source was 4.4 × 105 photons.μm–2.s–1.


In rods, the slope of light-evoked graded currents (Figure 2B) and potentials (Figure 2C) was exponentially correlated with light intensity in Phase 1 (p < 0.0001 and p = 0.001, respectively) and Phase 4 (p = 0.021 and p = 0.416, respectively) and linearly positively correlated with light intensity in Phase 3 (p = 0.004 and p = 0.041, respectively). The depolarization speed in Phase 3 ranged between 0.0001 and 0.0111 mV/ms at −9 to −5 log I (n = 27), and the steepest slopes were often observed under scotopic lights between −5 and −6 log I in our experimental conditions, which also evoked APs (Figure 1E). The cone light threshold is close to −4 (Yang and Wu, 1996). At −3 and −4 log I, the depolarizing slope of the cone Phase 3 was 0.103–0.469 mV/ms and averaged 136.9 ± 41.9 μV/ms (n = 46) (Figure 2F). Rod Phase 2 was sustained, and Phase 4 was shallow and slow, which were not further studied.

We also measured the delay time of the light response (Figures 2D,E) in dark-adapted rods (n = 8) at different light intensities and cones (n = 38) (Figure 2G) at −3 and/or −4. The delay time of the rod Phase 1 and Phase 3 are exponentially negatively and positively correlated with the light intensity (log I), respectively (both p < 0.0001). Phase 3 of rods delayed 944.7 ± 110.9 ms, 1085.9 ± 105.0 ms, 1308.0 ± 245.7 ms, and 2436.6 ± 595.9 ms at −8, −7, −6, and −5 log I, respectively. The best temporal resolution for rod-driven OFF responses (rOFF) was calculated to be 0.945 s (1.058 Hz) (Figure 2E). Phase 1 of rods delayed 29–209 ms at −8 to −3 log I (Figure 2D) and averaged 56 ± 4.81 ms (range 29–80 ms) at −3, −4 and −5 log I. Phase 3 of cones delayed 158.5 ± 13.9 ms at −4 and −3 log I (range 41–357 ms), which was significantly shorter than that of rods (p < 0.0001). Phase 1 of cones delayed 40.22 ± 1.60 ms (range 21–61 ms) at −3 and −4 log I and was not statistically different from that of rods at −4 log I (p = 0.267).

Because the light threshold of rods and cones is ∼3.5 log unit apart and the rod Phase 3 delays much longer in rods than that of cones, the data demonstrate that the rod- and cone-driven response to the light offset in postsynaptic neurons are temporally separated and cannot be integrated or mixed as their response to light onset can be. Also, the depolarization speed of light-evoked analog signals of rods, analog signals of cones, and digital signals/APs of rods were separated into three levels, which were < 0.01 mV/ms, 0.1–0.4 mV/ms, and ∼4.5 mV/ms, respectively.



How Does the Depolarization Speed of the Rod Input at the Rod-Hyperpolarizing Bipolar Cell Synapse Determine the Synaptic Output?

To access the input-output relationship in the rod-HBC synapse, we performed the dual-electrode whole-cell patch-clamp recording on rod-HBC pairs (Figure 3). Rod-driven HBCs were identified by the large response to the stimulation of individual presynaptic rods (Figure 3B), axonal ramification level (Figure 3A), and/or the characteristic light-evoked cation currents (ΔIC) (Figure 4A) with a waveform quite similar to that of the dark-adapted rods and the robust large transient excitatory currents (LTECs) (Pang et al., 2004, 2008). Based on the values of rod signals obtained from the last section, we designed stimuli that mimicked the light response of rods. We used them and classic square waves to stimulate rods and observed responses of HBCs.
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FIGURE 3. Three zones of presynaptic depolarizing speed differentially determine the delay, duration, and amplitude of the output in the rod-HBC synapse. Rod-HBC pairs (A) were recorded under voltage-clamp mode in dark-adapted conditions, and Vh was −60 mV for HBCs and −40 mV for rods. (A) Recorded cells were visualized by Lucifer yellow fluorescence with a confocal microscope. (B1) Rod-driven HBCs show robust spontaneous postsynaptic currents (sPSCs). The HBC responds to the maximum depolarization speed (square waves) with large transient inward cation currents (components a and d) and the maximum hyperpolarization speed with very small outward cation currents (components b and c), demonstrating that the synapse largely favors presynaptic depolarization. sPSCs and the PSCs evoked by stimulating rods reverse near 0 mV (B2), indicating that the photoreceptor input mediates cation currents in the HBC and the recording is less affected by inhibitory neurons. (C) rods were stimulated by the depolarizing voltage ramps (−40 to 20 mV, Vrod) of variable rising and decay slopes, and currents in the rod (Irod) and rod-driven excitatory postsynaptic currents (rdEPSCs, C1) in the HBC are recorded. Two vertical lines in (C1) denote the time to peak of rdEPSCs, which is much shorter and left-shifted compared with that of Vrod and Irod. (D–F) The normalized peak (the response/maximum response, R/Rmax, D), rising slope (E), and delay (F) of the rdEPSCs were plotted as the function of the rod depolarization speed (mV/ms). (D) The amplitude of rdEPSC is exponentially correlated with the rod depolarization speed (p < 0.001) and plateaued at ∼0.4 mV/ms. (E,F) For the steeper rod depolarization, rdEPSCs rise faster (E) with a shorter delay (F). The rising speed and peak delay of rdEPSCs are positively exponentially correlated with the rod depolarizing speed (both p < 0.001), and the turning point for the curve in (E) is ∼0.4 mV/ms. Two vertical dashed lines are placed at 0.1 and 0.4 mV/ms (D–F).
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FIGURE 4. Kinetics of rod-driven OFF responses in HBCs and RGCs. (A) A rod-driven HBC was recorded for light-evoked cation currents (ΔIC, Vh = –60 mV) at different light intensities (log I) in dark-adapted conditions. The cell shows a high frequency of the transient excitatory currents (TECs), some of which appear after light offset and display an amplitude ≥ the absolute value of ΔIC at the light onset, namely gigantic (G) TECoffset (small arrow). ΔIC is the outward sustained current, and the falling limb at the light offset (large white arrow) shows a short and stable delay. (B,C) The duration (B) of the ΔIC in HBCs elongates upon increasing the light intensity like the light response of rods, and the first GTECoffset (C) delays progressively longer upon increasing the light intensity, resembling that of the rod Phase 3 (Figure 2E). (D) ΔIC (Vh = –60 mV) in a dark-adapted ON-OFF RGC shows OFF response only in the scotopic range (large arrow). The major transient ΔIC at the light offset (ΔIC–offset, large arrow) is followed by a few minor ΔIC–offsets (small arrow). The latter appears at locations comparable with that of GTECoffsets in HBCs (A) and that of Phase 3 (Figure 2E) and action potentials (Figure 1E) in rods. (E) The delay time of the rod-driven OFF response varies among individual RGCs (color dot), and the mean value (red circle and dashed line) follows the trend of that of the rod Phase 3 (black circle and line) but generally faster. This supports that the scotopic ΔIC–offset of RGCs is primarily mediated by rod-HBC synapses, and GTECoffsets of HBCs and the rod Phase 3 and action potentials play important roles. (F) The HBC in A shows transient (t) OFF response after being adapted to dim red light, when the duration of the entire ΔIC and the delay of the ΔIC at the light offset resemble that of cones (G). The intensity of unattenuated [0 in log unit (log I)] 500 nm light from a halogen light source was 4.4 × 105 photons.μm–2.s–1.


We first used classic square waves to simulate rods (Figure 3B), and we observed that the HBCs responded to the fastest rod depolarization (the rising limb of the square wave) with large transient postsynaptic currents (PSCs) (a conductance increase) and to the fastest rod hyperpolarization (the falling limb of the square wave) with very small PSCs (a conductance decrease), which reversed at −6.1 ± 3.7 mV. PSCs evoked by the depolarizing limb of square waves displayed two peak components, which were delayed 9.0 ± 1.3 ms and 28.6 ± 2.4 ms (n = 12), respectively, with the reversal potential slightly varied. Rod-driven HBCs did not respond to the rising limb of a hyperpolarizing square wave in rods shorter than 40 ms. The data indicate that rod inputs mediate transient cation currents in HBCs, and the asymmetric response of the rod-HBC synapse to the rod depolarization and hyperpolarization makes the synapse primarily responsive to the reduction of light intensity.

The decay time of PSCs in the HBCs was best fit to a standard exponential function with a τ between 38 and 851 ms (n = 12) at holding potentials (Vh) of −100 to 40 mV, and the fastest decay was observed at −40 to −60 mV. These data indicate that when the membrane potential of the HBC is between −40 to −60 mV, the rod-HBC synapse has the best temporal resolution. The delay of PSCs was not significantly affected by the membrane potential of HBCs. The evoked PSCs in HBCs that were recorded at the chloride equilibrium potential (−60 mV) were inward currents, namely rdEPSCs. The decay constant of the fastest rdEPSC was 46.6 ± 2.6 ms (n = 9) at −40 mV. Since rods may receive fast signals at light offset from coupled cones, the time limitation (40 ms + 46.6 ms) predicts the best resolution for cone-mediated off responses at rod-HBC synapses to be 11.5 Hz.

Since the darkening-induced membrane depolarization of rods under physiological conditions (Phase 3, Figures 1B,E) is much slower than the rising limb of square waves (Figure 3B), we created electric stimuli to simulate light responses of rods, which contained a Phase-1-like component, a fast-hyperpolarizing nose of 32 ms, a Phase-2-like component, and/or a Phase-3-like component of various slopes (Figure 3C), to simulate rods and observe the response of HBCs. The Phase-3-like component rather than the nose and Phase-2-like section evoked rdEPSC in HBCs, and the amplitude, rising slope, and delay of rdEPSCs were differentially exponentially correlated with the presynaptic depolarization speed (Speed) (all p < 0.001) (Figures 3D–F). The response (R)- Speed curve plateaued at ∼0.4 mV/ms (Figure 3D), and the Rising slope—Speed curve turned at ∼0.4 mV/ms (Figure 3E). The Speed divided the curves into three different zones: the first zone of < 0.1 mV/ms corresponded to the rod native analog signal where the normalized amplitude of rdEPSCs (R/Rmax) grew with the increase of the Speed but the delay and duration were reduced weakly; the second zone of 0.1–0.4 mV/ms was in the range of analog coupled-cone signals where R/Rmax, rising slope, and delay time of rdEPSCs were all dramatically affected by the Speed; the third zone of > 0.4 mV/ms, which appeared to be a digital zone where R/Rmax of rdEPSCs reached the plateau and the duration and delay reached the minimum, resembling digital signals. In addition, compared to the peak of Vrod and Irod, the peak of rdEPSCs were dramatically left-shifted (Figure 3C). The stimulus-dependent shortening of rdEPSCs in HBCs is in contrast with the stimulus-dependent widening of light response in rods, while the latter is a typical analog signal, and the former is not.

Brief depolarization applied on rods that simulated rod APs could evoke the digital-like rdEPSC in HBCs (Figure 3C, red trace), consistent with previous studies from our laboratory (Pang et al., 2012b) and others’ (Cadetti et al., 2006), indicating that rod APs, as digital inputs, are transformed into digital-like output in the rod-HBC synapse.

The data together demonstrate that the rod-HBC chemical synapse can transfer both digital and analog signals to code for fast and slow changes of rod membrane potential. Rod-cone coupling is enhanced in light in this species, and the second Speed zone above, thus, involves rod signals coupled from cones when light intensity is above the cone threshold (Wu, 1988; Yang and Wu, 1989; Pang et al., 2012b), while the first and third Speed zones both involve scotopic OFF signaling.



Rod-Driven OFF Responses in Hyperpolarizing Bipolar Cells and Retinal Ganglion Cells

To determine the rod-driven OFF responses in RGCs, we first recorded the light-evoked spikes and cation currents in RGCs at different light intensities. The light-evoked excitatory cation current (ΔIC) in RGCs is primarily mediated by BCs (Pang et al., 2002a, 2003), and ΔIC in BCs is mainly mediated by photoreceptors (Figure 3B; Wassle et al., 2009; Dowling, 2012; Masland, 2012). Thus, based on the light sensitivity and dynamic range of rods and cones (Yang and Wu, 1996), we identified the pure rod-driven transient OFF responses in RGCs (Figures4D,E, 5) at the light offset. In Figure 5, the ON-OFF RGC responded to the dim light of intensities between −10 and −8 log I with the rod-driven OFF response without ON response, and the delay of the first spike was comparable to that of the transient cone-driven OFF response at −3 and −2 log I. The ON response appeared around −7 log I. L-AP4 fully blocked ON responses, while both the rod- and cone-driven OFF responses became less robust but maintained the same pattern.
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FIGURE 5. The highly sensitive excitatory rod-driven OFF response in dark-adapted RGCs. (A,B) Action potentials evoked by 500 nm light of a series of intensities (log I) in an ON-OFF retinal ganglion cell (RGCs) under the loose-patch mode. Action potentials are generated at both the light onset and offset, and the cell is identified as an ON-OFF cell. Light offset (yellow dashed line) evokes two spiking patterns, one with the short firing time, low light sensitivity, high firing rate, and short delay (cone-driven), and the other with a long firing period, very high light sensitivity, lower firing rate, and progressively longer delay for brighter light (rod-driven, in blue shaded area in A,B). The rod-driven OFF responses evoked by dim light (–10 to –6, A,B) showed a short delay, which is consistent with the delay of the rod Phase 3 at these light intensities in Figure 2E. The spikes at light onset is 3-log-unit less sensitive than those at light offset, which are completely and reversibly blocked by 5μM L-AP4 (B). Spikes after light offset were less robust but maintained a similar pattern in L-AP4, indicating that that the rod-HBC synapse could mediate the highly sensitive excitatory response to light offset. The intensity of unattenuated [0 in log unit (log I)] 500 nm light from a halogen light source was 4.4 × 105 photons.μm–2.s–1.


To better understand the role of the ON and OFF pathways in the OFF response, we examined ON-OFF RGCs (n = 17) for the effect of L-AP4 or CPPG (n = 3) on the light-evoked cation (ΔIC) and chloride (ΔICl) currents in the voltage-clamp condition (Figure 6). The two drugs fully and reversibly blocked responses of RGCs to light onset (ΔIC–onset and ΔICl–onset), but the responses to light offset (ΔIC–offset and ΔICl–offset) were unaffected or enhanced. DNQX reversibly blocked the OFF responses. Thus, in our experimental conditions, the OFF responses were mediated by DNQX-sensitive synapses, and all the ON responses were L-AP4 or CPPG-sensitive. L-AP4 and CPPC enhanced the amplitude of ICl–offset and IC–offset averagely by 40% and 75%, respectively. The effect was more dramatic for ICl–offset (n = 9) or IC–offset (n = 8) in different cells. Since L-AP4 enhanced ΔICl–offset more dramatically than ΔIC–onset for some RGCs, we deduced that the ON pathway could enhance OFF response by inhibiting OFF amacrine cells, accounting for the L-AP4-induced reduction of the extracellularly recorded firing rate after light offset in Figure 5B.
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FIGURE 6. The role of ON and OFF pathways in the OFF response of RGCs. (A,B) Under Voltage-clamp conditions, ON-OFF RGCs were recorded for light-evoked currents at a series of holding potentials (Vh). L-AP fully reversibly blocked the light-onset-evoked transient and sustained currents (A,B) but did not affect or even enhanced the chloride (ΔICl–offset, large white arrow) and cation (ΔIC–offset, large gray arrow) currents at light offset (A2,B2). In L-AP4, sustained currents during light ON are neglectable, indicating that they are primarily mediated by DBCs. (A2,B2) The L-AP4-induced increase of ΔICl–offset cannot be fully accounted for by the loss of the sustained ΔIC component during the light ON. The minor ΔIC–offsets (small arrow) that resemble the rod-driven component are blocked in A2 but not in B2. All L-AP4-resistant activities are fully reversibly blocked by DNQX (B). The results, combined with data in Figure 5, indicate that RGC OFF responses are primarily mediated by DNQX-sensitive synapses, and the ON pathway could preferentially suppress inputs of OFF amacrine cells to RGCs, enhancing excitatory OFF response in RGCs. RGC, retinal ganglion cell; HBC, hyperpolarizing bipolar cell; DBC, depolarizing bipolar cell. The intensity of unattenuated [0 in log unit (log I)] 500 nm light from a halogen light source was 4.4 × 105 photons.μm–2.s–1.


In 115 RGCs that we examined, 8% of RGCs displayed the pure rod-driven transient ΔIC at the light offset (ΔIC–offset) (Figures 4D,E). The data demonstrate that rods can independently and predominantly mediate the scotopic transient OFF signals in RGCs. The native rod signals were temporally accurate to report the light offset to RGCs at low light intensities (≤−6 log I) but less accurate at the mesopic and photopic range (>−6 log I).

We then quantitively analyzed the delay of ΔIC–onset and ΔIC–offset in RGCs and compared them with that of the light response of rods, cones, and HBCs. In dark-adapted conditions, rod-driven HBCs were characterized by the high frequency of the transient excitatory currents (Pang et al., 2004, 2008) (TECs) which were robust in darkness and inhibited by light. Some TECs appeared after light offset with an amplitude ≥ the absolute value of ΔIC–onset, namely gigantic (G)TEC-offset (Figure 4A). Light evoked primarily the sustained outward ΔIC in the HBCs, and the light sensitivity and waveform resembled the photocurrents of rods (Figure 1B). Upon increasing the light intensity, ΔIC–offset (the dip at the light offset) became shallower, the entire duration of ΔIC elongated (Figure 4B), and the first GTECoffset delayed longer (Figure 4C). The delay of the first GTECoffset (Figure 4C) was comparable with that of Phase 3 (Figure 2E) and action potentials (Figure 1E) of rods but shorter. The signals were speeded up in the rod-HBC synapse, consistent with the data in Figure 3C. These results support that rods mediate the scotopic ΔIC in rod-driven HBCs, and GTECoffsets are closely related to action potentials of rods.

ΔIC–offset was delayed variably among RGCs, and it was often longer than ΔIC–onset. In dark-adapted retinas, ΔIC–offset in some RGCs (n = 6 cells) showed a progressively dramatically elongated latency (averaged 365–1629 ms) upon increasing light intensity from −8 to −4, which (Figures 4D,E) followed the trend of that of the rod Phase 3 (Figure 2E) but shorter. The delays of the two datasets were well fit to similar polymodal functions (p = 0.003 and p = 0.0002, respectively), indicating that these ΔIC–offsets of RGCs are initiated in rods. The longest latency of the rod-driven ΔIC–offset in these RGCs (ranged 1089–2541 ms) was about 1/3 of that of the rod Phase 3 at −4 log I and 6–10 times longer than that of the cone Phase 3 at −4 and −3 log I (168.5 ± 13.9 ms, n = 31) (Figure 2G). The improved kinetics in RGC ΔIC–offsets can be accounted for by the acceleration mechanism of the rod-HBC synapse revealed in the above section (Figures 2C–F). Following the major rod-driven ΔIC–offset, there were also several smaller transient inward currents (minor ΔIC–offset), whose temporal distribution and light sensitivity were comparable to that of GTECoffsets in HBCs (Figure 4A) and that of rod action potentials (Figure 1E). These results together indicate that the scotopic excitatory OFF response in some RGCs is purely mediated by the rod-HBC synapse and involves both analog and digital inputs from rods. The temporal resolution of rod signals was improved in rod-HBC synapses and HBC-RGC synapses. Current data further indicate that the native analog and digital rod inputs mediate the excitatory scotopic ΔIC–offset (analog and digital-like) and GTECoffsets (digital-like), respectively, in HBCs for signaling the offset of scotopic light. Coupled cones in this species could mediate the graded and digital-like transient ΔIC–offset in rod-driven HBCs, while the rod-cone coupling is enhanced by light (Wu and Yang, 1988; Yang and Wu, 1989). In the dim-light-adapted rod-driven HBC, light offset evoked transient excitatory ΔIC–offset (Figures 4F,G) with the kinetics resembling that of cones, consistent with the notion that the rod-HBC synapse also mediates mesopic and photopic cone signals in the same HBCs and RGCs.

ΔIC–onsets of RGCs driven by rods and cones showed a well-integrated peak in dark-adapted conditions (Figure 4D), consistent with the similar kinetics found in Phase 1 of rods and cones (Figure 2). However, ΔIC–offset of some ON-OFF RGCs was skipped or very small at −4 and/or −3 log I, at least in 7.25 s after the light offset, which is interpretable by the temporal separation of Phase 3 of rods and cones due to the differential delay time in addition to the distinctive light threshold of rods and cones.



DISCUSSION


Rod-Hyperpolarizing Bipolar Cell Synapses Use Digital and Analog Inputs and Outputs

The rod-HBC synapse is known as a graded potential synapse, however, the stimulus-dependent shortening of PSCs in HBCs is in contrast with the light-dependent widening of light response of rods and HBCs. Rods use ribbon and non-ribbon (Chen et al., 2013) synapses and have been accepted to report light signals only by the graded membrane hyperpolarization (Matthews and Fuchs, 2010; Sanes and Zipursky, 2010). However, rods in the human retina also generate the Na+-dependent action potential (Kawai et al., 2001; Kawai et al., 2005) upon depolarizing to ≥ −50 mV. Ca2+ spikes have also been reported in the toad retina (Fain et al., 1980), as well as in the tiger salamander retina upon turning off bright light (103 photons μm–2s–1) (Xu et al., 2005). It has been unknown whether and how a neuronal synapse in the central nervous system, including ribbon synapse, transmits both graded potentials and action potentials. Rod action potentials once were thought to selectively amplify the OFF response (Kawai et al., 2001, 2005) or generate negative afterimages (Xu et al., 2005) because of the long delay, but the synaptic mechanism for both the graded and action potential of rods to mediate the scotopic OFF response has been missing.

This study shows for the first time that the rod-HBC synapse can encode the speed of the rod depolarization to process both the analog and digital signals. We showed that dark-adapted rods responded to the light offset with both the action potential and graded depolarization, which had a shorter latency for dimmer light stimuli. With the speed coding mechanism, the analog input below 0.4 mV/ms, including the native scotopic rOFF and the mesopic cone-driven OFF inputs, evokes smaller rdEPSCs/the analog output. This appears to courage the signal integration in HBCs for better light sensitivity. Digital or digital-like inputs above 0.4 mV/ms, including rod action potentials (∼4 mV/ms) and photopic OFF signals from coupled cones, evoke the saturate rdEPSC / the digital-like output of maximum amplitude and minimum duration and delay. This appears to discourage the signal integration in HBCs and enhance the temporal and spatial resolution. This coding mechanism may also prevent the HBCs from being overexcited by strong photopic signals, serving as a protective gate. Such a unique “anadigital” synapse appears to be very beneficial for animals.

The “speed-coding” probably involves multiple factors. First, the fast membrane depolarization facilitates the synchronized multi-vesicle release at ribbon synapses in rod-driven HBCs (Pang et al., 2008). Rod-driven HBCs receive 75% of their inputs from rods and 25% from cones (Pang et al., 2004), and 80% of HBC dendritic contacts with photoreceptors in the salamander retina are invaginating ribbon junctions (Lasansky, 1978). The spontaneous and evoked neurotransmitter releases may use distinctive mechanisms (Cork et al., 2016; Kavalali, 2015). Rod can release glutamate via the fairly fast, ribbon, and nano-domain exocytosis (Jarsky et al., 2010). The fast rod action potential depolarization likely recruits the fast release processes. The docked vesicles and Ca2+ channels at the active zone of ribbons exhibit variable distances (Beaumont et al., 2005), and the rod action potential and the membrane depolarization > 0.4 mV/ms is likely to trigger the near-simultaneous Ca2+ channel opening at multiple ribbon bases to synchronize the synaptic vesicle exocytosis, saturating the amplitude and mostly shortening the duration of rdEPSCs. Second, the non-ribbon exocytosis is regulated by the calcium-induced calcium release (Cadetti et al., 2006; Babai et al., 2010; Chen et al., 2014). Although it likely primarily underlies the glutamate release in darkness, sustained rod depolarization over 200 ms has been shown to enhance glutamate release via Ca2+-induced Ca2+ release (Cadetti et al., 2006; Babai et al., 2010; Chen et al., 2014). The rod action potential and depolarization longer than 200 ms and faster than > 0.4 mV/ms probably use both mechanisms to mediate the digital-like rdEPSC and GTECoffsets in HBCs, underlying the excitatory ΔIC–offset in RGCs. Besides, glutamate transporters remove glutamate from the synaptic cleft with a cycle time and plateau speed (Lupfert et al., 2001; Mim et al., 2005; Akyuz et al., 2013), and the synchronized glutamate release in the rod-HBC synapse prevents iGluRs from desensitization (Pang et al., 2012b). These factors also likely contribute to the speed-coding phenomenon in the rod-HBC synapse. In an earlier study on the calcium-dependent neurotransmitter exocytosis in Mb1 BCs from the goldfish retina (von Gersdorff and Matthews, 1994), two components of membrane retrieval with distinctive kinetics were observed following secretory stimulation, suggesting that the speed coding strategy is probably not restricted to the rod-HBC synapse in the retina.

Graded-potential neurons should not fire action potentials, while recent data appear to violate this general rule (Fain et al., 1980; Protti et al., 2000; Kawai et al., 2001, 2005; Saszik and DeVries, 2012). Some of the findings were obtained from diseased retinas (Kawai et al., 2001, 2005). We observed light-evoked action potentials in outer retinal neurons under normal membrane potential levels and was usually larger at the beginning of the patch recording, which indicates that these action potentials are physiological.

The delayed OFF response mediated by action potentials in rods has been previously reported in some horizontal cells (Xu et al., 2005). In our results, dark-adapted RGCs showed pure rOFF responses followed by a few minor OFF responses with variable delay times, whose temporal distribution was in line with that of GTECoffsets accountable by rod action potentials and rod Phase 3. The response of the rod-driven HBC to rod action potentials appears to be different from that of horizontal cells (HCs), which is likely because of the difference in their synaptic structure (Pang et al., 2008), connection (Mariani, 1984; Zhang J. et al., 2006; Wu, 2010), the subtype of iGluRs (Yang et al., 1988; Pang et al., 2008), and the extent of signal convergence (Zhang A. J. et al., 2006; Zhang A. J. and Wu, 2009). In the dark-adapted salamander retinas, TECs were found only in rod-driven HBCs (Wu et al., 2000; Pang et al., 2004, 2008) but not HCs (Yang et al., 1988; Xu et al., 2005), and similar miniature currents were reported in mammalian AII amacrine cells postsynaptic to rod BCs (Pang et al., 2007). Previous works have found that brief depolarization could modify the glutamate release at the rod-horizontal synapse (Cadetti et al., 2005; Chen et al., 2013), while this study tested the effect of both rod depolarization and hyperpolarization on HBCs. The rod light response is primarily hyperpolarizing and that evoked by brighter light stimuli shows a brief hyperpolarizing nose in Phase 1 (traces at ≥ −4 in Figure 1E; Pang et al., 2012b), and our results demonstrate that the trailing edge of a membrane hyperpolarization with a duration < 40 ms could not evoke OFF responses from HBCs.



Rod-Hyperpolarizing Bipolar Cell Synapses Can Signal the Darkening in the Vertebrate Retina With or Without Cones’ Assistance

How rod-HBC synapses work for OFF pathways has been unclear because rods do not immediately depolarize at light offset (Toyoda et al., 1970; Xu et al., 2005; Pang et al., 2012b; Fortenbach et al., 2015). Results from this study showed that rod-HBC synapses could signal the darkening of light in the vertebrate retina via the light offset-induced (1) graded depolarization and (2) firing of action potentials of rods, (3) signals from coupled cones, (4) GTECoffset in HBCs accountable by rod action potentials, and (5) graded rdEPSCs, and (6) digital-like rdEPSCs in HBCs. We also observed scotopic OFF responses in RGCs that were temporally accurate and resistant to L-AP4. Given that L-AP4 did not suppress IC–offsets in all RGCs tested, the minor IC–offsets in some RGCs were blocked by DNQX but not L-AP4, and cones cannot be activated by scotopic light, these data further indicate that rod-HBC synapses or iGluRs can mediate the excitatory scotopic OFF response at light offset without cones’ assistance.

In ON-OFF RGCs, the OFF response could be absent in some light intensity (previously termed the “dip”) (Olsen et al., 1986; Hensley et al., 1993), and the mechanism has been unclear. The Hill equation could well predict rod-cone-driven ON responses (Hensley et al., 1993; Pang et al., 2016) but not rod-cone-driven OFF responses. Our results revealed that ΔIC–onsets of RGCs driven by rods and cones showed a well-integrated peak in dark-adapted conditions consistent with the similar kinetics found in Phase 1 of rods and cones. ΔIC–offset of RGCs was absent or very small at −4 and/or −3 log I, at least in the 7.25 s after the light offset, interpretable by the temporal separation of Phase 3 of rods and cones (> 600 ms) due to the different latency in addition to the distinctive light threshold. Because of the lower light sensitivity of cones compared to that of rods in both the salamander and human retina, the rod-cone coupling (the secondary rod pathway for mammals) is not able to mediate scotopic OFF responses in RGCs.

RGCs may generate “transient” and “sustained” OFF responses. Although “OFF responses” appear to involve OFF pathways, the former is the membrane depolarization at the light offset while the latter is the membrane hyperpolarization at the light onset. Previous and current data have shown that HBCs respond strongly to the fastest depolarization of rods (Rabl et al., 2006; Li et al., 2010), and our study also revealed that rod-driven HBCs only weakly responded to the hyperpolarization of rods. We revealed an asymmetry for the response of the rod-HBC synapse to the rod depolarization and hyperpolarization. It, consistent with previous observations in RGCs (Pang et al., 2003; Arman and Sampath, 2012), demonstrates that the rod-HBC synapse, the mammalian tertiary rod pathway, is primarily responsive to the reduction of light intensity and mediate excitatory transient OFF responses in RGCs. Furthermore, we reported that the native rod input contributed to the transient scotopic excitatory ΔIC–offset and GTECoffset in rod-driven HBCs for signaling the offset of scotopic light, and the rod input from coupled cones could mediate the excitatory ΔIC–offset and photopic OFF signals. ON pathways likely mediate the sustained OFF response in RGCs (Pang et al., 2003; Arman and Sampath, 2012).

Moreover, L-AP4 could reduce extracellularly recorded spikes evoked by the light offset in some RGCs in our results, comparable to a previous finding in OFF RGCs (Protti et al., 2005). Meanwhile, our data also showed that in half RGCs, L-AP4 enhanced ΔICl–offsets more than ΔIC–offsets. Therefore, it is likely that the ON pathway could inhibit OFF amacrine cells (ACs) to influence the excitatory OFF response in RGCs. Such influence probably involves glycinergic ACs (Protti et al., 2005) and could be more important when the membrane potential is depolarized above the chloride equilibrium potential. Besides, we did not see action potentials in cones in salamander retinas. It is unclear whether this is due to the membrane potential or/and calcium signaling. Salamander cones express the calcium-binding protein calbindin D-28k (Zhang J. and Wu, 2009), while rods do not. Due to the lower light sensitivity of cones, dimer light hyperpolarizes rods more profoundly than cones. Cones can generate fast responses to light offset, whose kinetics and light sensitivity are largely different from the scotopic OFF response in HBCs and RGCs.



Rod-Hyperpolarizing Bipolar Cell Synapses Mediate the Rod-Driven OFF Response in Retinal Ganglion Cells and Improve the Temporal Resolution of the Signals

Our data revealed the excitatory transient scotopic OFF responses in RGCs, including action potentials and ΔIC–offset. These OFF responses exhibited a progressively longer delay upon increasing light intensity and followed the trend of the rod Phase 3, indicating that they are driven by rods and rod-HBC synapses. Meanwhile, the scotopic ΔIC–offset in RGCs was composed of several small peaks with the temporal distribution like that of GTECoffsets in the HBCs and the action potential and Phase 3 of rods, supporting the involvement of digital inputs. Light enhances the rod-coupling in the salamander retina (Wu and Yang, 1988; Yang and Wu, 1989). In our experimental conditions, rod-driven HBCs generated transient OFF responses near the cone Phase 3 in the dim-light-adapted retinas, consistent with the notion that coupled cones feed fast inputs to the rod-HBC synapse and can mediate mesopic and photopic OFF responses in the same HBCs and RGCs.

The delay of the rOFF response in RGCs was shorter than that of the rod Phase 3 and the ΔIC–offset and first GTECoffsets of HBCs, which can be explained by the accelerating effect of the rod-HBC synapse. Our data showed that the rod-HBC synapse left-shifted the peak of signals and shortened the duration, which could enhance the frequency responsiveness/temporal contrast of visual signals passing the synapse. The best temporal resolution of the scotopic OFF response in RGCs (e.g., a delay of 365 ms corresponding to 2.74 Hz) in our results is aligned with the bandpass-filter property of rod-rod electric synapses and rod-BC synapses (Armstrong-Gold and Rieke, 2003; Zhang and Wu, 2005), while that of the photopic ones (e.g., 11.5 Hz calculated per the kinetics of rdEPSCs) in our results is aligned with the filter property of rod BCs reported previously (Cangiano et al., 2007). A mathematic model to transform rod signals into cation currents in RGCs is still absent.



MATERIALS AND METHODS


Animals

Laval tiger salamanders (Ambystoma tigrinum) were purchased from Charles D. Sullivan, Co. (Nashville, TN, United States) and KON’s Scientific Co. Inc. (Germantown, WI, United States) and handled per policies on the treatment of laboratory animals of Baylor College of Medicine and the National Institutes of Health, including the housing, transportation, food, euthanasia, etc. Animals were dark-adapted for 1–2 h prior to the experiment. Before each experiment, salamanders were anesthetized in MS222 until the animal gave no visible response to touch or water vibration. The animals were then quickly decapitated, and the eyes were enucleated. The investigators understand the ethical principles under which the journal operates and that the work complies with the animal ethics checklist as described in the Editorial by Grundy (2015). Chemicals were purchased from Sigma-Aldrich (St. Louis, MO) and Tocris Bioscience (Bristol, United Kingdom) except otherwise specified.



Dual-Cell Patch-Clamp Recording of Rod-Hyperpolarizing Bipolar Cell Pairs

All procedures were performed under infrared (∼1 mm) illumination with dual-unit Nitemare (BE Meyers, Redmond, WA) infrared scopes. The whole-cell patch-clamp recording (Pang et al., 2012a; Gao et al., 2013), preparation of living retinal slices (Werblin, 1978; Wu, 1987), light simulation, immunofluorescence, and confocal microscopy (Pang et al., 2008, 2012b) essentially followed procedures described in previous publications.

We recorded rod-BC pairs from retinal slices and rods and RGCs from slices and flat-mount retinas under the whole-cell voltage- and current-clamp conditions. BCs that did not respond to depolarizing rods were not included. We held the membrane potential of neurons to the chloride or cation equilibrium potential (ECl and EC, respectively) for separately studying the excitatory postsynaptic current (cation current, ΔIC, recorded at ECl) mediated by rods or BCs and the inhibitory postsynaptic current (chloride current, ΔICl, recorded at EC) mediated by amacrine cells. An Axopatch 700B amplifier was connected to a DigiData 1322A interface and operated by the pClamp software v9.2 and v10.3 (Axon Instruments, Foster City, CA). Patch pipettes had 5–8 MΩ tip resistance when filled with an internal solution containing 112 mM Cs-methanesulfonate, 12 mM CsCl, 5 mM EGTA, 0.5 mM CaCl2, 4 mM ATP, 0.3 mM GTP, 10 mM Tris, and 0.5% Lucifer yellow, adjusted to pH 7.3 with CsOH. For current-clamp and some voltage-clamp recordings, the pipettes were filled with internal solutions containing: 112 mM K-gluconate, 10 mM KCl, 10 mM EGTA, 10 mM HEPES, 0.5 mM CaCl2, 1 mM MgCl2, 4 mM Na2-ATP, 0.3 mM Na3-GTP, and 0.5% Lucifer yellow, adjusted to pH 7.3 by KOH. The bath was maintained at room temperature (20–23 °C) and superfused continuously with oxygenated Ringer solution containing (in mM) 108 mM NaCl, 2.5 mM KCl, 1.2 mM MgCl2, 2 mM CaCl2, and 5 mM HEPES, adjusted to pH 7.3. All pharmacological agents were dissolved in Ringer solution and pH was re-adjusted. The internal solution and the external normal Ringer’s solution yield an ECl of −59 mV. Recorded cells were visualized by Lucifer yellow fluorescence with a confocal microscope LSM 510 and LSM 800, Carl Zeiss, Germany). L-AP4 was purchased from Tocris (0103, Bristol, United Kingdom) and applied in the bath. Other chemicals were purchased from Sigma-Aldrich (St. Louis, MO).

A photostimulator delivered light spots of a diameter of 600–1,200 μm and 500 nm wavelength (λmax = 500 nm, full width-half max 10 nm) at a series of intensities (−10 to −1 log I) to stimulate the retina via the epi-illuminator of the microscope (Maple and Wu, 1998; Pang et al., 2002b, 2010a). Since we delivered uncollimated light beams through an objective lens of a large numerical aperture (Zeiss 40x/0.75 water), the incident light could enter the retina in many directions and, thus, had a minor photoreceptor self-screening effect (Field and Rieke, 2002). The intensity of unattenuated [0 in log unit (log I)] 500 nm light from a halogen light source was 4.4 × 105 photons.μm–2.s–1.



Statistics

Data were analyzed with Sigmaplot v11.0 (Systat, Point Richmond, CA), Clampfit v9.2 and v10.3 (Axon Instruments, Foster City, CA), and Microsoft Excel v1708 (Microsoft Co., Redmond, WA) software and presented by mean ± SEM Regression analysis and student’s t-test were performed, and the two-tailed p-value was reported in all cases. The peak amplitude, rising slope, and delay of responses (R) of HBCs were plotted against light intensity (log I) and the rod depolarizing speed, which were well fit by a standard exponential function [image: image], a linear or an exponential cumulative distribution function [image: image]. The data collection was completed before data analysis and was independent of data interpretation. Studies on rod-HBC pairs excluded light responses of a decay or delay time longer than 6566 ms and HBCs that were not responsive to depolarizing rods. The α level for rejecting the null hypothesis was 0.05.
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Neuromodulator Source

Serotonin

Acetylcholine

Dorsal medial raphe nuclei innervate
alllayers of the olfactory bulb.
Dense dorsal projections to granule
celllayer dense medial

projections to glomerular layer

Horizontal imb of the diagonal band
of Broca projects to all bulb layers,
especially the internal plexiform layer
and glomerular layer/external
plexorm layer boundary

Receptor

5-HT1A

5-HT2A

5-HT2C
5-HT3
6-HTS

Nicotinic

Muscarinic

mi, m2

Localization
Mitral cell layer, internal

granular layer, external
plexiform layer

Mitral cell, tufted cell

Juxtaglomerular cell
Glomerular layer (MRANA)
Tufted cell (MRNA)

Glomerular layer

Allbuib layers

Allbulb layers, especially
exteral plexiform layer
and granule cell

5-HT, serotonin; TRR, transient receptor potential: AChR, acetylcholine receptor.

Cellular effects

Excite mitral cells and tufted cells,
activate external tufted cell TRP
channel-mediated cation current

Depolarize juxtaglomerular cells

NAChR activation excites mitral cells,
periglomerlar cells, and external
tufted cells

MAChR activation decreases firing
frequency of granule cells, increases
transmitter release from granule cells
onto mitral cells via dendro-dendritic
synapses

m1 mediates granule cell excitation
m2 mediates granule cel inhibition

Behavioral effects

Serotonin has a role in olfactory
learning

Serotonin depletion prevents odor
learning, recover with
5-HT2A/C agonist

Role in olfactory learning and
discrimination

Sharpen mitral cell odorant receptive
fields

Offactory fear learning involves
MAChRS, requires m1

References

MeLean and Shipley, 1987a; Plassat
etal,, 1992; Pompeiano et al., 1992;
Tecott et al., 1993; McLean et al.,
1995, 1996; Yuan et al., 2003; Hardy
etal,, 2005b; D'Souza and
Viayaraghavan, 2012, 2014; Liu
etal, 2012; D'Souza etal, 2013;
Steinfeld et al., 2015; Kapoor et al.,
2016; Huang et al., 2017

Macrides et al., 1981; Zaborszky
etal, 1986; Le Jeune et al., 1995;
Castillo et al., 1999; Crespo et al.,
2000; Fletcher and Wilson, 2002;
Gémez et al., 2005; Pressler et al.,
2007; Chaudhury et al., 2009;
D'Souza and Vijayaraghavan, 2012,
2014; Pavesi et al., 2012; D'Souza
etal, 2013; Smith et al., 2015; Ross
etal, 2019
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Neuromodulator Source Receptor Localization Cellular effects Behavioral effects  References.
Leptin White adipose tissue  Ob-R, mutant receptor  Olfactory sensory Decrease Decreased Tartaglia et al,, 1995;
protein in db/db mice  neurons signal-to-noise ratio of performanceingo,  Lee et al, 1996; Guan

Leptin mRNA/protein
found in brain tissue

Cholecystokinin  Intestine CCK1R
Widespread in brain

Allbulb layers except  COK 2R
for olfactory nerve layer,
especiall external

tufted cells and

superficial tufted cells

of internal

plexiform layer

Granule cell layer
Mitral celllayer

Internal granular layer

Offactory bulb,
mitral cells

offactory sensory
neurons

Inhibit granule cells
Inhibit mitral/tufted
cells, decrease
Ca?* response

Excitation and
suppression of mitral
cell firing

CCK 2R activation
enhances inhibition of
mitral/tufted cells

no-go discrimination
task, slow reaction
time, decrease
offactory sensitiity

CCK 1R and CCK 2R
modulate offactory
recognition in a social
memory task via
diferent pathways

etal., 1997; Elmauist
etal., 1998; Shioda
etal,, 1998; Baly et al.,
2007; Jullard et al.,
2007; Prud’homme
etal., 2009; Savigner
etal., 2009;
Palouzier-Paulignan
etal.,, 2012; Sun et al.,
2019

Vanderhaeghen et al.,
1975; Beinfeld et al.,
1981; Zarbin et al.,
1983; Crawley, 1985;
Seroogy et al., 1985;
Schifimann and
Vanderhaeghen, 1991;
Lemaire et al., 1994a,b;
Mercer and Beart,
1997; Mercer et al.,
2000;
Gutiérrez-Mecinas
etal., 2006; Marks
etal., 2006; Kosaka
and Kosaka, 2007; Ma
etal., 2013; Liuand
Li, 2018

Ob-R, leptin receptor; db/db, leptin receptor mutant mouse model: CCK, cholecystokinin.
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Antigen Immunogen Manufacturer, species type, catalog number Dilution
mGIURG Rabbit C-terminus (KTTSTVAAPPKGADTEDPK) Massey lab, rabbit polyclonal 1:4,000
PKCo Rat CT variable region Sigma, St Louis, MO, USA (P 4334), rabbit polycional 1:500
PKCo Amino acids 270-427 of human PKCa. BD Biosciences, San Jose, CA, USA, No. 610107, mouse monoclonal  1:500
Ribeye CIBP2 C-term. a.a. 361445 BD Biosciences #612044, motise monoclonal 1:4,000
GIuURS C-terminus of human GIURS (KLIREERGIRKQSSVHTY)  Santa Cruz Biotechnology, SC-7616, goat polyclonal 1:500
Calretinin N-terminal peptide STVHEILCKLSLEGD Millipore Sigrma, SAB2500188 1:5,000
Calbindin Recombinant rat calbindin D-28k SWANT, Switzerland, CB38 1:4,000
Choline Human placenta enzyme Milipore Sigma, AB144P 1:500
acetyl-transferase

VGlut] Recombinant rat VGLUTA (amino acids 456-500) Synaptic Systems, Goettingen, Germany 135304 1:8,000
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p=0.0001
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p <0.0001
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p <0.0001
18.93 +2.43
p <0.0001
3725+ 421
p <0.0001
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n=7
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p <0.0001
1.32 029
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As in Figure 5, three celluer properties were varied: the monosynaptic OSN-EPSC, the prolonged excitatory current, and cell intrnsic properties. Celltype is indicated by a notation
Xy, where X s the cell-type (C or sTC) that contributes two of the three properties and Y indicates the swapped-in property from the other cell-type. Thus, for example, MCsrcmano
indicates a cell that had the prolonged currents and intrinsic properties of & MC but the monosynaptic OSN-EPSC of an STC. Values in the table reflect mean  SE. The n values in the
top row reflect the number of experimental recordings; in each recording, allfour OSN stimulation intensities were sampled The p values reflect the results of application of the Fisher
Combined statistical test across all experimental recordings comparing the control condition (all-MC or all-sTC) with each of the indicated manipulated conditions (see Methods).
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Parameters included the whole-cell input resistance (Rinput) experimentally measured across our test cells, the surface area of the model cell (see Methods), membrane resistivity
(resistance per unit area) derived from Rinpu and morphological parameters, and cell resting potential (Vrest). Resting potential values were taken from the analysis of MCs and TCs in
Burton and Urban (2014).
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